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Dedication

This Springer Handbook is dedicated to all of us who collaborate with automation to advance humanity.
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Foreword

Automation Is for Humans and for Our Environment

Preparing to write the Foreword for this outstanding
Springer Handbook of Automation, I have followed Shi-
mon Y. Nof’s statement in his Preface vision: “The
purpose of this Handbook is to understand automa-
tion knowledge and expertise for the solution of human
society’s significant challenges; automation provided
answers in the past, and it will be harnessed to do so
in the future.” The significant challenges are becoming
ever more complex, and learning how to address them
with the help of automation is significant too. The publi-
cation of this Handbook with the excellent information
and advice by a group of top international experts is,
therefore, most timely and relevant.

The core of any automatic system is the idea of
feedback, a simple principle governing any regulation
process occurring in nature. The process of feedback
governs the growth of living organisms and regulates
an innumerable quantity of variables on which life is
based, such as body temperature, blood pressure, cells
concentration, and on which the interaction of living
organisms with the environment is based, such as equi-
librium, motion, visual coordination, response to stress
and challenge, and so on.

Humans have always copied nature in the design
of their inventions: feedback is no exception. The in-
troduction of feedback in the design of man-made
automation processes occurred as early as in the golden
century of Hellenistic civilization, the third century BC.
The scholar Ktesibios, who lived in Alexandria circa
240–280 BC and whose work has been handed to us
only by the later roman architect Vitruvius, is credited
for the invention of the first feedback device. He used
feedback in the design of a water clock. The idea was to
obtain a measure of time from the inspection of the po-
sition of a floater in a tank of water filled at constant
velocity. To make this simple principle work, Ktesi-
bios’s challenge was to obtain a constant flow of water
in the tank. He achieved this by designing a feedback
device in which a conic floating valve serves the dual
purpose of sensing the level of water in a compartment
and of moderating the outflow of water.

The idea of using feedback to moderate the ve-
locity of rotating devices eventually led to the design
of the centrifugal governor in the 18th century. In
1787, T. Mead patented such a device for the regula-

Alberto Isidori
President IFAC

tion of the rotary motion of a wind
mill, letting the sail area be de-
creased or increased as the weights
in the centrifugal governor swing
outward or, respectively, inward. The
same principle was applied two years
later, by M. Boulton and J. Watt,
to control the steam inlet valve of
a steam engine. The basic simple
idea of proportional feedback was
further refined in the middle of the
19th century, with the introduction
of integral control to compensate
for constant disturbances. W. von Siemens, in the 1880s,
designed a governor in which integral action, achieved
by means of a wheel-and-cylinder mechanical integra-
tor, was deliberately introduced. The same principle of
proportional and integral feedback gave rise, by the
turning of the century, to the first devices for the auto-
matic steering of ships, and became one of the enabling
technologies that made the birth of aviation possible.
The development of sensors, essential ingredients in
any automatic control system, resulted in the creation
of new companies.

The perception that feedback control and, in a wider
domain, automation were taking the shape of an au-
tonomous discipline, occurred at the time of the second
world war, where the application to radar and artillery
had a dramatic impact, and immediately after. By the
early 1950s, the principles of this newborn discipline
quickly became a core ingredient of most industrial en-
gineering curricula, professional and academic societies
were established, textbooks and handbooks became
available. At the beginning of the 1960s, two new driv-
ing forces provoked an enormous leap ahead: the rush to
space, and the advent of digital computers in the imple-
mentation of control system. The principles of optimal
control, pioneered by R. Bellman and L. Pontryagin, be-
came indispensable ingredients for the solution of the
problem of soft landing on the moon and in manned
space missions. Integrated computer control, introduced
in 1959 by Texaco for set point adjustment and coor-
dination of several local feedback loops in a refinery,
quickly became the standard technique for controlling
industrial processes.
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Those years saw also the birth of an International
Federation of Automatic Control (IFAC), as a multi-
national federation of scientific and/or engineering
societies each of which represents, in its own nation,
values and interests of scientists and professionals ac-
tive in the field of automation and in related scientific
disciplines. The purpose of such Federation, established
in Heidelberg in 1956, is to facilitate growth and dis-
semination of knowledge useful to the development
of automation and to its application to engineering
and science. Created at a time of acute international
tensions, IFAC was a precursor of the spirit of the so-
called Helsinki agreements of scientific and technical
cooperation between east and west signed in 1973. It
represented, in fact, a sincere manifestation of interest,
from scientists and professionals of the two confronting
spheres of influence in which the world was split at that
time, toward a true cooperation and common goals. This
was the first opportunity, after the Second World War
that scientists and engineers had of sharing complemen-
tary scientific and technological backgrounds, notably
the early successes in the space race in the Soviet Union
and the advent of electronic computers in the United
States. The first President of IFAC was an engineer
from the Unites States, while the first World Congress
of the Federation was held in Moscow in 1960. The
Federation currently includes 48 national member orga-
nizations, runs more than 60 scientific Conferences with
a three-year periodicity, including a World Congress of
Automatic Control, and publishes some of the leading
Journals in the field.

Since then, three decades of steady progresses fol-
lowed. Automation is now an essential ingredient in
manufacturing, in petrochemical, pharmaceutical, and
paper industry, in mining and metal industry, in conver-
sion and distribution of energy, and in many services.
Feedback control is indispensable and ubiquitous in au-
tomobiles, ships and aircrafts. Feedback control is also
a key element of numerous scientific instruments as well
as of consumer products, such as compact disc players.
Despite of this pervasive role of automation in every as-
pect of the technology, its specific value is not always
perceived as such and automation is often confused with
other disciplines of engineering. The advent of robotics,
in the late 1970s, is, in some sense, an exception to this,
because the impact of robotics in modern manufacturing
industry is under the eyes of everybody. However, also
in this case there is a tendency to consider robotics and
the associated impact on industry as an implementation
of ideas and principles of computer engineering rather
than principles of automation and feedback control.

In the recent years, though, automation and control
have experienced a third, tumultuous expansion. Pro-
gresses in the automobile industry in the last decade
have only been possible because of automation. Feed-
back control loops pervade our cars: steering, breaking,
attitude stabilization, motion stabilization, combustion,
emissions are all feedback controlled. This is a dramatic
change that has revolutionized the way in which cars
are conceived and maintained. Industrial robots have
reached a stage of full maturity, but new generations of
service robots are on their way. Four-legged and even
two-legged autonomous walking machines are able to
walk through rough terrains, service robot are able to
autonomously interact with uncertain environment and
adapt their mission to changing tasks, to explore hos-
tile or hazardous environments and to perform jobs
that would be otherwise dangerous for humans. Service
robots assist elderly or disabled people and are about
to perform routine services at home. Surgical robotics
is a reality: minimally invasive micro robots are able to
move within the body and to reach areas not directly ac-
cessible by standard techniques. Robots with haptic in-
terfaces, able to return a force feedback to a remote hu-
man operator, make tele-surgery possible. New frontiers
of automation encompass applications in agriculture, in
recycling, in hazardous waste disposal, in environment
protection, and in safe and reliable transportation.

At the dawn of the 20th century, the determinis-
tic view of classical mechanics and some consequent
positivistic philosophic beliefs that dominated the 19th
century had been shaken by the advent of relativistic
physics. Today, after a century dominated by the expan-
sion of technology and, to some extent, by the belief
that no technological goal was impossible to achieve,
similar woes are feared. The clear perception that re-
sources are limited, the uncertainty of the financial
markets, the diverse rates of development among na-
tions, all contribute to the awareness that the model
of development followed in so far in the industrialized
world will change. Today’s wisdom and beliefs may
not be the same tomorrow. All these expected changes
might provide yet another great opportunity for au-
tomation. Automation will no longer be seen only as
automatic production, but as a complex of technologies
that guarantee reliability, flexibility, safety, for humans
as well as for the environment. In a world of limited
resources, automation can provide the answer to the
challenges of a sustainable development. Automation
has the opportunity of making a greater and even more
significant impact on society. In the first half of the 20th
century, the precepts of engineering and management
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helped solving economic recession and ease social anx-
iety. Similar opportunities and challenges are occurring
today.

This leading-edge Springer Handbook of Automa-
tion will serve as a highly useful and powerful tool and
companion to all modern-day engineers and managers
in their respective profession. It comes at an appropriate
time, and provides a fundamental core of basic prin-
ciples, knowledge and experience by means of which
engineers and managers will be able to quickly respond
to changing automation needs and to find creative so-
lutions to the challenges of today’s and tomorrow’s
problems.

It has been a privilege for many members of
IFAC to participate with Springer Publishers, Dr. Shi-
mon Y. Nof, and the over 250 experts, authors and

reviewers, in creating this excellent resource of au-
tomation knowledge and ideas. It provides also a full
and comprehensive spectrum of current and prospec-
tive automation applications, in industry, agriculture,
infrastructures, services, health care, enterprise and
commerce. A number of recently developed concepts
and powerful emerging techniques are presented here
for the first time in an organized manner, and clearly il-
lustrated by specialists in those fields. Readers of this
original Springer Handbook of Automation are offered
the opportunity to learn proven knowledge from un-
derlying basic theory to cutting-edge applications in
a variety of emerging fields.

Alberto Isidori
Rome, March 2009
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Foreword

Automation Is at the Center of Human Progress

As I write this Foreword for the new Springer Hand-
book of Automation, the 2008 United States presidential
elections are still in full swing. Not a day seems to go by
without a candidate or newscaster opining on the impact
of cheaper, offshore labor on the US economy. Similar
debates are taking place in other developed countries
around the globe.

Some argue that off-shoring jobs leads to higher
unemployment and should be prohibited. Indeed some
regions have passed legislation prohibiting their local
agencies from moving work to lower cost locations.

Proponents argue off-shoring leads to lower unem-
ployment. In their view freeing up of the labor force
from lower skilled jobs allows more people to enter
higher value jobs which are typically higher paying.
This boosts incomes and in turn overall domestic con-
sumption.

Then, what about automation? Is the displacement
or augmentation of human labor with an automated ma-
chine bad for our economies, too? If so, let’s ban it!

So, let’s imagine a world in which automation didn’t
exist. . . .

To begin I wouldn’t be writing this Foreword on my
laptop computer since the highly sophisticated automa-
tion necessary to manufacture semiconductors wouldn’t
exist. That’s okay I’ll just use my old typewriter. Oops,
the numerical controlled machines required to manu-
facture the typewriter’s precision parts wouldn’t exist.
What about pencil and paper? Perhaps, but could I af-
ford them given that there would be no sensors and
controls needed to manufacture them in high volume?

IBM has been a leader and pioneer in many automa-
tion fields, both as a user and a provider of automation
solutions. Beyond productivity and cost-effectiveness,
automation also enables us to effectively monitor pro-
cess quality, reveal to us opportunities for improvement
and innovation, and assure product and service depend-
ability and service-availability. Such techniques and
numerous examples to advance with automation, as
users and providers, are included in this Springer Hand-
book of Automation.

The expanding complexity and magnitude of high-
priority society’s problems, global needs and competi-
tion forcefully challenge organizations and companies.
To succeed, they need to understand detailed knowledge

J. Bruce Harreld
Senior Vice President IBM

of many of the topics included in this
Springer Handbook of Automation.
Beyond an extensive reference re-
source providing the expert answers
and solutions, readers and learners
will be enriched from inspiration to
innovate and create powerful appli-
cations for specific needs and chal-
lenges.

The best example I know is
one I have witnessed first hand at
IBM. Designing, developing, and
manufacturing state-of-the art micro-
processors have been a fundamental driver of our suc-
cess in large computer and storage systems. Thirty years
ago the manufacturing process for these microproces-
sors was fairly manual and not very capital intense.
Today we manufacture microprocessors in a new state-
of-the-art US$ 3 billion facility in East Fishkill, New
York. This fabrication site contains the world’s most ad-
vanced logistics and material handling system including
real-time process control and fully automated workflow.
The result is a completely touchless process that in turn
allows us to produce the high quality, error free, and ex-
tremely fast microprocessors required for today’s high
end computing systems.

In addition to chapters devoted to a variety of indus-
try and service automation topics, this Springer Hand-
book of Automation includes useful, well-organized
information and examples on theory, tools, and their
integration for successful, measurable results.

Automation is often viewed as impacting only the
tangible world of physical products and facilities. For-
tunately, this is completely wrong! Automation has also
dramatically improved the way we develop software at
IBM. Many years ago writing software was much like
writing a report with each individual approaching the
task quite differently and manually writing each line of
code. Today, IBM’s process for developing software is
extremely automated with libraries of previously writ-
ten code accessible to all of our programmers. Thus,
once one person develops a program that performs
a particular function, it is quickly shared and reused
around the globe. This also allows us to pass a project
to and from one team to the next so we can speed up cy-
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cle times for our clients by working on their projects 24
hours a day. The physical process of writing the lines
of code has been replaced with pointing and clicking
at objects on a computer screen. The result has been
a dramatic reduction in mistakes with a concomitant
increase in productivity. But we expect and anticipate
even more from automation in support of our future,
and the knowledge and guidelines on how to do it are
described in this Springer Handbook of Automation.

The examples illustrated above highlight an im-
portant point. While we seldom touch automation, it
touches us everyday in almost everything we do. Human
progress is driven by day-to-day improvements in how
we live. For more than one hundred years automation
has been at the center of this exciting and meaningful
journey. Since ancient history, humans have known how
to benefit civilization with automation.

For engineers, scientists, managers and inventors,
automation provides an exciting and important oppor-
tunity to implement ingenious human intelligence in
automatic solutions for many needs, from simple appli-
cations, to difficult and complex requirements. Increas-
ingly, multi-disciplinary cooperation in the study of

automation helps in this creative effort, as detailed well
in this Springer Handbook of Automation, including
automatic control and mechatronics, nano-automation
and collaborative, software-based automation concepts
and techniques, from current and proven capabilities to
emerging and forthcoming knowledge.

It is quite appropriate, therefore, that this original
Springer Handbook of Automation has been published
now. Its scope is vast and its detail deep. It covers the
history as well as the social implications of automation.
Then it dives into automation theory and techniques,
design and modeling, and organization and manage-
ment. Throughout the 94 chapters written by leading
world experts, there are specific guidelines and exam-
ples of the application of automation in almost every
facet of today’s society and industry. Given this rich
content I am confident that this Handbook will be useful
not only to students and faculty but practitioners, re-
searchers and managers across a wide range of fields
and professions.

J. Bruce Harreld
Armonk, January 2009
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Foreword

Dawn of Industrial Intelligent Robots

This Handbook is a significant educational, professional
and research resource for anyone concerned about au-
tomation and robotics. It can serve well for global
enterprises and for education globally. The impacts of
automation in many fields have been and are essential
for increasing the intelligence of services and of in-
teraction with computers and with machines. Plenty of
illustrations and statistics about the economics and so-
phistication impacts of automation are included in this
Handbook.

Automation, in general, includes many computer
and communication based applications, computer-
integrated design, planning, management, decision
support, informational, educational, and organizational
resources, analytics and scientific applications, and
more. There are also many automation systems involv-
ing robots. Robots have emerged from science fiction
into industrial reality in the middle of the 20th Century,
and are now available worldwide as reliable, industrially
made, automated and programmable machines.

The field of robotics application is now expand-
ing rapidly. As widely known, about 35% of industrial
robots in the world are operating in Japan. In the 1970s,
Japan started to introduce industrial robots, especially
automotive spot welding robots, thereby establishing
the industrial robot market. As the industries flourished
and faced labor shortage, Japan introduced industrial
robots vigorously. Industrial robots have since earned
recognition as being able to perform repetitive jobs con-
tinuously, and produce quality products with reliability,
convincing the manufacturing industry that it is keenly
important to use them skillfully so as to achieve its
global impact and competitiveness.

In recent years, the manufacturing industry faces
severe cost competition, shorter lead-time, and skilled
worker shortage in the aging society with lower birth
rates. It is also required to manufacture many varieties
of products in varied quantity. Against this backdrop,
there is a growing interest in industrial intelligent robots
as a new automation solution to these requirements. In-
telligence here is not defined as human intelligence or
a capacity to think, but as a capacity comparable to

Seiuemon Inaba
Chairman Fanuc Ltd.

that of a skilled worker, with which
a machine can be equipped.

Disadvantages of relatively sim-
ple, playback type robots without
intelligent abilities result in rela-
tively higher equipment costs for the
elaborate peripheral equipment re-
quired, such as parts feeders and part
positioning fixtures. Additionally for
simpler robots, human workers must
daily pre-position work-pieces in
designated locations to operate the
robots. In contrast, intelligent robots
can address these requirements with their vision sensor,
serving as the eye, and with their force sensor, serving
as the hand providing sense of touch. These intelligent
robots are much more effective and more useful. For
instance, combined with machine tools as Robot Cells
they can efficiently load/unload work-pieces to/from
machine tools, thereby reducing machining costs sub-
stantially by enabling machine tools to operate long
hours without disruptions. These successful solutions
with industrial intelligent robots have established them
as a key automation component to improve global com-
petitiveness of the manufacturing industry. It signifies
the dawn of the industrial intelligent robot.

Intelligent automation, including intelligent robots,
can now help, as described very well in this Springer
Handbook of Automation, not only with manufactur-
ing, supply and production companies, but increasingly
with security and emergency services; with healthcare
delivery and scientific exploration; with energy explo-
ration, production and delivery; and with a variety of
home and special needs human services. I am most
thankful for the efforts of all those who participated in
the development of this useful Springer Handbook of
Automation and contributed their expertise so that our
future with automation and robotics will continue to
bring prosperity.

Seiuemon Inaba
Oshino-mura, January 2009
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Foreword

Automation Is the Science of Integration

In our understanding of the word automation, we
used to think of manufacturing processes being run by
machines without the need for human control or inter-
vention. From the outset, the purpose of investing in
automation has been to increase productivity at mini-
mum cost and to assure uniform quality. Permanently
assessing and exploiting the potential for automation in
the manufacturing industries has, in fact, proved to be
a sustainable strategy for responding to competition in
the marketplace, thereby securing attractive jobs.

Automation equipment and related services con-
stitute a large and rapidly growing market. Supply
networks of component manufacturers and system in-
tegrators, allied with engineering skills for planning,
implementing and operating advanced production fa-
cilities, are regarded as cornerstones of competitive
manufacturing. Therefore, the emphasis of national and
international initiatives aimed at strengthening the man-
ufacturing base of economies is on holistic strategies for
research and technical development, education, socio-
economics and entrepreneurship.

Today, automation has expanded into almost every
area of daily life: from smart products for everyday
use, networked buildings, intelligent vehicles and lo-
gistics systems, service robots, to advanced healthcare
and medical systems. In simplified terms, automation
today can be considered as the combination of pro-
cesses, devices and supporting technologies, coupled
with advanced information and communication technol-
ogy (ICT), where ICT is now evolving into the most
important basic technology.

As a world-leading organization in the field of
applied research, the Fraunhofer Society (Fraunhofer-
Gesellschaft) has been a pioneer in relation to nu-
merous technological innovations and novel system
solutions in the broad field of automation. Its in-
stitutes have led the way in research, development
and implementation of industrial robots and computer-
integrated manufacturing systems, service robots for
professional and domestic applications, advanced ICT
systems for office automation and e-Commerce as well
as automated residential and commercial buildings.
Moreover, our research and development activities in
advanced manufacturing and logistics as well as of-
fice and home automation have been accompanied by

Hans-Jörg Bullinger
President
Fraunhofer Society

large-scale experiments and demon-
stration centers, the goal being to
integrate, assess and showcase inno-
vations in automation in real-world
settings and application scenarios.

On the basis of this experience,
we can state that, apart from research
in key technologies such as sen-
sors, actuators, process control and
user interfaces, automation is first
and foremost the science of integra-
tion, mastering the process from the
specification, design and implemen-
tation through to the operation of
complex systems that have to meet the highest standards
of functionality, safety, cost-effectiveness and usability.
Therefore, scientists and engineers need to be experts
in their respective disciplines while at the same time
having the necessary knowledge and skills to create and
operate large-scale systems.

The Springer Handbook of Automation is an ex-
cellent means of both educating students and also
providing professionals with a comprehensive yet com-
pact reference work for the field of automation. The
Handbook covers the broad scope of relevant tech-
nologies, methods and tools and presents their use and
integration in a wide selection of application contexts:
from agricultural automation to surgical systems, trans-
portation systems and business process automation.

I wish to congratulate the editor, Prof. Shimon Y.
Nof, on succeeding in the difficult task of covering
the multi-faceted field of automation and of organiz-
ing the material into a coherent and logically structured
whole. The Handbook admirably reflects the connec-
tion between theory and practice and represents a highly
worthwhile review of the vast accomplishments in the
field. My compliments go to the many experts who have
shared their insights, experience and advice in the indi-
vidual chapters. Certainly, the Handbook will serve as
a valuable tool and guide for those seeking to improve
the capabilities of automation systems – for the benefit
of humankind.

Hans-Jörg Bullinger
Munich, January 2009
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Preface

We love automation when it does what we need and
expect from it, like our most loyal partner: wash our
laundry, count and deliver money bills, supply electric-
ity where and when it is needed, search and display
movies, maps, and weather forecasts, assemble and
paint our cars, and more personally, image to diagnose
our health problems, or tooth pains, cook our food, and
photograph our journeys. Who would not love automa-
tion?

We hate automation and may even kick it when it
fails us, like a betraying confidant: turn the key or push
a button and nothing happens the way we anticipate –
a car does not start, a TV does not display, our cell-
phone is misbehaving, the vending machine delivers the
wrong item, or refuses to return change; planes are late
due to mechanical problem and business transactions
are lost or ignored due to computer glitches. Eventu-
ally those problems are fixed and we turn back to the
first paragraph, loving it again.

We are amazed by automation and all those people
behind it. Automation thrills us when we learn about
its new abilities, better functions, more power, faster
computing, smaller size, and greater reliability and pre-
cision. And we are fascinated by automation’s marvels:
in entertainment, communication, scientific discover-
ies; how it is applied to explore space and conquer
difficult maladies of society, from medical and pharma-
ceutical automation solutions, to energy supply, distant
education, smart transportation, and we are especially
enthralled when we are not really sure how it works,
but it works.

It all starts when we, as young children, observe and
notice, perhaps we are bewildered, that a door automat-
ically opens when we approach it, or when we are first
driven by a train or bus, or when we notice the auto-
matic sprinklers, or lighting, or home appliances: How
can it work on its own? Yes, there is so much magic
about automation.

This magic of automation is what inspired a large
group of us, colleagues and friends from around
the world, all connected by automation, to compile,
develop, organize and present this unique Springer
Handbook of Automation: Explain to our readers what
automation is, how it works, how it is designed and
built, where it is applied, and where and how it is going

to be improved and be created even better; what are the
scientific principles behind it, and what are emerging
trends and challenges being confronted. All of it con-
cisely yet comprehensively covered in the 94 chapters
which are included in front of you, the readers.

Flying over beautiful Fall colored forest surround-
ing Binghamton, New York in the 1970s on my way
to IBM’s symposium on the future of computing, I was
fascinated by the miracle of nature beneath the airplane:
Such immense diversity of leaves’ changing colors;
such magically smooth, wavy movement of the leaves
dancing with the wind, as if they are programmed
with automatic control to responsively transmit cer-
tain messages needed by some unseen listeners. And
the brilliance of the sunrays reflected in these beau-
tiful dancing leaves (there must be some purpose
to this automatically programmed beauty, I thought).
More than once, during reading the chapters that fol-
low, was I reminded of this unforgettable image of
multi-layered, interconnected, interoperable, collabora-
tive, responsive waves of leaves (and services): The
take-home lesson from that symposium was that main-
frame computers hit, about that time, a barrier – it
was stated that faster computing was impossible since
mainframes would not be able to cool off the heat
they generated (unless a miracle happened). As we
all know, with superb human ingenuity computing has
overcome that barrier and other barriers, and progress,
including fast personal computers, better software, and
wireless computer communication, resulted in major
performance and cost-effective improvements, such as
client-server workstations, wireless access and local
area networks (LAN), duo- and multi-core architec-
tures, web-based Internetworking, grids, and more has
been automated, and there is so much more yet to
come. Thus, more intelligent automatic control and
more responsive human–automation interfaces could be
invented and deployed for the benefit of all.

Progress in distributed, networked, and collabora-
tive control theory, computing, communication, and
automation has enabled the emergence of e-Work,
e-Business, e-Medicine, e-Service, e-Commerce, and
many other significant e-Activities based on automa-
tion. It is not that our ancestors did not recognize the
tremendous power and value of delegating effort to
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tools and machines, and furthermore, of synergy, team-
work, collaborative interactions and decision-making,
outsourcing and resource sharing, and in general, net-
working. But only when efficient, reliable and scalable
automation reached a certain level of maturity could it
be designed into systems and infrastructures servicing
effective supply and delivery networks, social networks,
and multi-enterprise practices.

In their vision, enterprises expect to simplify their
automation utilities and minimize their burden and cost,
while increasing the value and usability of all deployed
functions and acquirable information by their timely
conversion into relevant knowledge, goods, and prac-
tices. Streamlined knowledge, services and products
would then be delivered through less effort, just when
necessary and only to those clients or decision makers
who truly need them. Whether we are in business and
commerce or in service for society, the real purpose of
automation is not merely better computing or better au-
tomation, but let us increase our competitive agility and
service quality!

This Springer Handbook achieves this purpose well.
Throughout the 94 chapters, divided into ten main parts,
with 125 tables, numerous equations, 1005 figures, and
a vast number of references, with numerous guidelines,
algorithms, and protocols, models, theories, techniques
and practical principles and procedures, the 166 co-
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Plenty of case studies, creative examples and unique
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and theories will serve the readers and benefit the
students and researchers, engineers and managers, in-
ventors, investors and developers.
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The significant achievements of humans with au-
tomation, in improving our life quality, innovating and
solving serious problems, and enriching our knowledge;
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KVL Kirchhoff’s voltage law
KWMS Kerry warehouse management system

L

LAAS local-area augmentation system
LADARS precision laser radar
LAN local-area network
LA learning automata
LBNL Lawrence Berkeley National Laboratory
LBW Laser beam welding
LC/MS liquid-chromatography mass

spectroscopy
LCD liquid-crystal display
LCG LHC computing grid
LCMS learning contents management system
LCM lane change/merge warning
LC lean construction
LDW lane departure warning
LDW lateral drift warning system

LD ladder diagram
LEACH low-energy adaptive clustering hierarchy
LED light-emitting diode
LEEPS low-energy electron point source
LEO Lyons Electronic Office
LES logistic execution system
LFAD light-vehicle module for LCM, FCW,

arbitration, and DVI
LF low-frequency
LHC Large Hadron Collider
LHD load–haul–dump
LIFO last-in first-out
LIP learning information package
LISI levels of information systems

interoperability
LISP list processing
LLWAS low-level wind-shear alert system
LMFD left matrix fraction description
LMI linear matrix inequality
LMPM link layer mapping protocol machine
LMS labor management system
LNAV lateral navigation
LOA levels of automation
LOCC lines of collaboration and command
LOC level of collaboration
LOINC logical observation identifiers names and

codes
LOM learning object metadata/learning object

reference model
LORANC long-range navigational system
LPV localizer performance with vertical

guidance
LP linear programming
LQG linear-quadratic-Gaussian
LQR linear quadratic regulator
LQ linear quadratic
LS/AMC living systems autonomic machine

control
LS/ATN living systems adaptive transportation

network
LS/TS Living Systems Technology Suite
LSL low-level switch
LSST Large Synoptic Survey Telescope
LSS large-scale complex system
LS language subsystem
LTI linear time-invariant
LUMO lowest unoccupied molecular orbital
LUT look-up table
LVAD left ventricular assist device
LVDT linear variable differential transformer

M

m-SWCNT metallic SWCNT
M/C machining center
M2M machine-to-machine
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MAC medium access control
MADSN mobile-agent-based DSN
MAG metal active gas
MAN metropolitan area network
MAP manufacturing assembly pilot
MAP mean arterial pressure
MAP missed approach point
MARC machine-readable cataloging
MARR minimum acceptable rate of return
MAS multiagent system
MAU medium attachment unit
MAV micro air vehicle
MBP Manchester bus powered
MCC motor control center
MCDU multiple control display unit
MCP mode control panel
MCP multichip package
MCS material control system
MDF medium-density fiber
MDI manual data input
MDP Markov decision process
MDS management decision system
MD missing a detection
MEMS micro-electromechanical system
MEN multienterprise network
MERP/C ERP e-learning by MBE simulations with

collaboration
MERP Management Enterprise Resource

Planning
MES manufacturing execution system
METU Middle East Technical University
MFD multifunction display
MHA material handling automation
MHEM material handling equipment machine
MHIA Material Handling Industry of America
MH material handling
MIG metal inert gas
MIMO multi-input multi-output
MIP mixed integer programming
MIS management information system
MIS minimally invasive surgery
MIT Massachusetts Institute of Technology
MIT miles in-trail
MKHC manufacturing know-how and

creativity
MLE maximum-likelihood estimation
MMS man–machine system
MMS material management system
MOC mine operation center
moGA multiobjective genetic algorithm
MOL middle of life
MOM message-oriented middleware
MPAS manufacturing process automation

system
MPA metabolic pathway analysis
MPC model-based predictive control

mPDPTW multiple pick up and delivery problem
with time windows

MPEG Motion Pictures Expert Group
MPLS multi protocol label switching
MPS master production schedule
MQIC Medical Quality Improvement

Consortium
MRI magnetic resonance imaging
MRO maintenance, repair, and operations
MRPII material resource planning (2nd

generation)
MRPI material resource planning (1st

generation)
MRP manufacturing resources planning
MRR material removal rate
MSAS MTSAT satellite-based augmentation

system
MSAW minimum safe warning altitude
MSA microsensor array
MSDS material safety data sheet
MSI multisensor integration
MSL mean sea level
MTBF mean time between failure
MTD maximum tolerated dose
MTE minimum transmission energy
MTSAT multifunction transport satellite
MTTR mean time to repair
MUX multiplexor
MVFH minimum vector field histogram
MV manipulated variables
MWCNT multi-walled carbon nanotube
MWKR most work remaining
McTMA multicenter traffic management advisor
Mcr multi-approach to conflict resolution
MeDICIS methodology for designing

interenterprise cooperative information
system

MidFSN middleware for facility sensor network
Mips million instructions per second
M&S metering and spacing

N

NAE National Academy of Engineering
NAICS North American Industry Classification

System
NASA National Aeronautics and Space

Administration
NASC Naval Air Systems Command
NAS National Airspace System
NATO North Atlantic Treaty Organization
NBTI negative-bias temperature instability
NCS networked control system
NC numerical control
NDB nondirectional beacon
NDHA National Digital Heritage Archive
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NDI nondestructive inspection
NDRC National Defence Research Committee
NEAT Near-Earth Asteroid Tracking Program
NEFUSER neural-fuzzy system for error recovery
NEFUSER neuro-fuzzy systems for error recovery
NEMA National Electrical Manufacturers

Association
NEMS nanoelectromechanical system
NERC North American Electric Reliability

Corporation
NERSC National Energy Research Scientific

Computing Center
NES networked embedded system
NFC near field communication
NHTSA National Highway Traffic Safety

Administration
NICU neonatal intensive care unit
NIC network interface card
NIR near-infrared
NISO National Information Standards

Organization
NIST National Institute of Standards
NLP natural-language processing
NNI national nanotechnology initiative
non RT nonreal-time
NP nondeterministic polynomial-time
NPC nanopore channel
NPV net present value
NP nominal performance
NRE nonrecurring engineering
nsGA nondominated sorting genetic algorithm
nsGA II nondominated sorting genetic

algorithm II
NSS Federal Reserve National Settlement

System
NS nominal stability
NURBS nonuniform rational B-splines
NYSE New York Stock Exchange
NaroSot Nano Robot World Cup Soccer

Tournament
NoC network on chip

O

O.R. operations research
O/C open-circuit
OAC open architecture control
OAGIS open applications group
OAI-PMH open archieves initiative protocol for

metadate harvesting
OASIS Organization for the Advancement of

Structured Information Standards
OBB oriented bounding box
OBEM object-based equipment model
OBS on-board software
OBU onboard unit

OCLC Ohio College Library Center
ODBC object database connectivity
ODE ordinary differential equation
ODFI originating depository financial

institution
OECD Organization for Economic Cooperation

and Development
OEE overall equipment effectiveness
OEM original equipment manufacturer
OGSA open grid services architecture
OHT overhead hoist transporter
OHT overhead transport
OLAP online analytical process
OLE object linking and embedding
OML outside mold line
OMNI office wheelchair with high

manoeuvrability and navigational
intelligence

OMS order managements system
ONIX online information exchange
OOAPD object-oriented analysis, design and

programming
OODB object-oriented database
OOM object-oriented methodology
OOOI on, out, off, in
OOP object-oriented programming
OO object-oriented
OPAC online public access catalog
OPC AE OPC alarms and events
OPC XML-DA OPC extensible markup language (XML)

data access
OPC online process control
OPM object–process methodology
OQIS online quality information system
ORF operating room of the future
ORTS open real-time operating system
OR operating room
OR operation research
OSHA Occupation Safety and Health

Administration
OSRD Office of Scientific Research and

Development
OSTP Office of Science and Technology Policy
OS operating system
OTS operator training systems
OWL web ontology language

P

P/D pickup/delivery
P/T place/transition
PACS picture archiving and communications

system
PAM physical asset management
PAM pulse-amplitude modulation
PAN personal area network
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PARR problem analysis resolution and ranking
PAT process analytical technology
PAW plasma arc welding
PBL problem-based learning
PBPK physiologically based pharmacokinetic
PCA principal component analysis
PCBA printed circuit board assembly
PCB printed circuit board
PCFG probabilistic context-free grammar
PCI Peripheral Component Interconnect
PCR polymerase chain reaction
PC personal computer
PDA personal digital assistant
PDC predeparture clearance
PDDL planning domain definition language
PDF probability distribution function
pdf probability distribution function
PDITC 1,4-phenylene diisothiocyanate
PDKM product data and knowledge management
PDM product data management
PDSF Parallel Distributed Systems Facility
PDT photodynamic therapy
PD pharmacodynamics
PECVD plasma enhanced chemical vapor

deposition
PEID product embedded information device
PERA Purdue enterprise reference architecture
PERT/CPM program evaluation and review

technique/critical path method
PERT project evaluation and review technique
PET positron emission tomography
PE pulse echo
PFS precision freehand sculptor
PF preference function
PGP pretty good privacy
PHA preliminary hazard analysis
PHERIS public-health emergency response

information system
PHR personal healthcare record
PI3K phosphatidylinositol-3-kinase
PID proportional, integral, and derivative
PISA Program for International Student

Assessment
PI proportional–integral
PKI public-key infrastructure
PKM parallel kinematic machine
PK pharmacokinetics
PLA programmable logic array
PLC programmable logic controller
PLD programmable logic device
PLM product lifecycle management
PMC process module controller
PMF positioning mobile with respect to fixed
PM process module
POMDP partially observable Markov decision

process

POS point-of-sale
PPFD photosynthetic photon flux density
PPS problem processing subsystem
PRC phase response curve
PROFIBUS-DP process field bus–decentralized peripheral
PROMETHEE preference ranking organization method

for enrichment evaluation
PR primary frequency
PSAP public safety answering point
PSC product services center
PSF performance shaping factor
PSH high-pressure switch
PSK phase-shift keying
PSM phase-shift mask
PS price setting
PTB German Physikalisch-Technische

Bundesanstalt
PTO power takeoff
PTP point-to-point protocol
PTS predetermined time standard
PWM pulse-width-modulation
PXI PCI extensions for instrumentation
ProVAR professional vocational assistive robot
Prolog programming in logics
P&ID piping & instrumentation diagram

Q

QAM quadrature amplitude modulation
QTI question and test interoperability
QoS quality of service

R

R.U.R. Rossum’s universal robots
R/T mPDPSTWmultiple pick up and delivery problem

with soft time windows in real time
RAID redundant array of independent disk
RAID robot to assist the integration of the

disabled
RAIM receiver autonomous integrity monitoring
rALB robot-based assembly line balancing
RAM random-access memory
RAP resource allocation protocol
RAS recirculating aquaculture system
RA resolution advisory
RBC red blood cell
RBF radial basis function
rcPSP resource-constrained project scheduling

problem
RCP rapid control prototyping
RCRBF raised-cosine RBF
RC remote control
RC repair center
RDB relational database
RDCS robust design computation system
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RDCW FOT Road Departure Crash Warning System
Field Operational Test

RDCW road departure crash warning
RDF resource description framework
RET resolution enhancement technique
RE random environment
RFID radiofrequency identification
RF radiofrequency
RGB red–green–blue
RGV rail-guided vehicle
RHC receding horizon control
RHIO regional health information organization
RIA Robotics Industries Association
RISC reduced instruction set computer
RIS real information system
RI reward–inaction
RLG Research Libraries Group
RLG ring-laser-gyro
RMFD right matrix fraction description
RMS reconfigurable manufacturing systems
RMS reliability, maintainability, and safety
RMS root-mean-square
RM real manufacturing
RNAV area navigation
RNA ribonucleic acid
RNG random-number generator
RNP required navigation performance
ROBCAD robotics computer aided design
ROI return on investment
ROM range-of-motion
ROT runway occupancy time
ROV remotely operated underwater vehicle
RO read only
RPC remote procedure call
RPM revolutions per minute
RPN risk priority number
RPS real and physical system
RPTS robot predetermined time standard
RPU radar processing unit
RPV remotely piloted vehicle
RPW ranked positioned weight
RP reward–penalty
RRT rapidly exploring random tree
RSEW resistance seam welding
RSW resistance spot welding
RS robust stability
RT DMP real-time decision-making processes
RT-CORBA real-time CORBA
RTA required time of arrival
RTDP real-time dynamic programming
RTD resistance temperature detector
RTE real-time Ethernet
RTK GPS real-time kinematic GPS
RTL register transfer level
RTM resin transfer molding
RTM robot time & motion method

RTOS real-time operating system
RTO real-time optimization
RTO regional transmission organization
RTSJ real-time specification for Java
RT radiotherapy
RT register transfer
rwGA random-weight genetic algorithm
RW read/write
RZPR power reserve
RZQS quick-start reserve
Recon retrospective conversion
R&D research and development

S

s-SWCNT semiconducting MWCNT
S/C short-circuit
SACG Stochastic Adaptive Control Group
SADT structured analysis and design technique
SAGA Standards und Architekturen für

e-Government-Anwendungen – standards
and architectures for e-Government
applications

sALB simple assembly line balancing
SAM self-assembled monolayer
SAM software asset management
SAN storage area network
SAO Smithsonian Astrophysical Observatory
SAW submerged arc welding
SA situation awareness
SBAS satellite-based augmentation system
SBIR small business innovation research
SBML system biology markup language
SCADA supervisory control and data acquisition
SCARA selective compliant robot arm
SCC somatic cell count
SCM supply chain management
SCNM slot communication network management
SCN suprachiasmatic nucleus
SCORM sharable content object reference model
SCST source-channel separation theorem
SDH synchronous digital hierarchy
SDSL symmetrical digital subscriber line
SDSS Sloan Digital Sky Survey II
SDSS spatial decision support system
SDS sequential dynamic system
SDT signal detection theory
SECS semiconductor equipment

communication standard
SEC Securities and Exchange Comission
SEER surveillance, epidemiology, and end

result
SEI Software Engineering Institute
SELA stochastic estimator learning algorithm
SEMI Semiconductor Equipment and Material

International
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SEM scanning electron microscopy
SEM strategic enterprise management
SESAR Single European Sky ATM research
SESS steady and earliest starting schedule
SFC sequential function chart
SFC space-filling curve
SHMPC shrinking horizon model predictive

control
SIFT scale-invariant feature transform
SIL safety integrity level
SIM single input module
SISO single-input single-output
SIS safety interlock system
SKU stock keeping unit
SLAM simultaneous localization and mapping

technique
SLA service-level agreement
SLIM-MAUD success likelihood index

method-multiattribute utility
decomposition

SLP storage locations planning
SL sensitivity level
SMART Shimizu manufacturing system by

advanced robotics technology
SMAW shielded metal arc welding
SMA shape-memory alloys
SMC sequential Monte Carlo
SME small and medium-sized enterprises
SMIF standard mechanical interface
SMS short message service
SMTP simple mail transfer protocol
SMT surface-mounting technology
SNA structural network analysis
SNIFS Supernova Integral Field Spectrograph
SNLS Supernova Legacy Survey
SNOMED systematized nomenclature

of medicine
SNfactory Nearby Supernova Factory
SN supernova
SOAP simple object access protocol
SOA service-oriented architecture
SOC system operating characteristic
SOI silicon-on-insulator
SONAR sound navigation and ranging
SO system operator
SPC statistical process control
SPF/DB superplastic forming/diffusion bonding
SPF super plastic forming
SPIN sensor protocol for information via

negotiation
SPI share price index
SQL structured query language
SRAM static random access memory
SRI Stanford Research Institute
SRL science research laboratory
SRM supplier relationship management

SSADM structured systems analysis and design
method

SSA stochastic simulation algorithm
ssDNA single-strand DNA
SSH secure shell
SSL secure sockets layer
SSO single sign-on
SSR secondary surveillance radar
SSSI single-sensor, single-instrument
SSV standard service volume
SS speed-sprayer
STARS standard terminal automation

replacement system
STAR standard terminal arrival route
STA static timing analysis
STCU SmallTown Credit Union
STEM science, technology, engineering, and

mathematics
STM scanning tunneling microscope
STTPS single-truss tomato production system
ST structured text
SUV sports utility vehicle
SVM support vector machine
SVS synthetic vision system
SV stroke volume
SWCNT single-walled carbon nanotube
SWP single-wafer processing
SW stroke work
SaaS software as a service
ServSim maintenance service simulator
SiL software-in-the-loop
Smac second mitochondrial-activator caspase
SoC system-on-chip
SoD services-on-demand
SoS systems of systems
SoTL scholarship of teaching and learning
Sunfall Supernova Factory Assembly Line
spEA strength Pareto evolutionary algorithm
SysML systems modeling language

T

TACAN tactical air navigation
TALplanner temporal action logic planner
TAP task administration protocol
TAR task allocation ratio
TA traffic advisory
TB terabytes
TCAD technology computer-aided design
TCAS traffic collision avoidance system
TCP/IP transmission control protocol/internet

protocol
TCP transmission control protocol
TCS telescope control system
TDMA time-division multiple access
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TEAMS testability engineering and maintenance
system

TEG timed event graph
TEM transmission electron microscope
TER tele-ultrasonic examination
TFM traffic flow management
THERP technique for human error rate prediction
THR total hip replacement
THW time headway
TIE/A teamwork integration evaluator/agent
TIE/MEMS teamwork integration evaluator/MEMS
TIE/P teamwork integration evaluator/protocol
TIF data information forwarding
TIG tungsten inert gas
TIMC techniques for biomedical engineering

and complexity management
TLBP transfer line balancing problem
TLPlan temporal logic planner
TLX task load index
TMA traffic management advisor
TMC traffic management center
TMC transport module controller
TMS transportation management system
TMU traffic management unit
TOP time-out protocol
TO teleoperator
TPN trading process network
TPS throttle position sensor
TPS transaction processing system
TRACON terminal radar approach control
TRIPS trade related aspects of intellectual

property rights
TRV total removal volume
TSCM thin-seam continuous mining
TSE total system error
TSMP time synchronized mesh protocol
TSTP transportation security training portal
TTC time-to-collision
TTF time to failure
TTR time to repair
TTU through transmission ultrasound
TU transcriptional unit
TV television
TestLAN testers local area network

U

UAT universal access transceiver
UAV unmanned aerial vehicle
UCMM unconnected message manager
UCTE Union for the Co-ordination of

Transmission of Electricity
UDDI universal description, discovery, and

integration
UDP user datagram protocol
UEML unified enterprise modeling language

UGC user generated content
UHF ultrahigh-frequency
UI user interface
UMDL University of Michigan digital library
UML universal modeling language
UMTS universal mobile telecommunications

system
UMTS universal mobile telecommunications

system
UN/CEFACT United Nations Centre for Trade

Facilitation and Electronic Business
UN United Nations
UPC universal product code
UPMC University of Pittsburgh Medical Center
UPS uninterruptible power supply
URET user request evaluation tool
URL uniform resource locator
URM unified resource management
UR universal relay
USB universal serial bus
USC University of Southern California
UTLAS University of Toronto Library

Automation System
UT ultrasonic testing
UV ultraviolet
UWB ultra wire band

V

VAN-AP VAN access point
VAN value-added network
VAN virtual automation network
VAV variable-air-volume
VCR video cassette recorder
VCT virtual cluster tool
VDL VHF digital link
VDU visual display unit
veGA vector evaluated genetic algorithm
VE virtual environment
VFD variable-frequency drive
VFEI virtual factory equipment interface
VFR visual flight rule
VHDL very high speed integrated circuit

hardware description language
VHF very high-frequency
VICS vehicle information and communication

system
VII vehicle infrastructure integration
VIS virtual information system
VLSI very-large-scale integration
VMEbus versa module eurobus
VMIS virtual machining and inspection system
VMI vendor-managed inventory
VMM virtual machine monitor
VMT vehicle miles of travel
VM virtual machine
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VM virtual manufacturing
VNAV vertical navigation
VNC virtual network computing
VOD virtual-object-destination
VORTAC VOR tactical air navigation
VOR VHF omnidirectional range
VPS virtual physical system
VP virtual prototyping
VRP vehicle routing problem
VR virtual reality
VSG virtual service-oriented environment
VSP vehicle scheduling problem
VSSA variable structure stochastic automata
VTLS Virginia Tech library system
VTW virtual training workshop
VTx virtualization technology
VoD video on demand

W

W/WL wired/wireless
WAAS wide-area augmentation system
WAN wide area network
WASCOR WASeda construction robot
WBI wafer burn-in
WBS work breakdown structure
WBT web-based training
WCDMA wideband code division multiple access
WFMS workflow management system
WI-Max worldwide interoperability for microwave

access
WIM World-In-Miniatur
WIP work-in-progress
WISA wireless interface for sensors and actuator
WLAN wireless local area network

WLN Washington Library Network
WL wireless LAN
WMS warehouse management system
WMX weight mapping crossover
WORM write once and read many
WPAN wireless personal area network
WSA work safety analysis
WSDL web services description language
WSN wireless sensor network
WS wage setting
WTO World Trade Organization
WWII world war 2
WWW World Wide Web
WfMS workflow management system
Wi-Fi wireless fidelity

X

XIAP X-linked inhibitor of apoptosis protein
XML extensible mark-up language
XSLT extensible stylesheet language

transformation
XöV XML for public administration

Y

Y2K year-2000
YAG Nd:yttrium–aluminum–garnet
ZDO Zigbee device object

Z

ZVEI Zentralverband Elektrotechnik- und
Elektronikindustrie e.V.
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2

Development and Impacts of Automation. Part A The first part lays the conceptual foundations for the
whole Handbook by explaining basic definitions of automation, its scope, its impacts and its meaning, from
the views of prominent automation pioneers to a survey of concepts and applications around the world. The
scope, evolution and development of automation are reviewed with illustrations, from prehistory throughout its
development before and after the emergence of automatic control, during the Industrial Revolution, along the
advancements in computing and communication, with and without robotics, and projections about the future
of automation. Chapters in this part explain the significant influence of automation on our life: on individuals,
organizations, and society; in economic terms and context; and impacts of precision, accuracy and reliability with
automatic and automated equipment and operations.
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Advances in R1. Advances in Robotics and Automation:
Historical Perspectives

Yukio Hasegawa

Historical perspectives are given about the im-
pressive progress in automation. Automation,
including robotics, has evolved by becoming use-
ful and affordable. Methods have been developed
to analyze and design better automation, and
those methods have also been automated. The
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most important issue in automation to make
every effort to paying attention to all the
details.

The bodies of human beings are smaller than those of
wild animals. Our muscles, bones, and nails are smaller
and weaker. However, human beings, fortunately, have
larger brains and wisdom. Humans initially learned how
to use tools and then started using machines to perform
necessary daily operations. Without the help of these
tools or machines we, as human beings, can no longer
support our daily life normally.

Technology is making progress at an extremely high
speed; for instance, about half a century ago I bought
a camera for my own use; at that time, the price of
a conventional German-made camera was very high, as
much as 6 months income. However, the price of a simi-
lar quality camera now is the equivalent of only 2 weeks
of the salary of a young person in Japan.

Seiko Corporation started production and sales of
the world’s first quartz watch in Japan about 40 years
ago. At that time, the price of the watch was about
400 000 Yen. People used to tell me that such high-
priced watches could only be purchased by a limited
group of people with high incomes, such as airline pi-
lots, company owners, etc. Today similar watches are
sold in supermarkets for only 1000 Yen.

Furthermore, nowadays, we are moving towards the
automation of information handling by using comput-
ers; for instance, at many railway stations, it is now
common to see unmanned ticket consoles. Telephone
exchanges have become completely automated and the
cost to use telephone systems is now very low.

In recent years, robots have become commonplace
for aiding in many different environments. Robots are

machines which carry out motions and information han-
dling automatically. In the 1970s I was asked to start
conducting research on robots. One day, I was asked
by the management of a Japanese company that wanted
to start the sales of robots to determine whether such
robots could be used in Japan. After analyzing robot
motions by using a high-speed film analysis system, I
reached the conclusion that the robot could be used both
in Japan as well as in the USA.

After that work I developed a new motion analysis
method named the robot predetermined time standard
(RPTS). The RPTS method can be widely applied to
robot operation system design and contributed to many
robot operation system design projects.

In the USA, since the beginning of the last cen-
tury, a lot of pioneers in human operation rationalization
have made significant contributions. In 1911, Fred-
erik Tailor proposed the scientific management method,
which was later reviewed by the American Congress.
Prof. Gilbreth of Purdue University developed the new
motion analysis method, and contributed to the rational-
ization of human operations. Mr. Dancan of WOFAC
Corporation proposed a human predetermined time
standard (PTS) method, which was applied to human
operation rationalizations worldwide.

In the robotic field, those contributions are only
part of the solution, and people have understood that
mechanical and control engineering are additionally
important aspects. Therefore, analysis of human opera-
tions in robotic fields are combined with more analysis,
design, and rationalization [1.1]. However, human op-
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erators play a very challenging role in operations.
Therefore, study of the work involved is more impor-
tant than the robot itself and I believe that industrial
engineering is going to become increasingly important
in the future [1.2]. Prof. Nof developed RTM, the robot
time & motion computational method, which was ap-
plied in robot selection and program improvements,
including mobile robots. Such techniques were then
incorporated in ROBCAD, a computer aided design sys-
tem to automate the design and implementation of robot
installations and applications.

A number of years ago I had the opportunity to visit
the USA to attend an international robot symposium. At
that time the principle of “no hands in dies” was a big
topic in America due to a serious problem with guaran-
teeing the safety of metal-stamping operations. People
involved in the safety of metal-stamping operations
could not decrease the accident rate in spite of their
increasing efforts. The government decided that a new
policy to fully automate stamping operations or to use
additional devices to hold and place workpieces with-
out inserting operators’ hands between dies was needed.
The decision was lauded by many stamping robot man-
ufacturers. Many expected that about 50 000 pieces of
stamping robots would be sold in the American market
in a few years. At that time 700 000 stamping presses
were used in the USA. In Japan, the forecast figure was
modified to 20 000 pieces. The figure was not small
and therefore we immediately organized a stamping
robot development project team with government fi-
nancial support. The project team was composed of

ten people: three robot engineers, two stamping en-
gineers, a stamping technology consultant, and four
students. I also invited an expert who had previously
been in charge of stamping robot development projects
in Japan. A few years later, sales of stamping robots
started, with very good sales (over 400 robots were sold
in a few years).

However, the robots could not be used and were
rather stored as inactive machines. I asked the per-
son in charge for the reason for this failure and was
told that designers had concentrated too much on the
robot hardware development and overlooked analysis of
the conditions of the stamping operations. Afterwards,
our project team analyzed the working conditions of
the stamping operations very carefully and classified
them into 128 types. Finally the project team developed
an operation analysis method for metal-stamping op-
erations. In a few years, fortunately, by applying the
method we were able to decrease the rate of metal-
stamping operation accidents from 12 000 per year to
fewer than 4000 per year. Besides metal-stamping op-
erations, we worked on research projects for forgings
and castings to promote labor welfare. Through those
research endeavors we reached the conclusion that care-
ful analysis of the operation is the most important issue
for obtaining good results in the case of any type of
operations [1.3].

I believe, from my experience, that the most im-
portant issue – not only in robot engineering but in all
automation – is to make every effort to paying attention
to all the details.
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Advances in I2. Advances in Industrial Automation:
Historical Perspectives

Theodore J. Williams

Automation is a way for humans to extend the
capability of their tools and machines. Self-
operation by tools and machines requires four
functions: Performance detection; process correc-
tion; adjustments due to disturbances; enabling
the previous three functions without human inter-
vention. Development of these functions evolved
in history, and automation is the capability of
causing machines to carry out a specific operation
on command from external source. In chemical
manufacturing and petroleum industries prior to
1940, most processing was in batch environment.
The increasing demand for chemical and petroleum
products by World War II and thereafter required
different manufacturing setup, leading to contin-
uous processing and efficiencies were achieved
by automatic control and automation of process,
flow and transfer. The increasing complexity of the
control system for large plants necessitated appli-
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cations of computers, which were introduced to
the chemical industry in the 1960s. Automation has
substituted computer-based control systems for
most, if not all, control systems previously based
on human-aided mechanical or pneumatic sys-
tems to the point that chemical and petroleum
plant systems are now fully automatic to a very
high degree. In addition, automation has replaced
human effort, eliminates significant labor costs,
and prevents accidents and injuries that might oc-
cur. The Purdue enterprise reference architecture
(PERA) for hierarchical control structure, the hier-
archy of personnel tasks, and plant operational
management structure, as developed for large in-
dustrial plants, and a frameworks for automation
studies are also illustrated.

Humans have always sought to increase the capability
of their tools and their extensions, i. e., machines. A nat-
ural extension of this dream was making tools capable
of self-operation in order to:

1. Detect when performance was not achieving the ini-
tial expected result

2. Initiate a correction in operation to return the pro-
cess to its expected result in case of deviation from
expected performance

3. Adjust ongoing operations to increase the machine’s
productivity in terms of (a) volume, (b) dimensional
accuracy, (c) overall product quality or (d) ability to
respond to a new previously unknown disturbance

4. Carry out the previously described functions with-
out human intervention.

Item 1 was readily achieved through the develop-
ment of sensors that could continuously or periodically

measure the important variables of the process and sig-
nal the occurrence of variations in them. Item 2 was
made possible next by the invention of controllers that
convert knowledge of such variations into commands
required to change operational variables and thereby re-
turn to the required operational results. The successful
operation of any commercially viable process requires
the solution of items 1 and 2.

The development of item 3 required an additional
level of intelligence beyond items 1 and 2, i. e., the
capability to make a comparison between the results
achieved and the operating conditions used for a series
of tests. Humans can, of course, readily perform this
task. Accomplishing this task using a machine, how-
ever, requires the computational capability to compare
successive sets of data, gather and interpret corrective
results, and be able to apply the results obtained. For
a few variables with known variations, this can be in-
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6 Part A Development and Impacts of Automation

corporated into the controller’s design. However, for
a large number of variables or when possible unknown
ranges of responses may be present, a computer must be
available.

Automation is the capability of causing a machine to
carry out a specific operation on command from an ex-
ternal source. The nature of these operations may also
be part of the external command received. The devise
involved may likewise have the capability to respond to
other external environmental conditions or signals when
such responses are incorporated within its capabilities.
Automation, in the sense used almost universally today
in the chemical and petroleum industries, is taken to
mean the complete or near-complete operation of chem-
ical plants and petroleum refineries by digital computer

Level 4b
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Sales
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Communi-
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other areas
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lin

g 
an

d 
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nt
ro

l h
ie

ra
rc

hy

(Level 4)

(Level 3)

(Level 2)

Management
data

presentation

Management
information

Communi-
cations with
other super-
visory systems

Supervisor's
console

Intra-area
coordination

Communi-
cations with
other control
systems

All physical,
chemical or
spatial trans-
formations

Supervisor's
console

Supervisory
control

(Level 1)

(Level 0)

Operator's
console

Specialized dedicated
digital controllers

Process

Direct digital
control

Production
scheduling and

operational
management

Operational
and production

supervision

Fig. 2.1 The Purdue enterprise
reference architecture (PERA). Hi-
erarchical computer control structure
for an industrial plant [2.1]

systems. This operation entails not only the monitoring
and control of multiple flows of materials involved but
also the coordination and optimization of these controls
to achieve optimal production rate and/or the economic
return desired by management. These systems are pro-
grammed to compensate, as far as the plant equipment
itself will allow, for changes in raw material character-
istics and availability and requested product flow rates
and qualities.

In the early days of the chemical manufacturing
and petroleum industries (prior to 1940), most pro-
cessing was carried out in a batch environment. The
needed ingredients were added together in a kettle and
processed until the reaction or other desired action
was completed. The desired product(s) were then sep-
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Advances in Industrial Automation: Historical Perspectives 7

arated from the byproducts and unreacted materials by
decanting, distilling, filtering or other applicable physi-
cal means. These latter operations are thus in contrast
to the generally chemical processes of product for-
mation. At that early time, the equipment and their
accompanying methodologies were highly manpower
dependent, particularly for those requiring coordination
of the joint operation of related equipment, especially
when succeeding steps involved transferring materials
to different sets or types of equipment.

The strong demand for chemical and petroleum
products generated by World War II and the follow-
ing years of prosperity and rapid commercial growth
required an entirely different manufacturing equipment
setup. This led to the emergence of continuous pro-
cesses where subsequent processes were continued in
successive connected pieces of equipment, each devoted
to a separate setup in the process. Thus a progression
in distance to the succeeding equipment (rather than
in time, in the same equipment) was now necessary.
Since any specific piece of equipment or location in

Level Output

Corporate officer Strategy

PlansDivision manager

Departement manager

Task

Define and modify
objectives

Implement objective

Control Supervisory control

Direct control

Operations
management

Plant manager

Operator

Foreman

Operations control

Observer Outside
communi-

cations
Sensors

Fig. 2.2 Personnel task hierarchy in
a large manufacturing plant

the process train was then always used for the same
operational stage, the formerly repeated filling, react-
ing, emptying, and cleaning operations in every piece
of equipment was now eliminated. This was obvi-
ously much more efficient in terms of equipment usage.
This type of operation, now called continuous pro-
cessing, is in contrast to the earlier batch processing
mode. However, the coordination of the now simultane-
ous operations connected together required much more
accurate control of both operations to avoid the trans-
mission of processing errors or upsets to downstream
equipment.

Fortunately, our basic knowledge of the inherent
chemical and physical properties of these processes had
also advanced along with the development of the needed
equipment and now allows us to adopt methodologies
for assessing the quality and state of these processes
during their operation, i. e., degree of completion, etc.
Likewise, also fortunately, our basic knowledge of the
technology of automatic control and its implement-
ing equipment advanced along with knowledge of the
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8 Part A Development and Impacts of Automation

pneumatic and electronic techniques used to imple-
ment them. Pneumatic technology for the necessary
control equipment was used almost exclusively from
the original development of the technique to the 1920s
until its replacement by the rapidly developing elec-
tronic techniques in the 1930s. This advanced type of
equipment became almost totally electronic after the de-
velopment of solid-state electronic technologies as the
next advances. Pneumatic techniques were then used
only where severe fire or explosive conditions prevented
the use of electronics.

The overall complexity of the control systems for
large plants made them objects for the consideration
of the use of computers almost as soon as the early
digital computers became practical and affordable. The

Level 4b

Level 4a

Communi-
cations with
other areas

(Level 4)

(Level 3)

(Level 2)

(Level 1)

Company or plant general
management and staff

Plant operational management
and staff

Area operational management
and staff

Unit operational management
and staff

Direct process operations

Physical communication
with plant processes

Process

Communi-
cations with
other super-
visory levels

Communi-
cations with
other control
level systems

(Hardware only)

Fig. 2.3 Plant operational manage-
ment hierarchical structure

first computers for chemical plant and refinery control
were installed in 1960, and they became quite preva-
lent by 1965. By now, computers are widely used in
all large plant operations and in most small ones as
well. If automation can be defined as the substitution
of computer-based control systems for most, if not all,
control systems previously based on human-aided me-
chanical or pneumatic systems, then for chemical and
petroleum plant systems, we can now truly say that they
are fully automated, to a very high degree.

As indicated above, a most desired byproduct of
the automation of chemical and petroleum refining pro-
cesses must be the replacement of human effort: first in
directly handling the frequently dangerous chemical in-
gredients in the initiation of the process; second, that
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Advances in Industrial Automation: Historical Perspectives 9

of personally monitoring and controlling the carrying
out and completion of these processes; and finally that
of handling the resulting products. This omits the ex-
penses involved in the employment of personnel for
carrying out these tasks, and also prevents unnecessary
accidents and injuries that might occur there. The staff
at chemical plants and petroleum refineries has thus
been dramatically decreased in recent years. In many
locations this involves only a watchman role and an
emergency maintenance function. This capability has
further resulted in even further improvements in overall
plant design to take full advantage of this new capa-
bility – a synergy effect. This synergy effect was next
felt in the automation of the raw material acceptance
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Fig. 2.4 Abbreviated sketch to rep-
resent the structure of the Purdue
enterprise reference architecture

practices and the product distribution methodologies of
these plants. Many are now connected directly to the
raw material sources and their customers by pipelines,
thus totally eliminating special raw material and product
handling and packaging. Again, computers are widely
used in the scheduling, monitoring, and controlling of
all operations involved here.

Finally, it has been noted that there is a hierarchical
relationship between the control of the industrial pro-
cess plant unit automatic control systems and the duties
of the successive levels of management in a large in-
dustrial plant from company management down to the
final plant control actions [2.2–13]. It has also been
shown that all actions normally taken by intermedi-
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10 Part A Development and Impacts of Automation

Table 2.1 Areas of interest for the architecture framework addressing development and implementation aids for automa-
tion studies (Fig. 2.4)

Area Subjects of concern

1 Mission, vision and values of the company, operational philosophies, mandates, etc.

2 Operational policies related to the information architecture and its implementation

3 Operational strategies and goals related to the manufacturing architecture and its implementation

4 Requirements for the implementation of the information architecture to carry out the operational
policies of the company

5 Requirements for physical production of the products or services to be generated by the company

6 Sets of tasks, function modules, and macrofunction modules required to carry out the requirements of
the information architecture

7 Sets of production tasks, function modules, and macrofunctions required to carry out the manufactur-
ing or service production mission of the company

8 Connectivity diagrams of the tasks, function modules, and macrofunction modules of the information
network, probably in the form of data flow diagrams or related modeling methods

9 Process flow diagrams showing the connectivity of the tasks, function modules, and macrofunctions
of the manufacturing processes involved

10 Functional design of the information systems architecture

11 Functional design of the human and organizational architecture

12 Functional design of the manufacturing equipment architecture

13 Detailed design of the equipment and software of the information systems architecture

14 Detailed design of the task assignments, skills development training courses, and organizations of the
human and organizational architecture

15 Detailed design of components, processes, and equipment of the manufacturing equipment architec-
ture

16 Construction, check-out, and commissioning of the equipment and software of the information sys-
tems architecture

17 Implementation of organizational development, training courses, and online skill practice for the
human and organizational architecture

18 Construction, check-out, and commissioning of the equipment and processes of the manufacturing
equipment architecture

19 Operation of the information and control system of the information systems architecture including its
continued improvement

20 Continued organizational development and skill and human relations development training of the
human and organizational architecture

21 Continued improvement of process and equipment operating conditions to increase quality and pro-
ductivity, and to reduce costs involved for the manufacturing equipment architecture

ary plant staff in this hierarchy can be formulated into
a computer-readable form for all operations that do not
involve innovation or other problem-solving actions by
plant staff. Figures 2.1–2.4 (with Table 2.1) illustrate
this hierarchical structure and its components. See more

on the history of automation and control in Chaps. 3 and
4; see further details on process industry automation in
Chap. 31; on complex systems automation in Chap. 36;
and on automation architecture for interoperability in
Chap. 86.
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Automation:3. Automation:
What It Means to Us Around the World

Shimon Y. Nof

The meaning of the term automation is reviewed
through its definition and related definitions, his-
torical evolution, technological progress, benefits
and risks, and domains and levels of applications.
A survey of 331 people around the world adds in-
sights to the current meaning of automation to
people, with regard to: What is your definition of
automation? Where did you encounter automation
first in your life? and What is the most important
contribution of automation to society? The survey
respondents include 12 main aspects of the def-
inition in their responses; 62 main types of first
automation encounter; and 37 types of impacts,
mostly benefits but also two benefit–risks combi-
nations: replacing humans, and humans’ inability
to complete tasks by themselves. The most exciting
contribution of automation found in the survey
was to encourage/inspire creative work; inspire
newer solutions. Minor variations were found in
different regions of the world. Responses about
the first automation encounter are somewhat re-
lated to the age of the respondent, e.g., pneumatic
versus digital control, and to urban versus farm-
ing childhood environment. The chapter concludes
with several emerging trends in bioinspired au-
tomation, collaborative control and automation,
and risks to anticipate and eliminate.
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3.1 The Meaning of Automation

What is the meaning of automation? When discussing
this term and concept with many colleagues, leading
experts in various aspects of automation, control the-
ory, robotics engineering, and computer science during
the development of this Handbook of Automation, many
of them had different definitions; they even argued ve-
hemently that in their language, or their region of
the world, or their professional domain, automation
has a unique meaning and we are not sure it is the
same meaning for other experts. But there has been no
doubt, no confusion, and no hesitation that automation
is powerful; it has tremendous and amazing impact on
civilization, on humanity, and it may carry risks.

So what is automation? This chapter introduces
the meaning and definition of automation, at an in-
troductory, overview level. Specific details and more
theoretical definitions are further explained and il-
lustrated throughout the following parts and chapters
of this handbook. A survey of 331 participants from
around the world was conducted and is presented in
Sect. 3.5.

3.1.1 Definitions and Formalism

Automation, in general, implies operating or acting,
or self-regulating, independently, without human inter-

Automation =

Platform
• Machine
• Tool
• Device
• Installation
• System

Autonomy
• Organization
• Process control
• Automatic control
• Intelligence
• Collaboration

Process

Power source• Action
• Operation
• Function

Fig. 3.1 Automation formalism. Automation comprises four basic
elements. See representative illustrations of platforms, autonomy,
process, and power source in Tables 3.1–3.2, 3.6, and the automa-
tion cases below, in Sect. 3.3

vention. The term evolves from automatos, in Greek,
meaning acting by itself, or by its own will, or sponta-
neously. Automation involves machines, tools, devices,
installations, and systems that are all platforms devel-
oped by humans to perform a given set of activities
without human involvement during those activities. But
there are many variations of this definition. For instance,
before modern automation (specifically defined in the
modern context since about 1950s), mechanization was
a common version of automation. When automatic con-
trol was added to mechanization as an intelligence
feature, the distinction and advantages of automation
became clear. In this chapter, we review these related
definitions and their evolvement, and survey how peo-
ple around the world perceive automation. Examples
of automation are described, including ancient to early
examples in Table 3.1, examples from the Industrial
Revolution in Table 3.3, and modern and emerging ex-
amples in Table 3.4. From the general definition of
automation, the automation formalism is presented in
Fig. 3.1 with four main elements: platform, autonomy,
process, and power source. Automation platforms are
illustrated in Table 3.2.

This automation formalism can help us review some
early examples that may also fall under the definition
of automation (before the term automation was even
coined), and differentiate from related terms, such as
mechanization, cybernetics, artificial intelligence, and
robotics.

Automaton
An automaton (plural: automata, or automatons) is
an autonomous machine that contains its own power
source and can perform without human intervention
a complicated series of decisions and actions, in re-
sponse to programs and external stimuli. Since the term
automaton is used for a specific autonomous machine,
tool or device, it usually does not include automation
platforms such as automation infrastructure, automatic
installations, or automation systems such as automation
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Table 3.1 Automation examples: ancient to early history

Machine/system Autonomous Autonomy: Power source Replacing Process
action/ control/ without human
function intelligence intervention

1. Irrigation Direct, regulate From-to, Gravity Manual Water flow

channels water flow on-off gates, watering and directions

predetermined

2. Water supply Direct, regulate From-to, Gravity Practically Water flow

by aqueducts over water supply on-off gates, impossible and directions

large distances predetermined

3. Sundial clocks Display current Predetermined Sunlight Impossible Shadow

time timing otherwise indicating time

4. Archytas’ Flying; Predetermined Heated air Real birds; Mechanical

flying pigeon playing; sound and steam human play bird or toy

(4th century BC); chirping; and movements (early hydraulics motions

Chinese mechanical moving with some and pneumatics) and sounds

orchestra feedback

(3rd century BC)

Heron’s mechanical

chirping birds

and moving dolls

(1st century AD)

5. Ancient Greek Open Preset states Heated air, Manual Door

temple automatic and close door and positions steam, water, open movements

door opening with some gravity and close

feedback

6. Windmills Grinding grains Predefined Winds Animal Grinding

grinding and human process

power

Table 3.2 Automation platforms

Platform Machine Tool Device Installation System System
of systems

Example Mars lander Sprinkler Pacemaker AS/RC ERP Internet

(automated storage/ (enterprise resource

retrieval carousel) planning)

software (even though some use the term software au-
tomaton to imply computing procedures). The scholar
Al-Jazari from al-Jazira, Mesopotamia designed pio-

neering programmable automatons in 1206, as a set of
dolls, or humanoid automata. Today, the most typical
automatons are what we define as robots.
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1920
Machine/system Autonomous Autonomy: Power Replacing Process

action/function control/ source without human
intelligence intervention

1. Windmills Flour milling Feedback keeping Winds Nonfeedback Milling process

(17th century) blades always windmills

facing the wind

2. Automatic Steam pressure Feedback control Steam Practically Pressure

pressure valve in piston or of steam pressure impossible regulation

(Denis Papin, 1680) engine otherwise

3. Automatic Continuous-flow Conveyor speed Water flow; Human labor Grains

grist mill flour production control; milling steam conveyance and

(Oliver Evans, 1784) line process control milling process

4. Flyball governor Control of steam Automatic Steam Human control Speed regulation

(James Watt, 1788) engine speed feedback of

centrifugal force

for speed control

5. Steamboats, trains Transportation Basic speed Steam Practically Travel,

(18–19th century) over very large and navigation impossible freight hauling,

distances controls otherwise conveyance

6. Automatic loom Fabric weaving, Basic process Steam Human labor Cloth weaving

(e.g., Joseph including control programs and supervision according to

Jacquard, 1801) intricate patterns by interchangeable human design

punched card of fabric program

7. Telegraph Fast delivery On-off, direction, Electricity Before tele- Movement of

(Samuel Morse, 1837) of text message and feedback communication, text over wires

over large practically

distances impossible

otherwise
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Robot
A robot is a mechanical device that can be pro-
grammed to perform a variety of tasks of manipulation
and locomotion under automatic control. Thus, a robot
could also be an automaton. But unlike an automa-
ton, a robot is usually designed for highly variable
and flexible, purposeful motions and activities, and
for specific operation domains, e.g., surgical robot,
service robot, welding robot, toy robot, etc. General
Motors implemented the first industrial robot, called
UNIMATE, in 1961 for die-casting at an automobile
factory in New Jersey. By now, millions of robots
are routinely employed and integrated throughout the
world.

Robotics
The science and technology of designing, building, and
applying robots, computer-controlled mechanical de-
vices, such as automated tools and machines. Science

Automation

Examples:

Automation

1. Automation without robots/robotics

2. Automation also applying robotics

3. Robotics

3. Robotics

• Factory robots
• Soccer robot team
• Medical nanorobots

2. Automation including robotics

• Safety protection automation able to
 activate fire-fighting robots when needed
• Spaceship with robot arm

1. a) Just computers;
 b) Automatic devices but no
  robots
• Decision-support systems (a)
• Enterprise planning (a)
• Water and power supply (b)
• Office automation (a+b)
• Aviation administration (a+b)
• Ship automation (a+b)
• Smart building (a+b)

Fig. 3.2 The relation between robotics and automation: The scope
of automation includes applications: (1a) with just computers,
(1b) with various automation platforms and applications, but
without robots; (2) automation including also some robotics; (3) au-
tomation with robotics
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Machine/ Autonomous Autonomy: Power Replacing Process
system action/function control/ source without human

intelligence intervention

1. Automatic Opening and Automatic control Compressed air Human effort Doors of buses,

door opener closing of doors or electric motor trains, buildings open

triggered and close

by sensors by themselves

2. Elevators, Lifting, carrying On-off; feedback; Hydraulic Human Speed and movements

cranes preprogrammed pumps; climbing, require minimal

or interactive electric motors carrying supervision

3. Digital Data processing Variety of automatic Electricity Calculations at Cognitive

computers and computing and interactive speeds, complexity, and decision-

functions control and operating and with amounts making

systems; of data that functions

intelligent control are humanly

impossible

4. Automatic Steering aircraft Same as (3) Electrical Human pilot Navigation,

pilot or boat motors operations,

e.g., landing

5. Automatic Switch gears Automatic control Electricity; Manual Engaging/

transmission of power hydraulic transmission disengaging

transmission pumps control rotating gears

6. Office Document Same as (3) Electricity Some manual Specific office

automation processing, work; some procedures

imaging, is practically

storage, printing impossible

7. Multirobot Robot arms and Optimal, adaptive, Hydraulic Human labor Complex operations

factories automatic devices distributed, robust, pumps, and supervision and procedures,

perform variety self-organizing, pneumatics, including quality

of manufacturing collaborative, and electric assurance

and production and other motors

processes intelligent control
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fiction author and scientist Isaac Asimov coined the
term robotics in 1941 to describe the technology of
robots and predicted the rise of a significant robot in-
dustry, e.g., in his foreword to [3.1]:

Since physics and most of its subdivisions rou-
tinely have the “-ics” suffix, I assumed that robotics
was the proper scientific term for the systematic
study of robots, of their construction, mainte-
nance, and behavior, and that it was used as
such.

3.1.2 Robotics and Automation

Robotics is an important subset of automation (Fig. 3.2).
For instance, of the 25 automation examples in Ta-
bles 3.1, 3.3 and 3.4, examples 4 in Table 3.1 and 7 in
Table 3.4 are about robots. Beyond robotics, automation
includes:

• Infrastructure, e.g., water supply, irrigation, power
supply, telecommunication• Nonrobot devices, e.g., timers, locks, valves, and
sensors• Automatic and automated machines, e.g., flour
mills, looms, lathes, drills, presses, vehicles, and
printers• Automatic inspection machines, measurement work-
stations, and testers• Installations, e.g., elevators, conveyors, railways,
satellites, and space stations• Systems, e.g., computers, office automation, Inter-
net, cellular phones, and software packages.

Common to both robotics and automation are use of
automatic control, and evolution with computing and
communication progress. As in automation, robotics
also relies on four major components, including a plat-
form, autonomy, process, and power source, but in
robotics, a robot is often considered a machine, thus
the platform is mostly a machine, a tool or device, or
a system of tools and devices. While robotics is, in
a major way, about automation of motion and mobil-
ity, automation beyond robotics includes major areas
based on software, decision-making, planning and op-
timization, collaboration, process automation, office
automation, enterprise resource planning automation,
and e-Services. Nevertheless, there is clearly an overlap
between automation and robotics; while to most peo-
ple a robot means a machine with certain automation
intelligence, to many an intelligent elevator, or highly

Table 3.4 (cont.)
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20 Part A Development and Impacts of Automation

automated machine tool, or even a computer may also
imply a robot.

Cybernetics
Cybernetics is the scientific study of control and
communication in organisms, organic processes, and
mechanical and electronic systems. It evolves from
kibernetes, in Greek, meaning pilot, or captain, or
governor, and focuses on applying technology to
replicate or imitate biological control systems, of-
ten called today bioinspired, or system biology.
Cybernetics, a book by Norbert Wiener, who is at-
tributed with coining this word, appeared in 1948
and influenced artificial intelligence research. Cy-

Table 3.5 Definitions of automation (after [3.2])

Source Definition of automation

1. John Diebold, President,
John Diebold & Associates,
Inc.

It is a means of organizing or controlling production processes to achieve
optimum use of all production resources – mechanical, material, and
human. Automation means optimization of our business and industrial ac-
tivities.

2. Marshall G. Nuance, VP,
York Corp.

Automation is a new word, and to many people it has become a scare word.
Yet it is not essentially different from the process of improving methods of
production which has been going on throughout human history.

3. James B. Carey, President,
International Union of
Electrical Workers

When I speak of automation, I am referring to the use of mechanical and
electronic devices, rather than human workers, to regulate and control the
operation of machines. In that sense, automation represents something rad-
ically different from the mere extension of mechanization. Automation is
a new technology. Arising from electronics and electrical engineering.

4. Joseph A. Beirne, President,
Communications Workers of
America

We in the telephone industry have lived with mechanization and its succes-
sor automation for many years.

5. Robert C. Tait, Senior VP,
General Dynamics Corp.

Automation is simply a phrase coined, I believe, by Del Harder of Ford Mo-
tor Co. in describing their recent supermechanization which represents an
extension of technological progress beyond what has formerly been known
as mechanization.

6. Robert W. Burgess, Director,
Census, Department of
Commerce

Automation is a new word for a now familiar process of expanding the types
of work in which machinery is used to do tasks faster, or better, or in greater
quantity.

7. D.J. Davis,
VP Manufacturing,
Ford Motor Co.

The automatic handling of parts between progressive production processes.
It is the result of better planning, improved tooling, and the application
of more efficient manufacturing methods, which take full advantage of the
progress made by the machine-tool and equipment industries.

8. Don G. Mitchell, President,
Sylvania Electric Products,
Inc.

Automation is a more recent term for mechanization, which has been go-
ing on since the industrial revolution began. Automation comes in bits and
pieces. First the automation of a simple process, and then gradually a tying
together of several processes to get a group of subassembly complete.

bernetics overlaps with control theory and systems
theory.

Cyber
Cyber- is a prefix, as in cybernetic, cybernation, or cy-
borg. Recently, cyber has assumed a meaning as a noun,
meaning computers and information systems, virtual
reality, and the Internet. This meaning has emerged be-
cause of the increasing importance of these automation
systems to society and daily life.

Artificial Intelligence (AI)
Artificial intelligence (AI) is the ability of a machine
system to perceive anticipated or unanticipated new
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Domain Accounting Agriculture Banking Chemical Communi- Construction Design

process cation

Example Billing Harvester ATM Refinery Print-press Truck CAD

software (automatic (computer-

teller machine) aided design)

Education Energy Engineering Factory Government Healthcare Home Hospital

Television Power Simulation AGV Government Body Toaster Drug delivery

windmill (automated web portals scanner

guided vehicle)

Hospitality Leisure Library Logistics Management Manu- Maritime Military

facturing

CRM Movie Database RFID Financial Assembly Navigation Intelligence

(customer (radio- analysis robot satellite

relations frequency software

management) identification)

Office Post Retail Safety Security Service Sports Transportation

Copying Mail sorter e-Commerce Fire alarm Motion Vending Tread mill Traffic light

machine detector machine
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conditions, decide what actions must be performed
under these conditions, and plan the actions accord-
ingly. The main areas of AI study and application are
knowledge-based systems, computer sensory systems,
language processing systems, and machine learning. AI
is an important part of automation, especially to charac-
terize what is sometimes called intelligent automation
(Sect. 3.4.2).

It is important to note that AI is actually human
intelligence that has been implemented on machines,
mainly through computers and communication. Its
significant advantages are that it can function auto-
matically, i. e., without human intervention during its
operation/function; it can combine intelligence from
many humans, and improve its abilities by automatic
learning and adaptation; it can be automatically dis-
tributed, duplicated, shared, inherited, and if necessary,
restrained and even deleted. With the advent of these
abilities, remarkable progress has been achieved. There
is also, however, an increasing risk of running out of
control (Sect. 3.6), which must be considered carefully
as with harnessing any other technology.

3.1.3 Early Automation

The creative human desire to develop automation, from
ancient times, has been to recreate natural activities,
either for enjoyment or for productivity with less hu-
man effort and hazard. It should be clear, however, that
the following six imperatives have been proven about
automation:

1. Automation has always been developed by people
2. Automation has been developed for the sake of

people
3. The benefits of automation are tremendous
4. Often automation performs tasks that are impossible

or impractical for humans
5. As with other technologies, care should be taken to

prevent abuse of automation, and to eliminate the
possibilities of unsafe automation

6. Automation is usually inspiring further creativity of
the human mind.

The main evolvement of automation has followed
the development of mechanics and fluidics, civil in-
frastructure and machine design, and since the 20th
century, of computers and communication. Examples
of ancient automation that follow the formal definition
(Table 3.1) include flying and chirping birds, sun-
dial clocks, irrigation systems, and windmills. They
all include the four basic automation elements, and

have a clear autonomous process without human in-
tervention, although they are mostly predetermined or
predefined in terms of their control program and or-
ganization. But not all these ancient examples replace
previously used human effort: Some of them would be
impractical or even impossible for humans, e.g., dis-
playing time, or moving large quantities of water by
aqueducts over large distances. This observation is im-
portant, since, as evident from the definition surveys
(Sect. 3.5):

1. In defining automation, over one-quarter of those
surveyed associate automation with replacing hu-
mans, hinting somber connotation that humans are
losing certain advantages. Many resources erro-
neously define automation as replacement of human
workers by technology. But the definition is not
about replacing humans, as many automation ex-
amples involve activities people cannot practically
perform, e.g., complex and fast computing, wireless
telecommunication, microelectronics manufactur-
ing, and satellite-based positioning. The definition
is about the autonomy of a system or process from
human involvement and intervention during the pro-
cess (independent of whether humans could or could
not perform it themselves). Furthermore, automa-
tion is rarely disengaged from people, who must
maintain and improve it (or at least replace its
batteries).

2. Humans are always involved with automation, to
a certain degree, from its development, to, at cer-
tain points, supervising, maintaining, repairing, and
issuing necessary commands, e.g., at which floor
should this elevator stop for me?

Describing automation, Buckingham [3.3] quotes
Aristotle (384–322 BC): “When looms weave by them-
selves human’s slavery will end.” Indeed, the reliance
on a process that can proceed successfully to comple-
tion autonomously, without human participation and
intervention, is an essential characteristic of automa-
tion. But it took over 2000 years since Aristotle’s
prediction till the automatic loom was developed during
the Industrial Revolution.

3.1.4 Industrial Revolution

Some scientists (e.g., Truxal [3.4]) define automa-
tion as applying machines or systems to execute tasks
that involve more elaborate decision-making. Certain
decisions were already involved in ancient automa-
tion, e.g., where to direct the irrigation water. More
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control sophistication was indeed developed later, be-
ginning during the Industrial Revolution (see examples
in Table 3.3).

During the Industrial Revolution, as shown in the
examples, steam and later electricity became the main
power sources of automation systems and machines,
and autonomy of process and decision-making increas-
ingly involved feedback control models.

3.1.5 Modern Automation

The term automation in its modern meaning was ac-
tually attributed in the early 1950s to D.S. Harder,
a vice-president of the Ford Motor Company, who de-
scribed it as a philosophy of manufacturing. Towards
the 1950s, it became clear that automation could be
viewed as substitution by mechanical, hydraulic, pneu-
matic, electric, and electronic devices for a combination
of human efforts and decisions. Critics with humor re-
ferred to automation as substitution of human error
by mechanical error. Automation can also be viewed
as the combination of four fundamental principles:
mechanization; process continuity; automatic control;
and economic, social, and technological rationaliza-
tion.

Mechanization
Mechanization is defined as the application of ma-
chines to perform work. Machines can perform various
tasks, at different levels of complexity. When mecha-
nization is designed with cognitive and decision-making
functions, such as process control and automatic con-
trol, the modern term automation becomes appropriate.
Some machines can be rationalized by benefits of
safety and convenience. Some machines, based on their
power, compactness, and speed, can accomplish tasks
that could never be performed by human labor, no
matter how much labor or how effectively the opera-
tion could be organized and managed. With increased
availability and sophistication of power sources and of
automatic control, the level of autonomy of machines
and mechanical system created a distinction between
mechanization and the more autonomous form of mech-
anization, which is automation (Sect. 3.4).

Process Continuity
Process continuity is already evident in some of the
ancient automation examples, and more so in the In-
dustrial Revolution examples (Tables 3.1 and 3.3). For
instance, windmills could provide relatively uninter-
rupted cycles of grain milling. The idea of continuity

is to increase productivity, the useful output per labor-
hour. Early in the 20th century, with the advent of
mass production, it became possible to better orga-
nize workflow. Organization of production flow and
assembly lines, and automatic or semiautomatic transfer
lines increased productivity beyond mere mechaniza-
tion. The emerging automobile industry in Europe and
the USA in the early 1900s utilized the concept of
moving work continuously, automatically or semiau-
tomatically, to specialized machines and workstations.
Interesting problems that emerged with flow automation
included balancing the work allocation and regulating
the flow.

Automatic Control
A key mechanism of automatic control is feedback,
which is the regulation of a process according to its own
output, so that the output meets the conditions of a pre-
determined, set objective. An example is the windmill
that can adjust the orientation of it blades by feedback
informing it of the changing direction of the current
wind. Another example is the heating system that can
stop and restart its heating or cooling process according
to feedback from its thermostat. Watt’s flyball gover-
nor applied feedback from the position of the rotating
balls as a function of their rotating speed to automat-
ically regulate the speed of the steam engine. Charles
Babbage analytical engine for calculations applied the
feedback principle in 1840 (see more on the develop-
ment of automatic control in Chap. 4).

Automation Rationalization
Rationalization means a logical and systematic analy-
sis, understanding, and evaluation of the objectives and
constraints of the automation solution. Automation is
rationalized by considering the technological and engi-
neering aspects in the context of economic, social, and
managerial considerations, including also: human fac-
tors and usability, organizational issues, environmental
constraints, conservation of resources and energy, and
elimination of waste (Chaps. 40 and 41).

Soon after automation enabled mass production in
factories of the early 20th century and workers feared
for the future of their jobs, the US Congress held hear-
ings in which experts explained what automation means
to them (Table 3.5). From our vantage point several gen-
erations later, it is interesting to read these definitions,
while we already know about automation discoveries
yet unknown at that time, e.g., laptop computers, robots,
cellular telephones and personal digital assistants, the
Internet, and more.
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A relevant question is: Why automate? Several
prominent motivations are the following, as has been
indicated by the survey participants (Sect. 3.5):

1. Feasibility: Humans cannot handle certain opera-
tions and processes, either because of their scale,
e.g., micro- and nanoparticles are too small, the
amount of data is too vast, or the process happens
too fast, for instance, missile guidance; micro-
electronics design, manufacturing and repair; and
database search.

2. Productivity: Beyond feasibility, computers, au-
tomatic transfer machines, and other equipment
can operate at such high speed and capacity
that it would be practically impossible without
automation, for instance, controlling consecutive,
rapid chemical processes in food production; per-
forming medicine tests by manipulating atoms or
molecules; optimizing a digital image; and placing
millions of colored dots on a color television (TV)
screen.

3. Safety: Automation sensors and devices can oper-
ate well in environments that are unsafe for humans,
for example, under extreme temperatures, nuclear
radiation, or in poisonous gas.

4. Quality and economy: Automation can save signif-
icant costs on jobs performed without it, including
consistency, accuracy, and quality of manufactured
products and of services, and saving labor, safety,
and maintenance costs.

5. Importance to individuals, to organizations, and to
society: Beyond the above motivations, service- and
knowledge-based automation reduces the need for
middle managers and middle agents, thus reducing
or eliminating the agency costs and removing layers
of bureaucracy, for instance, Internet-based travel
services and financial services, and direct commu-
nication between manufacturing managers and line
operators, or cell robots. Remote supervision and
telecollaboration change the nature, sophistication,
skills and training requirements, and responsibility
of workers and their managers. As automation gains
intelligence and competencies, it takes over some
employment skills and opens up new types of work,
skills, and service requirements.

6. Accessibility: Automation enables better accessi-
bility for all people, including disadvantaged and
disabled people. Furthermore, automation opens up
new types of employment for people with limi-
tations, e.g., by integration of speech and vision
recognition interfaces.

7. Additional motivations: Additional motivations are
the competitive ability to integrate complex mech-
anization, advantages of modernization, conve-
nience, and improvement in quality of life.

To be automated, a system must follow the mo-
tivations listed above. The modern and emerging
automation examples in Table 3.4 and the automation
cases in Sect. 3.3 illustrate these motivations, and the
mechanization, process continuity, and automatic con-
trol features.

Certain limits and risks of automation need also be
considered. Modern, computer-controlled automation
must be programmable and conform to definable pro-
cedures, protocols, routines, and boundaries. The limits
also follow the boundaries imposed by the four prin-
ciples of automation. Can it be mechanized? Is there
continuity in the process? Can automatic control be de-
signed for it? Can it be rationalized? Theoretically, all
continuous processes can be automatically controlled,
but practically such automation must be rationalized
first; for instance, jet engines may be continuously
advanced on conveyors to assembly cells, but if the
demand for these engines is low, there is no justifica-
tion to automate their flow. Furthermore, all automation
must be designed to operate within safe boundaries,
so it does not pose hazards to humans and to the
environment.

3.1.6 Domains of Automation

Some unique meanings of automation are associated
with the domain of automation. Several examples of
well-known domains are listed here:

• Detroit automation – Automation of transfer lines
and assembly lines adopted by the automotive in-
dustry [3.5].• Flexible automation – Manufacturing and service
automation consisting of a group of processing sta-
tions and robots operating as an integrated system
under computer control, able to process a variety
of different tasks simultaneously, under automatic,
adaptive control or learning control [3.5]. Also
known as flexible manufacturing system (FMS),
flexible assembly system, or robot cell, which
are suitable for medium demand volume and
medium variety of flexible tasks. Its purpose is
to advance from mass production of products to
more customer-oriented and customized supply. For
higher flexibility with low demand volume, stand-
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Fig. 3.3 The automation pyramid: organizational layers

alone numerically controlled (NC) machines and
robots are preferred. For high demand volume with
low task variability, automatic transfer lines are de-
signed. The opposite of flexible automation is fixed
automation, such as process-specific machine tools
and transfer lines, lacking task flexibility. For mass
customization (mass production with some flexi-
bility to respond to variable customer demands),
transfer lines with flexibility can be designed (see
more on automation flexibility in Sect. 3.4).• Office automation – Computer and communication
machinery and software used to improve office pro-
cedures by digitally creating, collecting, storing,
manipulating, displaying, and transmitting office in-
formation needed for accomplishing office tasks

and functions [3.6, 7]. Office automation became
popular in the 1970s and 1980s when the desktop
computer and the personal computer emerged.

Other examples of well-known domains of automation
have been factory automation (e.g., [3.8]), health-
care automation (e.g., [3.9]), workflow automation
(e.g., [3.10]), and service automation (e.g., [3.11]).
More domain examples are illustrated in Table 3.6.

Throughout these different domains, automation
has been applied for various organization func-
tions. Five hierarchical layers of automation are
shown in the automation pyramid (Fig. 3.3), which is
a common depiction of how to organize automation
implementation.
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3.2 Brief History of Automation
Table 3.7 Brief history of automation events

Period Automation inventions (examples) Automation
generation

Prehistory Sterilization of food and water, cooking, ships and boats, irrigation,
wheel and axle, flush toilet, alphabet, metal processing

First generation:
before automatic
control (BAC)Ancient history Optics, maps, water clock, water wheel, water mill, kite, clockwork,

catapult

First millennium AD Central heating, compass, woodblock printing, pen, glass and pottery
factories, distillation, water purification, wind-powered gristmills,
feedback control, automatic control, automatic musical instruments,
self-feeding and self-trimming oil lamps, chemotherapy, diversion
dam, water turbine, mechanical moving dolls and singing birds, nav-
igational instruments, sundial

11th–15th century Pendulum, camera, flywheel, printing press, rocket, clock automa-
tion, flow-control regulator, reciprocating piston engine, humanoid
robot, programmable robot, automatic gate, water supply system,
calibration, metal casting

16th century Pocket watch, Pascal calculator, machine gun, corn grinding machine Second generation:
before computer
control (BCC)

17th century Automatic calculator, pendulum clock, steam car, pressure cooker

18th century Typewriter, steam piston engine, Industrial Revolution early automa-
tion, steamboat, hot-air balloon, automatic flour mill

19th century Automatic loom, electric motor, passenger elevator, escalator, pho-
tography, electric telegraph, telephone, incandescent light, radio,
x-ray machine, combine harvester, lead–acid battery, fire sprinkler
system, player piano, electric street car, electric fan, automobile, mo-
torcycle, dishwasher, ballpoint pen, automatic telephone exchange,
sprinkler system, traffic lights, electric bread toaster

Early 20th century Airplane, automatic manufacturing transfer line, conveyor belt-based
assembly line, analog computer, air conditioning, television, movie,
radar, copying machine, cruise missile, jet engine aircraft, helicopter,
washing machine, parachute, flip–flop circuit

Automation has evolved, as described in Table 3.7,
along three automation generations.

3.2.1 First Generation:
Before Automatic Control (BAC)

Early automation is characterized by elements of pro-
cess autonomy and basic decision-making autonomy,
but without feedback, or with minimal feedback. The
period is generally from prehistory till the 15th century.
Some examples of basic automatic control can be found

earlier than the 15th century, at least in conceptual de-
sign or mathematical definition. Automation examples
of the first generation can also be found later, whenever
automation solutions without automatic control could
be rationalized.

3.2.2 Second Generation:
Before Computer Control (BCC)

Automation with advantages of automatic control, but
before the introduction and implementation of the
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Table 3.7 (cont.)

Period Automation inventions (examples) Automation
generation

1940s Digital computer, Assembler programming language, transistor, nu-
clear reactor, microwave oven, atomic clock, barcode

Third generation:
automatic computer
control (ACC)1950s Mass-produced digital computer, computer operating system,

FORTRAN programming language, automatic sliding door, floppy
disk, hard drive, power steering, optical fiber, communication satel-
lite, computerized banking, integrated circuit, artificial satellite,
medical ultrasonics, implantable pacemaker

1960s Laser, optical disk, microprocessor, industrial robot, automatic
teller machine (ATM), computer mouse, computer-aided design,
computer-aided manufacturing, random-access memory, video game
console, barcode scanner, radiofrequency identification tags (RFID),
permanent press fabric, wide-area packet switching network

1970s Food processor, word processor, Ethernet, laser printer, database
management, computer-integrated manufacturing, mobile phone,
personal computer, space station, digital camera, magnetic resonance
imaging, computerized tomography (CT), e-Mail, spreadsheet, cel-
lular phone

1980s Compact disk, scanning tunneling microscope, artificial heart,
deoxyribonucleic acid DNA fingerprinting, Internet transmission
control protocol/Internet protocol TCP/IP, camcorder

1990s World Wide Web, global positioning system, digital answering ma-
chine, smart pills, service robots, Java computer language, web
search, Mars Pathfinder, web TV

2000s Artificial liver, Segway personal transporter, robotic vacuum cleaner,
self-cleaning windows, iPod, softness-adjusting shoe, drug delivery
by ultrasound, Mars Lander, disk-on-key, social robots

computer, especially the digital computer, belongs to
this generation. Automatic control emerging during
this generation offered better stability and reliabil-
ity, more complex decision-making, and in general
better control and automation quality. The period is
between the 15th century and the 1940s. It would
be generally difficult to rationalize in the future any
automation with automatic control and without comput-
ers; therefore, future examples of this generation will be
rare.

3.2.3 Third Generation:
Automatic Computer Control (ACC)

The progress of computers and communication has
significantly impacted the sophistication of automatic
control and its effectiveness. This generation began in
the 1940s and continues today. Further refinement of
this generation can be found in Sect. 3.4, discussing the
levels of automation.

See also Table 3.8 for examples discovered or im-
plemented during the three automation generations.
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Table 3.8 Automation generations

Generation Example

BAC Waterwheel

before automatic control

prehistoric, ancient

ABC Automobile

automatic control before computers

16th century–1940

CAC Hydraulic automation Hydraulic elevator

computer automatic control Pneumatic automation Door open/shut

1940–present Electrical automation Telegraph

Electronic automation Microprocessor

Micro automation Digital camera

Nano automation Nanomemory

Mobile automation Cellular phone

Remote automation Global positioning system (GPS)

3.3 Automation Cases

Ten automation cases are illustrated in this section to
demonstrate the meaning and scope of automation in
different domains.

3.3.1 Case A:
Steam Turbine Governor (Fig. 3.4)

Source. Courtesy of Dresser-Rand Co., Houston
(http://www.dresser-rand.com/).

Process. Operates a steam turbine used to drive a com-
pressor or generator.

Platform. Device, integrated as a system with pro-
grammable logic controller (PLC).

Autonomy. Semiautomatic and automatic activa-
tion/deactivation and control of the turbine speed;
critical speed-range avoidance; remote, auxiliary, and
cascade speed control; loss of generator and loss of
utility detection; hot standby ability; single and dual ac-
tuator control; programmable governor parameters via
operator’s screen and interface, and mobile computer.
A manual mode is also available: The operator places

the system in run mode which opens the governor valve
to the full position, then manually opens the T&T valve
to idle speed, to warm up the unit. After warm-up, the
operator manually opens the T&T valve to full posi-
tion, and as the turbine’s speed approaches the rated
(desirable) speed, the governor takes control with the
governor valve. In semiautomatic and automatic modes,
once the operator places the system in run mode, the
governor takes over control.

3.3.2 Case B: Bioreactor (Fig. 3.5)

Source. Courtesy of Applikon Biotechnology Co.,
Schiedam (http://www.pharmaceutical-technology.com/
contractors/process automation/applikon-technology/).

Process. Microbial or cell culture applications that can
be validated, conforming with standards for equipment
used in life science and food industries, such as good
automated manufacturing practice (GAMP).

Platform. System or installation, including microreac-
tors, single-use reactors, autoclavable glass bioreactors,
and stainless-steel bioreactors.
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Steam turbineSpeed

Final
driver

Operator
interface

Actuator

PLCa) b)

Process & machinery
Inputs and outputs

Governor valve
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Fig. 3.4 (a) Steam turbine generator. (b) Governor block diagram (PLC: programmable logic controller; T&T: trip and
throttle). A turbine generator designed for on-site power and distributed energy ranging from 0.5 to 100 MW. Turbine
generator sets produce power for pulp and paper mills, sugar, hydrocarbon, petrochemical and process industries; palm
oil, ethanol, waste-to-energy, other biomass burning facilities, and other installations (with permission from Dresser-
Rand)

Autonomy. Bioreactor functions with complete mea-
surement and control strategies and supervisory control
and data acquisition (SCADA), including sensors and
a cell retention device.

Fig. 3.5 Bioreactor system configured for microbial or cell
culture applications. Optimization studies and screening
and testing of strains and cell lines are of high importance
in industry and research and development (R&D) insti-
tutes. Large numbers of tests are required and they must
be performed in as short a time as possible. Tests should be
performed so that results can be validated and used for fur-
ther process development and production (with permission
from Applikon Biotechnology)

3.3.3 Case C:
Digital Photo Processing (Fig. 3.6)

Source. Adobe Systems Incorporated San Jose, Califor-
nia (http://adobe.com).

Process. Editing, enhancing, adding graphic features,
removing stains, improving resolution, cropping and
sizing, and other functions to process photo im-
ages.

Platform. Software system.

Autonomy. The software functions are fully automatic
once activated by a user. The software can execute them
semiautomatically under user control, or action series
can be automated too.

3.3.4 Case D: Robotic Painting (Fig. 3.7)

Source. Courtesy of ABB Co., Zürich
(http://www.ABB.com).

Process. Automatic painting under automatic control of
car body movement, door opening and closing, paint-
pump functions, fast robot motions to optimize finish
quality, and minimize paint waste.
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a)

b)

c)

Fig. 3.6a–c Adobe Photoshop functions for digital image
editing and processing: (a) automating functional actions,
such as shadow, frame, reflection, and other visual effects;
(b) selecting brush and palette for graphic effects; (c) set-
ting color and saturation values (with permission from
Adobe Systems Inc., 2008)

a)

b)

c)

Fig. 3.7a–c A robotic painting line: (a) the facility;
(b) programmer using interface to plan offline or online,
experiment, optimize, and verify control programs for the
line; (c) robotic painting facility design simulator (with
permission from ABB)
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Platform. Automatic tools, machines, and robots, in-
cluding sensors, conveyors, spray-painting equipment,
and integration with planning and programming soft-
ware systems.

Autonomy. Flexibility of motions; collision avoidance;
coordination of conveyor moves, robots’ motions, and
paint pump operations; programmability of process and
line operations.

3.3.5 Case E:
Assembly Automation (Fig. 3.8)

Source. Courtesy of Adapt Automation Inc., Santa Ana,
California (www.adaptautomation.com/Medical.html).

Process. Hopper and two bowl feeders feed specimen
sticks through a track to where they are picked and
placed, two up, into a double nest on a 12-position
indexed dial plate. Specimen pads are fed and placed
on the sticks. Pads are fully seated and inspected. Re-
jected and good parts are separated into their respective
chutes.

Platform. System of automatic tools, machines, and
robots.

Autonomy. Automatic control through a solid-state pro-
grammable controller which operates the sequence of
device operations with a control panel. Control pro-
grams include main power, emergency stop, manual,
automatic, and individual operations controls.

3.3.6 Case F: Computer-Integrated
Elevator Production (Fig. 3.9)

Process. Fabrication and production execution and man-
agement.

Platform. Automatic tools, machines, and robots,
integrated with system-of-systems, comprising a pro-
duction/manufacturing installation, with automated ma-
terial handling equipment, fabrication and finishing
machines and processes, and software and communi-
cation systems for production planning and control,
robotic manipulators, and cranes. Human operators and
supervisors are also included.

Autonomy. Automatic control, including knowledge-
based control of laser, press, buffing, and sanding
machines/cells; automated control of material handling

Fig. 3.8 Pharmaceutical pad-stick automatic assembly cell

and material flow, and of management information
flow.

3.3.7 Case G: Water Treatment (Fig. 3.10)

Source. Rockwell Automation Co., Cleveland
(www.rockwellautomation.com).

Process. Water treatment by reverse osmosis filtering
system (Fig. 3.10a) and water treatment and disposal
((Fig. 3.10b). When preparing to filter impurities from
the city water, the controllers activate the pumps, which
in turn flush wells to clean water sufficiently before
it flows through the filtering equipment (Fig. 3.10a) or
activating complete system for removal of grit, sedi-
ments, and disposal of sludge to clean water supply
(Fig. 3.10b).

Platform. Installation including water treatment plant
with a network of pumping stations, integrated with pro-
grammable and supervisory control and data acquisition
(SCADA) control, remote communication software sys-
tem, and human supervisory interfaces.

Autonomy. Monitoring and tracking the entire water
treatment and purification system.

3.3.8 Case H: Digital Document
Workflow (Fig. 3.11)

Source. Xerox Co., Norwalk (http://www.xerox.com).

Process. On-demand customized processing, produc-
tion, and delivery of print, email, and customized web
sites.
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Fig. 3.9 Elevator swing return computer-integrated production system: Three levels of automation systems are integrated, includ-
ing (1) link to computer-aided design (CAD) for individual customer elevator specifications and customized finish, (2) link to
direct numerical control (DNC) of workcell machine and manufacturing activities, (3) link to management information system
(MIS) and computer integrated manufacturing system (CIM) for accounting and shipping management (source: [3.12])

Platform. Network of devices, machines, robots, and
software systems integrated within a system-of-systems
with media technologies.

Autonomy. Integration of automatic workflow of docu-
ment image capture, processing, enhancing, preparing,
producing, and distributing.

3.3.9 Case I: Ship Building
Automation (Fig. 3.12)

Source. [3.13]; Korea Shipbuilder’s Association, Seoul
(http://www.koshipa.or.kr); Hyundai Heavy Industries,
Co., Ltd., Ulsan (http://www.hhi.co.kr).

Process. Shipbuilding manufacturing process control
and automation; shipbuilding production, logistics, and
service management; ship operations management.

Platform. Devices, tools, machines and multiple robots;
system-of-software systems; system of systems.

Autonomy. Automatic control of manufacturing pro-
cesses and quality assurance; automatic monitoring,
planning and decision support software systems; in-
tegrated control and collaborative control for ship
operations and bridge control of critical automatic func-
tions of engine, power supply systems, and alarm
systems.
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a)

b)

Fig. 3.10 (a) Municipal water treatment system in compliance with the Safe Drinking Water Federal Act (courtesy of City of Ke-
wanee, IL; Engineered Fluid, Inc.; and Rockwell Automation Co.). (b) Wastewater treatment and disposal (courtesy of Rockwell
Automation Co.)

3.3.10 Case J: Energy Power
Substation Automation (Fig. 3.13)

Source. GE Energy Co., Atlanta (http://www.gepower.
com/prod serv/products/substation automation/en/
downloads/po.pdf).

Process. Automatically monitoring and activating
backup power supply in case of breakdown in the power

generation and distribution. Each substation automation
platform has processing capacity to monitor and control
thousands of input–output points and intelligent elec-
tronic devices over the network.

Platform. Devices integrated with a network of system-
of-systems, including substation automation platforms,
each communicating with and controlling thousands of
power network devices.
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b)

Fig. 3.11a,b Document imaging and color printing workflow: (a) streamlined workflow by FreeFlow. (b) Detail shows
document scanner workstation with automatic document feeder and image processing (courtesy of Xerox Co., Norwalk)

Autonomy. Power generation, transmission, and distri-
bution automation, including automatic steady voltage
control, based on user-defined targets and settings; lo-
cal/remote control of distributed devices; adjustment
of control set-points based on control requests or con-
trol input values; automatic reclosure of tripped circuit
breakers following momentary faults; automatic trans-
fer of load and restoration of power to nonfaulty
sections if possible; automatically locating and isolating

faults to reduce customers’ outage times; monitoring
a network of substations and moving load off over-
loaded transformers to other stations as required.

These ten case studies cover a variety of automation
domains. They also demonstrate different level of in-
telligence programmed into the automation application,
different degrees of automation, and various types of au-
tomation flexibility. The meaning of these automation
characteristics is explained in the next section.
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a)
Fig. 3.12a–j Automation and control systems in ship-
building: (a) production management through enterprise
resource planning (ERP) systems. Manufacturing automa-
tion in shipbuilding examples: (b) overview; (c) automatic
panel welding robots system; (d) sensor application in
membrane tank fabrication; (e) propeller grinding process
by robotic automation. Automatic ship operation systems
examples: (f) overview; (g) alarm and monitoring system;
(h) integrated bridge system; (i) power management sys-
tem; (j) engine monitoring system (source: [3.13]) (with
permission from Hyundai Heavy Industries)

Manufacturing
automation

Welding robot automation

Hybrid welding automation
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Process monitoring automationGrinding, deburring automation

Sensing measurement automation

b)

Fig. 3.12a–j (cont.)
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c) d)

e)

f)

Integrated bridge system

Engine monitoring system
Power management system

Alarm and monitoring system

g)

Fig. 3.12a–j (cont.)
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h)

i)

j)

Fig. 3.12a–j (cont.)
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Fig. 3.13a,b Integrated power substation control system: (a) overview; (b) substation automation platform chassis (cour-
tesy of GE Energy Co., Atlanta) (LAN – local area network, DA – data acquisition, UR – universal relay, MUX –
multiplexor, HMI – human-machine interface)
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Fig. 3.13a,b (cont.)
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3.4 Flexibility, Degrees, and Levels of Automation

Increasingly, solutions of society’s problems cannot be
satisfied by, and therefore cannot mean the automa-
tion of just a single, repeated process. By automating
the networking and integration of devices and sys-
tems, they are able to perform different and variable
tasks. Increasingly, this ability also requires cooperation
(sharing of information and resources) and collabo-
ration (sharing in the execution and responses) with
other devices and systems. Thus, devices and systems
have to be designed with inherent flexibility, which
is motivated by the clients’ requirements. With grow-
ing demand for service and product variety, there is
also an increase in the expectations by users and
customers for greater reliability, responsiveness, and
smooth interoperability. Thus, the meaning of automa-
tion also involves the aspects of its flexibility, degree,
and levels.

To enable design for flexibility, certain standards
and measures have been and will continue to be estab-
lished. Automation flexibility, often overlapping with
the level of automation intelligence, depends on two
main considerations:

1. The number of different states that can be assumed
automatically

2. The length of time and amount of effort (setup pro-
cess) necessary to respond and execute a change of
state.

The number of different possible states and the
cost of changes required are linked with two inter-
related measures of flexibility: application flexibility
and adaptation flexibility (Fig. 3.14). Both measures are
concerned with the possible situations of the system
and its environment. Automation solutions may address
only switching between undisturbed, standard opera-
tions and nominal, variable situations, or can also aspire
to respond when operations encounter disruptions and
transitions, such as errors and conflicts, or significant
design changes.

Application flexibility measures the number of dif-
ferent work states, scenarios, and conditions a system
can handle. It can be defined as the probability that an
arbitrary task, out of a given class of such tasks, can
be carried out automatically. A relative comparison be-
tween the application flexibility of alternative designs
is relevant mostly for the same domain of automation
solutions. For instance, in Fig. 3.14 it is the domain of
machining.

Adaptation flexibility is a measure of the time dura-
tion and the cost incurred for an automation device or
system to transition from one given work state to an-
other. Adaptation flexibility can also be measured only
relatively, by comparing one automation device or sys-
tem with another, and only for one defined change of
state at a time. The change of state involves being in one
possible state prior to the transition, and one possible
state after it.

A relative estimate of the two flexibility mea-
sures (dimensions) for several implementations of
machine tools automation is illustrated in Fig. 3.14.
For generality, both measures are calibrated between 0
and 1.

3.4.1 Degree of Automation

Another dimension of automation, besides measures
of its inherent flexibility, is the degree of automa-
tion. Automation can mean fully automatic or semi-
automatic devices and systems, as exemplified in case A
(Sect. 3.3.1), with the steam turbine speed governor,
and in case E (Sect. 3.3.5), with a mix of robots and
operators in elevator production. When a device or sys-
tem is not fully automatic, meaning that some, or more
frequent human intervention is required, they are con-
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Fig. 3.14 Application flexibility and adaptation flexibility in ma-
chining automation (after [3.14])
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sidered automated, or semiautomatic, equivalent terms
implying partial automation.

A measure of the degree of automation, between
fully manual to fully automatic, has been used to guide
the design rationalization and compare between alterna-
tive solutions. Progression in the degree of automation
in machining is illustrated in Fig. 3.14. The increase of
automated partial functions is evident when comparing
the drilling machine with the more flexible machines
that can also drill and, in addition, are able to perform
other processes such as milling.

The degree of automation can be defined as the frac-
tion of automated functions out of the overall functions
of an installation or system. It is calculated as the ra-
tio between the number of automated operations, and
the total number of operations that need to be per-
formed, resulting in a value between 0 and 1. Thus,
for a device or system with partial automation, where
not all operations or functions are automatic, the de-
gree of automation is less than 1. Practically, there are
several methods to determine the degree of automation.
The derived value requires a description of the method
assumptions and steps. Typically, the degree of automa-
tion is associated with characteristics of:

1. Platform (device, system, etc.)
2. Group of platforms
3. Location, site
4. Plant, facility
5. Process and its scope
6. Process measures, e.g., operation cycle
7. Automatic control
8. Power source
9. Economic aspects
10. Environmental effects.

In determining the degree of automation of a given
application, whether the following functions are also
supposed to be considered must also be specified:

1. Setup
2. Organization, reorganization
3. Control and communication
4. Handling (of parts, components, etc.)
5. Maintenance and repair
6. Operation and process planning
7. Construction
8. Administration.

For example, suppose we consider the automation
of a document processing system (case H, Sect. 3.3.8)
which is limited to only the scanning process, thus
omitting other workflow functions such as document

feeding, joining, virtual inspection, and failure recov-
ery. Then if the scanning is automatic, the degree of
automation would be 1. However, if the other functions
are also considered and they are not automatic, then the
value would be less than 1.

Methods to determine the degree of automation di-
vide into two categories:

• Relative determination applying a graded scale,
containing all the functions of a defined domain
process, relative to a defined system and the cor-
responding degrees of automation. For any given
device or system in this domain, the degree of
automation is found through comparison with the
graded scale. This procedure is similar to other
graded scales, e.g., Mohs’ hardness scale, and Beau-
fort wind-speed scale. This method is illustrated in
Fig. 3.15, which shows an example of the graded
scale of mechanization and automation, following
the scale developed by Bright [3.15].• Relative determination by a ratio between the
autonomous and nonautonomous measures of refer-
ence. The most common measure of reference is the
number of decisions made during the process under
consideration (Table 3.9). Other useful measures of
reference for this determination are the comparative
ratios of:

– Rate of service quality
– Human labor
– Time measures of effort
– Cycle time
– Number of mobility and motion functions
– Program steps.

To illustrate the method in reference to decisions
made during the process, consider an example for
case B (Sect. 3.3.2). Suppose in the bioreactor system
process there is a total of seven decisions made auto-
matically by the devices and five made by a human
laboratory supervisor. Because these decisions are not
similar, the degree of automation cannot be calculated
simply as the ratio 7/(7+5) ≈ 0.58. The decisions must
be weighted by their complexity, which is usually as-
sessed by the number of control program commands or
steps (Table 3.9). Hence, the degree of automation can
be calculated as:

degree of

automation
=

(
sum of decision steps made

automatically by devices

)

(total sum of decision steps made)

= 82/(82+178) ≈ 0.32 .
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Fig. 3.15 Automation scale: scale for comparing grades of automation (after [3.15])

Now designers can compare this automation design
against relatively more and less elaborate options. Ra-
tionalization will have to assess the costs, benefits, risks,
and acceptability of the degree of automation for each
alternative design.

Whenever the degree of automation is determined
by a method, the following conditions must be fol-
lowed:

1. The method is able to reproduce the same procedure
consistently.

Table 3.9 Degree of automation: calculation by the ratio of decision types

Automatic decisions Human decisions Total

Decision number 1 2 3 4 5 6 7 Sum 8 9 10 11 12 Sum

Complexity 10 12 14 9 14 11 12 82 21 3 82 45 27 178 260

(number of program steps)

2. Comparison is only done between objective mea-
sures.

3. Degree values should be calibrated between 0 and 1
to simplify calculations and relative comparisons.

3.4.2 Levels of Automation, Intelligence,
and Human Variability

There is obviously an inherent relation between the
level of automation flexibility, the degree of automation,
and the level of intelligence of a given automation ap-
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Table 3.10 Levels of automation (updated and expanded after [3.16])

Level Automation Automated Examples
human attribute

A0 Hand-tool; None Knife; scissors; wheelbarrow

manual machine

A1 Powered machine tools Energy, muscles Electric hand drill; electric food processor;

(non-NC) paint sprayer

A2 Single-cycle automatics and Dexterity Pipe threading machine; machine tools (non-NC)

hand-feeding machines

A3 Automatics; repeated cycles Diligence Engine production line; automatic copying lathe;

automatic packaging; NC machine;

pick-and-place robot

A4 Self-measuring and adjusting; Judgment Feedback about product: dynamic balancing; weight

feedback control. Feedback about position: pattern-tracing

flame cutter; servo-assisted follower control; self-

correcting NC machines; spray-painting robot

A5 Computer control; Evaluation Rate of feed cutting; maintaining pH;

automatic cognition error compensation; turbine fuel control; interpolator

A6 Limited self-programming Learning Sophisticated elevator dispatching;

telephone call switching systems;

artificial neural network models

A7 Relating cause from effects Reasoning Sales prediction; weather forecasting;

lamp failure anticipation; actuarial analysis;

maintenance prognostics; computer chess playing

A8 Unmanned mobile machines Guided mobility Autonomous vehicles and planes;

nano-flying exploration monitors

A9 Collaborative networks Collaboration Collaborative supply networks; Internet;

collaborative sensor networks

A10 Originality Creativity Computer systems to compose music;

design fabric patterns; formulate new drugs;

play with automation, e.g., virtual-reality games

A11 Human-needs Compassion Bioinspired robotic seals (aquatic mammal) to help

and animal-needs support emotionally challenged individuals;

social robotic pets

A12 Interactive companions Humor Humorous gadgets, e.g., sneezing tissue dispenser;

automatic systems to create/share jokes;

interactive comedian robot

NC: numerically controlled; non-NC: manually controlled
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plication. While there are no absolute measures of any
of them, their meaning is useful and intriguing to inven-
tors, designers, users, and clients of automation. Levels
of automation are shown in Table 3.10 based on the
intelligent human ability they represent.

It is interesting to note that the progression in
our ability to develop and implement higher lev-

els of automation follows the progress in our un-
derstanding of relatively more complex platforms;
more elaborate control, communication, and solu-
tions of computational complexity; process and op-
eration programmability; and our ability to gen-
erate renewable, sustainable, and mobile power
sources.

3.5 Worldwide Surveys: What Does Automation Mean to People?

With known human variability, we are all concerned
about automation, enjoy its benefits, and wonder about
its risks. But all individuals do not share our attitude
towards automation equally, and it does not mean the
same to everyone. We often hear people say:

• I’ll have to ask my grandson to program the video
recorder.• I hate my cell-phone.• I can’t imagine my life without a cell-phone.• Those dumb computers.• Sorry, I do not use elevators, I’ll climb the six floors
and meet you there!

etc.

Table 3.11 How do you define automation (do not use a dictionary)?

Definition Asia– Europe + North South World-

Pacific Israel America America wide

(%) (%) (%) (%) (%)

1. Partially or fully replace human work a 6 43 18 5 27

2. Use machines/computers/robots to execute or help execute 25 17 35 32 24

physical operations, computational commands or tasks

3. Work without or with little human participation 33 20 17 47 24

4. Improve work/system in terms of labor, time, money, 9 9 22 5 11

quality, productivity, etc.

5. Functions and actions that assist humans 4 3 2 0 3

6. Integrated system of sensors, actuators, and controllers 6 2 2 0 3

7. Help do things humans cannot do 3 2 2 0 2

8. Promote human value 6 1 0 0 2

9. The mechanism of automatic machines 5 1 0 5 2

10. Information-technology-based organizational change 0 0 3 0 1

11. Machines with intelligence that works and knows what to do 1 1 0 5 1

12. Enable humans to perform multiple actions 0 1 0 0 0
a Note: This definition is inaccurate; most automation accomplishes work that humans cannot do, or cannot do effectively
∗ Respondents: 318 (244 undergraduates, 64 graduates, 10 others)

In an effort to explore the meaning of automation
to people around the world, a random, nonscientific
survey was conducted during 2007–2008 by the au-
thor, with the help of the following colleagues: Carlos
Pereira (Brazil), Jose Ceroni (Chile), Alexandre Dol-
gui (France), Sigal Berman, Yael Edan, and Amit Gil
(Israel), Kazayuhi Ishii, Masayuki Matsui, Jing Son,
and Tetsuo Yamada (Japan), Jeong Wootae (Korea),
Luis Basañez and Raúl Suárez Feijóo (Spain), Chin-
Yin Huang (Taiwan), and Xin W. Chen (USA). Since the
majority of the survey participants are students, under-
graduate and graduate, and since they migrate globally,
the respondents actually originate from all continents.
In other words, while it is not a scientific survey, it
carries a worldwide meaning.
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Table 3.12 When and where did you encounter and recognize automation first in your life (probably as a child)?

First encounter Asia– Europe + North South World-

Pacific Israel America America wide

(%) (%) (%) (%) (%)

1. Automated manufacturing machine, factory 12 9 30 32 16

2. Vending machine: snacks, candy, drink, tickets 14 10 11 5 11

3. Car, truck, motorcycle, and components 8 14 2 0 9

4. Automatic door (pneumatic; electric) 14 2 2 5 5

5. Toy 4 7 2 5 5

6. Computer (software), e.g., Microsoft Office, e-Mail, 1 3 13 5 4

programming language

7. Elevator/escalator 8 3 2 0 3

8. Movie, TV 7 2 0 5 3

9. Robot 1 4 3 11 3

10. Washing machine 1 6 0 0 3

11. Automatic teller machine (ATM) 1 1 3 5 2

12. Dishwasher 0 4 0 0 2

13. Game machine 4 1 2 0 2

14. Microwave 0 3 2 0 2

15. Air conditioner 0 1 2 5 1

16. Amusement park 1 1 0 0 1

17. Automatic check-in at airports 0 0 3 0 1

18. Automatic light 0 1 2 5 1

19. Barcode scanner 0 0 5 0 1

20. Calculator 0 1 2 0 1

21. Clock/watch 0 1 2 0 1

22. Agricultural combine 0 1 0 0 1

23. Fruit classification machine 1 1 0 0 1

24. Garbage truck 0 1 0 0 1

25. Home automation 0 0 3 5 1

26. Kitchen mixer 0 1 0 0 1

27. Lego (with automation) 0 1 0 0 1

28. Medical equipment in the birth-delivery room 0 1 0 0 1

29. Milking machine 0 2 0 0 1

30. Oven/toaster 0 2 0 0 1

31. Pneumatic door of the school bus 0 1 2 0 1

32. Tape recorder, player 1 1 0 5 1

33. Telephone/answering machine 0 1 3 5 1

34. Train (unmanned) 3 0 0 0 1

35. X-ray machine 0 2 0 0 1

36. Automated grinding machine for sharpening knives 1 0 0 0 0

37. Automatic car wash 0 1 0 0 0

38. Automatic bottle filling (with soda or wine) 0 0 2 0 0

39. Automatic toll collection 0 0 2 0 0

40. Bread machine 0 1 0 0 0

41. Centrifuge 0 0 2 0 0

42. Coffee machine 0 1 0 0 0

Part
A

3
.5



Automation: What It Means to Us Around the World 3.5 Worldwide Surveys: What Does Automation Mean to People? 45

Table 3.12 (cont.)

First encounter Asia Europe + North South World-

Pacific Israel America America wide

(%) (%) (%) (%) (%)

43. Conveyor (deliver food to chickens) 0 1 0 0 0

44. Electric shaver 0 1 0 0 0

45. Food processor 0 1 0 0 0

46. Fuse/breaker 0 1 0 0 0

47. Kettle 0 1 0 0 0

48. Library 1 0 0 0 0

49. Light by electricity 0 1 0 0 0

50. Luggage/baggage sorting machine 0 1 0 0 0

51. Oxygen device 0 1 0 0 0

52. Pulse recorder 0 1 0 0 0

53. Radio 0 1 0 0 0

54. Self-checkout machine 0 0 2 0 0

55. Sprinkler 0 1 0 0 0

56. Switch (power; light) 0 1 0 0 0

57. Thermometer 0 1 0 0 0

58. Traffic light 0 1 0 0 0

59. Treadmill 0 0 2 0 0

60. Ultrasound machine 0 1 0 0 0

61. Video cassette recorder (VCR) 0 1 0 0 0

62. Water delivery 0 1 0 0 0
∗ Respondents: 316 (249 undergraduates, 57 graduates, 10 others)

The survey population includes 331 respondents,
from three general categories:

1. Undergraduate students of engineering, science,
management, and medical sciences (251)

2. Graduate students from the same disciplines (70)
3. Nonstudents, experts, and novices in automation

(10).

Three questions were posed in this survey:

• How do you define automation (do not use a dictio-
nary)?• When and where did you encounter and recognize
automation first in your life (probably as a child)?• What do you think is the major impact/contribution
of automation to humankind (only one)?

The answers are summarized in Tables 3.11–3.13.

3.5.1 How Do We Define Automation?

The key answer to this was question was (Table 3.11,
no. 3): operate without or with little human participation

(24%). This answer reflects a meaning that corresponds
well with the definition in the beginning of this chapter.
It was the most popular response in Asia–Pacific and
South America.

Overall, the 12 types of definition meanings fol-
low three main themes: How automation works (answer
nos. 2, 6, 9, 11, total 30%); automation replaces hu-
mans, works without them, or augments their functions
(answer nos. 1, 3, 7, 10, total 54%); automation im-
proves (answer nos. 4, 5, 8, 12, total 16%).

Interestingly, the overall most popular answer (an-
swer no. 1; 27%) is a partially wrong answer. (It was
actually the significantly most popular response only in
Europe and Israel.) Replacing human work may repre-
sent legacy fear of automation. This answer lacks the
recognition that most automation applications are per-
forming tasks humans cannot accomplish. The latter is
also a partial, yet positive, meaning of automation and
is addressed by answer no. 7 (2%).

Answer nos. 2, 6, 9, and 11 (total 29%) represent
a factual meaning of how automation is implemented.
Answer 10, found only in North America responses, ad-
dresses a meaning of automation that narrows it down to
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Table 3.13 What do you think is the major impact/contribution of automation to humankind (only one)?

Major impact or contribution Asia– Europe + North South World-

Pacific Israel America America wide

(%) (%) (%) (%) (%)

1. Save time, increase productivity/efficiency; 26 19 17 42 22

24/7 operations

2. Advance everyday life/improve quality of life/ 10 11 0 0 8

convenience/ease of life/work

3. Save labor 17 5 3 0 8

4. Encourage/inspire creative work; inspire newer solutions 5 5 7 11 6

5. Mass production and service 0 5 17 5 6

6. Increase consistency/improve quality 5 5 2 16 5

7. Prevent people from dangerous activities 7 2 7 5 5

8. Detect errors in healthcare, flights, factories/ 8 2 2 5 4

reduce (human) errors

9. Medicine/medical equipment/medical system/ 0 8 2 0 4

biotechnology/healthcare

10. Save cost 7 2 5 0 4

11. Computer 0 5 3 0 3

12. Improve security and safety 0 7 2 0 3

13. Assist/work for people 3 3 0 5 2

14. Car 3 1 2 0 2

15. Do things that humans cannot do 1 2 3 5 2

16. Replace people; people lose jobs 2 2 2 0 2

17. Save lives 0 4 0 0 2

18. Transportation (e.g., train, traffic lights) 1 2 2 0 2

19. Change/improvement in (global) economy 0 1 3 0 1

20. Communication (devices) 0 1 5 0 1

21. Deliver products/service to more people 1 1 0 0 1

22. Extend life expectancy 0 1 0 0 1

23. Foundation of industry/growth of industry 0 2 0 0 1

24. Globalization and spread of culture and knowledge 0 0 3 0 1

25. Help aged/handicapped people 3 1 0 0 1

26. Manufacturing (machines) 1 1 2 0 1

27. Robot; industrial robot 0 0 5 0 1

28. Agriculture improvement 0 1 0 0 0

29. Banking system 0 0 2 0 0

30. Construction 0 0 2 0 0

31. Flexibility in manufacturing 0 1 0 0 0

32. Identify bottlenecks in production 0 0 2 0 0

33. Industrial revolution 0 1 0 0 0

34. Loom 0 0 2 0 0

35. People lose abilities to complete tasks 0 1 0 0 0

36. Save resources 0 1 0 0 0

37. Weather prediction 0 0 2 0 0
∗ Respondents: 330 (251 undergraduate, 70 graduate, 9 others)

Part
A

3
.5



Automation: What It Means to Us Around the World 3.6 Emerging Trends 47

information technology. Answer nos. 4, 5, and 12 (total
14%) imply that automation means improvements and
assistance. Finally, answer no. 8, promote human value
(2%, but found only in Asia–Pacific, and Europe and
Israel) may reflect cultural meaning more than a defini-
tion.

In addition to the regional response variations men-
tioned above, it turns out that the first four answers
in Table 3.11 comprise the majority of meaning in
each region: 73% for Asia–Pacific; 89% for Europe
and Israel and for South America; and 92% for North
America (86% worldwide). In Asia–Pacific, four other
answer types each comprised 4–6% of the 12 answer
types.

3.5.2 When and Where Did We Encounter
Automation First in Our Life?

The key answer to this question was: automated manu-
facturing machine or factory (16%), which was the top
answer in North and South America, but only the third
response in Asia–Pacific and in Europe and Israel. The
top answer in Asia–Pacific is shared by vending ma-
chine and automatic door (14% each), and in Europe
and Israel the top answer was car, truck, motorcycle,
and components (14%). Overall, the 62 types of re-
sponses to this question represent a wide range of what
automation means to us.

There are variations in responses between regions,
with only two answers – no. 1, automated manufac-
turing machine, factory, and no. 2, vending machine:
snacks, candy, drink, tickets – shared by at least three
of the four regions surveyed. Automatic door is in the
top three only in Asia–Pacific; car, truck, motorcycle,
and components is in the top three only in Europe
and Israel; computer is in the top three only in North

America; and robot is in the top three only in South
America.

Of the 62 response types, almost 40 appear in only
one region (or are negligible in other regions), and it
is interesting to relate the regional context of the first
encounter with automation. For instance:

• Answers no. 34, train (unmanned) and no. 36, au-
tomated grinding machine for sharpening knives,
appear as responses mostly in Asia–Pacific (3%)• Answers no. 12, dishwasher (4%); no. 35, x-ray ma-
chine (2%); and no. 58, traffic light (1%) appear as
responses mostly in Europe and Israel• Answers no. 19, barcode scanner (4%); no. 38, au-
tomatic bottle filling (2%); no. 39, automatic toll
collection (2%); and no. 59, treadmill, (2%) appear
as responses mostly in North America.

3.5.3 What Do We Think Is
the Major Impact/Contribution
of Automation to Humankind?

Thirty-seven types of impacts or benefits were found in
the survey responses overall. The most inspiring impact
and benefit of automation found is answer no. 4, en-
courage/inspire creative work; inspire newer solutions
(6%).

The most popular response was: save time, increase
productivity/efficiency; 24/7 operations (22%). The key
risk identified, answer no. 16, was: replace people; peo-
ple lose jobs (2%, but interestingly, this was not found
in South America). Another risky impact identified is
answer no. 35, people lose abilities to complete tasks,
(1%, only in Europe and Israel). Nevertheless, the ma-
jority (98%) identified 35 types of positive impacts and
benefits.

3.6 Emerging Trends

Many of us perceive the meaning of the automatic and
automated factories and gadgets of the 20th and 21st
century as outstanding examples of the human spirit
and human ingenuity, no less than art; their disciplined
organization and synchronized complex of carefully
programmed functions and services mean to us har-
monious expression, similar to good music (when they
work).

Clearly, there is a mixture of emotions towards au-
tomation: Some of us are dismayed that humans cannot

usually be as accurate, or as fast, or as responsive, at-
tentive, and indefatigable as automation systems and
installations. On the other hand, we sometimes hear
the word automaton or robot describing a person or
an organization that lacks consideration and compas-
sion, let alone passion. Let us recall that automation
is made by people and for the people. But can it run
away by its own autonomy and become undesirable?
Future automation will advance in micro- and nanosys-
tems and systems-of-systems. Bioinspired automation

Part
A

3
.6



48 Part A Development and Impacts of Automation

and bioinspired collaborative control theory will signif-
icantly improve artificial intelligence, and the quality of
robotics and automation, as well as the engineering of
their safety and security. In this context, it is interesting
to examine the role of automation in the 20th and 21st
centuries.

3.6.1 Automation Trends
of the 20th and 21st Centuries

The US National Academy of Engineering, which in-
cludes US and worldwide experts, compiled the list
shown in Table 3.14 as the top 20 achievements that
have shaped a century and changed the world [3.17].
The table adds columns indicating the role that au-
tomation has played in each achievement, and clearly,
automation has been relevant in all of them and essential
to most of them.

The US National Academy of Engineers has also
compiled a list of the grand challenges for the 21st cen-

Table 3.14 Top engineering achievements in the 20th century [3.17] and the role of automation

Achievement Role of automation
Relevant Irrelevant

Essential Supportive

1. Electrification ×

2. Automobile ×

3. Airplane ×

4. Water supply and distribution ×

5. Electronics ×

6. Radio and television ×

7. Agricultural mechanization ×

8. Computers ×

9. Telephone ×

10. Air conditioning and refrigeration ×

11. Highways ×

12. Spacecraft ×

13. Internet ×

14. Imaging ×

15. Household appliances ×

16. Health technologies ×

17. Petroleum and petrochemical technologies ×

18. Laser and fiber optics ×

19. Nuclear technologies ×

20. High-performance materials ×

tury. These challenges are listed in Table 3.15 with the
anticipated and emerging role of automation in each.
Again, automation is relevant to all of them and essen-
tial to most of them.

Some of the main trends in automation are described
next.

3.6.2 Bioautomation

Bioinspired automation, also known as bioautoma-
tion or evolutionary automation, is emerging based on
the trend of bioinspired computing, control, and AI.
They influence traditional automation and artificial in-
telligence in the methods they offer for evolutionary
machine learning, as opposed to what can be described
as generative methods (sometimes called creationist
methods) used in traditional programming and learn-
ing. In traditional methods, intelligence is typically
programmed from top down: Automation engineers
and programmers create and implement the automa-
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tion logic, and define the scope, functions, and limits
of its intelligence. Bioinspired automation, on the other
hand, is also created and implemented by automation
engineers and programmers, but follows a bottom-
up decentralized and distributed approach. Bioinspired
techniques often involve a method of specifying a set
of simple rules, followed and iteratively applied by
a set of simple and autonomous manmade organisms.
After several generations of rule repetition, initially
manmade mechanisms of self-learning, self-repair, and
self-organization enable self-evolution towards more
complex behaviors. Complexity can result in unex-
pected behaviors, which may be robust and more reli-
able; can be counterintuitive compared with the original
design; but can potentially become undesirable, out-of-
control, and unsafe behaviors. This subject has been
under intense research and examination in recent years.

Natural evolution and system biology (biology-
inspired automation mechanisms for systems engineer-
ing) are the driving analogies of this trend: concurrent
steps and rules of responsive selection, interdependent
recombination, reproduction, mutation, reformation,
adaptation, and death-and-birth can be defined, sim-
ilar to how complex organisms function and evolve
in nature. Similar automation techniques are used in
genetic algorithms, artificial neural networks, swarm al-
gorithms, and other emerging evolutionary automation

Table 3.15 Grand engineering challenges for the 21st century [3.17] and the role of automation

Achievement Anticipated and emerging role of automation
Relevant Irrelevant

Essential Supportive

1. Make solar energy economical ×

2. Provide energy from fusion ×

3. Develop carbon sequestration methods ×

4. Manage the nitrogen cycle ×

5. Provide access to clean water ×

6. Restore and improve urban infrastructure ×

7. Advance health informatics ×

8. Engineer better medicines ×

9. Reverse-engineer the brain ×

10. Prevent nuclear terror ×

11. Secure cyberspace ×

12. Enhance virtual reality ×

13. Advance personalized learning ×

14. Engineer the tools of scientific discovery ×

systems. Mechanisms of self-organization, parallelism,
fault tolerance, recovery, backup, and redundancy are
being developed and researched for future automation,
in areas such as neuro-fuzzy techniques, biorobotics,
digital organisms, artificial cognitive models and archi-
tectures, artificial life, bionics, and bioinformatics. See
related topics in many following handbook chapters,
particularly, 29, 75 and 76.

3.6.3 Collaborative Control Theory
and e-Collaboration

Collaboration of humans, and its advantages and chal-
lenges are well known from prehistory and throughout
history, but have received increased attention with
the advent of communication technology. Significantly
better enabled and potentially streamlined and even
optimized through e-Collaboration (based on commu-
nication via electronic means), it is emerging as one
of the most powerful trends in automation, with tele-
communication, computer communication, and wire-
less communication influencing education and research,
engineering and business, healthcare and service in-
dustries, and global society in general. Those develop-
ments, in turn, motivate and propel further applications
and theoretical investigations into this highly intelligent
level of automation (Table 3.10, level A9 and higher).
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Interesting examples of the e-Collaboration trend
include wikis, which since the early 2000s have been
increasingly adopted by enterprises as collaborative
software, enriching static intranets and the Internet. Ex-
amples of e-Collaborative applications that emerged in
the 1990s include project communication for coplan-
ning, sharing the creation and editing of design doc-
uments as codesign and codocumentation, and mutual
inspiration for collaborative innovation and invention
through cobrainstorming.

Beyond human–human automation-supported col-
laboration through better and more powerful commu-
nication technology, there is a well-known but not
yet fully understood trend for collaborative e-Work.
Associated with this field is collaborative control the-
ory (CCT), which is under development. Collaborative
e-Work is motivated by significantly improved per-
formance of humans leveraging their collaborative
automatic agents. The latter, from software automata
(e.g., constructive bots as opposed to spam and other
destructive bots) to automation devices, multisensors,
multiagents, and multirobots can operate in a parallel,
autonomous cyberspace, thus multiplying our produc-
tivity and increasing our ability to design sustainable
systems and operations. A related important trend is the
emergence of active middleware for collaboration sup-
port of device networks and of human team networks
and enterprises.

More about this subject area can be found in several
chapters of this handbook, particularly in Chaps. 12, 14,
26, and 88.

3.6.4 Risks of Automation

As civilization increasingly depends on automation and
looks for automation to support solutions of its serious
problems, the risks associated with automation must be
understood and eliminated. Failures of automation on
a very large scale are most risky. Just a few examples
of disasters caused by automation failures are nuclear
accidents; power supply disruptions and blackout; Fed-
eral Aviation Administration control systems failures
causing air transportation delays and shutdowns; cellu-
lar communication network failures; and water supply
failures. The impacts of severe natural and manmade
disasters on automated infrastructure are therefore the
target of intense research and development. In addition,
automation experts are challenged to apply automation
to enable sustainability and better mitigate and elimi-
nate natural and manmade disasters, such as security,
safety, and health calamities.

3.6.5 Need for Dependability, Survivability,
Security, and Continuity of Operation

Emerging efforts are addressing better automation de-
pendability and security by structured backup and
recovery of information and communication systems.
For instance, with service orientation that is able to
survive, automation can enable gradual and degraded
services by sustaining critical continuity of operations
until the repair, recovery, and resumption of full ser-
vices. Automation continues to be designed with the
goal of preventing and eliminating any conceivable
errors, failures, and conflicts, within economic con-
straints. In addition, the trend of collaborative flexibility
being designed into automation frameworks encourages
reconfiguration tools that redirect available, safe re-
sources to support the most critical functions, rather that
designing absolutely failure-proof system.

With the trend towards collaborative, networked au-
tomation systems, dependability, survivability, security,
and continuity of operations are increasingly being en-
abled by autonomous self-activities, such as:

• Self-awareness and situation awareness• Self-configuration• Self-explaining and self-rationalizing• Self-healing and self-repair• Self-optimization• Self-organization• Self-protection for security.

Other dimensions of emerging automation risks
involve privacy invasion, electronic surveillance, accu-
racy and integrity concerns, intellectual and physical
property protection and security, accessibility issues,
confidentiality, etc. Increasingly, people ask about the
meaning of automation, how can we benefit from it,
yet find a way to contain its risks and powers. At the
extreme of this concern is the automation singular-
ity [3.18].

Automation singularity follows the evident accel-
eration of technological developments and discoveries.
At some point, people ask, is it possible that superhu-
man machines can take over the human race? If we
build them too autonomous, with collaborative ability
to self-improve and self-sustain, would they not even-
tually be able to exceed human intelligence? In other
words, superintelligent machines may autonomously,
automatically, produce discoveries that are too complex
for humans to comprehend; they may even act in ways
that we consider out of control, chaotic, and even aimed
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at damaging and overpowering people. This emerging
trend of thought will no doubt energize future research
on how to prevent automation from running on its own

without limits. In a way, this is the 21st century human
challenge of never play with fire.

3.7 Conclusion

This chapter explores the meaning of automation
to people around the world. After review of the
evolution of automation and its influence on civiliza-
tion, its main contributions and attributes, a survey
is used to summarize highlights of the meaning of
automation according to people around the world.
Finally, emerging trends in automation and con-
cerns about automation are also described. They can
be summarized as addressing three general ques-
tions:

1. How can automation be improved and become more
useful and dependable?

2. How can we limit automation from being too risky
when it fails?

3. How can we develop better automation that is more
autonomous and performs better, yet does not take
over our humanity?

These topics are discussed in detail in the chapters
of this handbook.
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A History of A4. A History of Automatic Control

Christopher Bissell

Automatic control, particularly the application of
feedback, has been fundamental to the devel-
opment of automation. Its origins lie in the level
control, water clocks, and pneumatics/hydraulics
of the ancient world. From the 17th century on-
wards, systems were designed for temperature
control, the mechanical control of mills, and the
regulation of steam engines. During the 19th cen-
tury it became increasingly clear that feedback
systems were prone to instability. A stability cri-
terion was derived independently towards the
end of the century by Routh in England and Hur-
witz in Switzerland. The 19th century, too, saw the
development of servomechanisms, first for ship
steering and later for stabilization and autopilots.
The invention of aircraft added (literally) a new
dimension to the problem. Minorsky’s theoreti-
cal analysis of ship control in the 1920s clarified
the nature of three-term control, also being used
for process applications by the 1930s. Based on
servo and communications engineering devel-
opments of the 1930s, and driven by the need
for high-performance gun control systems, the
coherent body of theory known as classical con-
trol emerged during and just after WWII in the
US, UK and elsewhere, as did cybernetics ideas.
Meanwhile, an alternative approach to dynamic
modeling had been developed in the USSR based
on the approaches of Poincaré and Lyapunov.
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Information was gradually disseminated, and
state-space or modern control techniques, fuelled
by Cold War demands for missile control systems,
rapidly developed in both East and West. The
immediate post-war period was marked by great
claims for automation, but also great fears, while
the digital computer opened new possibilities for
automatic control.

4.1 Antiquity and the Early Modern Period

Feedback control can be said to have originated with
the float valve regulators of the Hellenic and Arab
worlds [4.1]. They were used by the Greeks and Arabs
to control such devices as water clocks, oil lamps and
wine dispensers, as well as the level of water in tanks.
The precise construction of such systems is still not

entirely clear, since the descriptions in the original
Greek or Arabic are often vague, and lack illustrations.
The best known Greek names are Ktsebios and Philon
(third century BC) and Heron (first century AD) who
were active in the eastern Mediterranean (Alexandria,
Byzantium). The water clock tradition was continued in
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the Arab world as described in books by writers such
as Al-Jazari (1203) and Ibn al-Sa-ati (1206), greatly
influenced by the anonymous Arab author known as
Pseudo-Archimedes of the ninth–tenth century AD,
who makes specific reference to the Greek work of
Heron and Philon. Float regulators in the tradition of
Heron were also constructed by the three brothers Banu
Musa in Baghdad in the ninth century AD.

The float valve level regulator does not appear to
have spread to medieval Europe, even though transla-
tions existed of some of the classical texts by the above
writers. It seems rather to have been reinvented dur-
ing the industrial revolution, appearing in England, for
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Fig. 4.1 Mead’s speed regulator (af-
ter [4.1])

example, in the 18th century. The first independent Eu-
ropean feedback system was the temperature regulator
of Cornelius Drebbel (1572–1633). Drebbel spent most
of his professional career at the courts of James I and
Charles I of England and Rudolf II in Prague. Drebbel
himself left no written records, but a number of contem-
porary descriptions survive of his invention. Essentially
an alcohol (or other) thermometer was used to operate
a valve controlling a furnace flue, and hence the temper-
ature of an enclosure [4.2]. The device included screws
to alter what we would now call the set point.

If level and temperature regulation were two of
the major precursors of modern control systems, then
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a number of devices designed for use with windmills
pointed the way towards more sophisticated devices.
During the 18th century the mill fantail was developed
both to keep the mill sails directed into the wind and to
automatically vary the angle of attack, so as to avoid ex-
cessive speeds in high winds. Another important device
was the lift-tenter. Millstones have a tendency to sep-
arate as the speed of rotation increases, thus impairing
the quality of flour. A number of techniques were devel-
oped to sense the speed and hence produce a restoring
force to press the millstones closer together. Of these,

0 1 2 3 4 5 6 7 8 9 10 11 12 feet

0 0.5 1 2 3 4 m

Fig. 4.2 Boulton & Watt steam engine with centrifugal governor (after [4.1])

perhaps the most important were Thomas Mead’s de-
vices [4.3], which used a centrifugal pendulum to sense
the speed and – in some applications – also to pro-
vide feedback, hence pointing the way to the centrifugal
governor (Fig. 4.1).

The first steam engines were the reciprocating en-
gines developed for driving water pumps; James Watt’s
rotary engines were sold only from the early 1780s.
But it took until the end of the decade for the centrifu-
gal governor to be applied to the machine, following
a visit by Watt’s collaborator, Matthew Boulton, to
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the Albion Mill in London where he saw a lift-tenter
in action under the control of a centrifugal pendu-
lum (Fig. 4.2). Boulton and Watt did not attempt to
patent the device (which, as noted above, had essen-

tially already been patented by Mead) but they did try
unsuccessfully to keep it secret. It was first copied in
1793 and spread throughout England over the next ten
years [4.4].

4.2 Stability Analysis in the 19th Century

With the spread of the centrifugal governor in the early
19th century a number of major problems became ap-
parent. First, because of the absence of integral action,
the governor could not remove offset: in the terminol-
ogy of the time it could not regulate but only moderate.
Second, its response to a change in load was slow.
And thirdly, (nonlinear) frictional forces in the mech-
anism could lead to hunting (limit cycling). A number
of attempts were made to overcome these problems:
for example, the Siemens chronometric governor ef-
fectively introduced integral action through differential
gearing, as well as mechanical amplification. Other
approaches to the design of an isochronous governor
(one with no offset) were based on ingenious mechan-
ical constructions, but often encountered problems of
stability.

Nevertheless the 19th century saw steady progress
in the development of practical governors for steam en-
gines and hydraulic turbines, including spring-loaded
designs (which could be made much smaller, and
operate at higher speeds) and relay (indirect-acting)
governors [4.6]. By the end of the century governors
of various sizes and designs were available for effec-
tive regulation in a range of applications, and a number
of graphical techniques existed for steady-state design.
Few engineers were concerned with the analysis of the
dynamics of a feedback system.

In parallel with the developments in the engineering
sector a number of eminent British scientists became
interested in governors in order to keep a telescope di-
rected at a particular star as the Earth rotated. A formal
analysis of the dynamics of such a system by George
Bidell Airy, Astronomer Royal, in 1840 [4.7] clearly
demonstrated the propensity of such a feedback sys-
tem to become unstable. In 1868 James Clerk Maxwell
analyzed governor dynamics, prompted by an electri-
cal experiment in which the speed of rotation of a coil
had to be held constant. His resulting classic paper
On governors [4.8] was received by the Royal Society
on 20 February. Maxwell derived a third-order linear
model and the correct conditions for stability in terms
of the coefficients of the characteristic equation. Un-

able to derive a solution for higher-order models, he
expressed the hope that the question would gain the
attention of mathematicians. In 1875 the subject for
the Cambridge University Adams Prize in mathemat-
ics was set as The criterion of dynamical stability.
One of the examiners was Maxwell himself (prizewin-
ner in 1857) and the 1875 prize (awarded in 1877)
was won by Edward James Routh. Routh had been in-
terested in dynamical stability for several years, and
had already obtained a solution for a fifth-order sys-
tem. In the published paper [4.9] we find derived the
Routh version of the renowned Routh–Hurwitz stability
criterion.

Related, independent work was being carried out
in continental Europe at about the same time [4.5].
A summary of the work of I.A. Vyshnegradskii in St.
Petersburg appeared in the French Comptes Rendus de
l’Academie des Sciences in 1876, with the full ver-
sion appearing in Russian and German in 1877, and in
French in 1878/79. Vyshnegradskii (generally translit-
erated at the time as Wischnegradski) transformed
a third-order differential equation model of a steam en-
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Fig. 4.3 Vyshnegradskii’s stability diagram with modern
pole positions (after [4.5])
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gine with governor into a standard form

ϕ3 + xϕ2 + yϕ+1 = 0 ,

where x and y became known as the Vyshnegradskii pa-
rameters. He then showed that a point in the x–y plane
defined the nature of the system transient response. Fig-
ure 4.3 shows the diagram drawn by Vyshnegradskii, to
which typical pole constellations for various regions in
the plane have been added.

In 1893 Aurel Boreslav Stodola at the Federal Poly-
technic, Zurich, studied the dynamics of a high-pressure
hydraulic turbine, and used Vyshnegradskii’s method to
assess the stability of a third-order model. A more re-

alistic model, however, was seventh-order, and Stodola
posed the general problem to a mathematician colleague
Adolf Hurwitz, who very soon came up with his version
of the Routh–Hurwitz criterion [4.10]. The two ver-
sions were shown to be identical by Enrico Bompiani
in 1911 [4.11].

At the beginning of the 20th century the first general
textbooks on the regulation of prime movers appeared
in a number of European languages [4.12, 13]. One of
the most influential was Tolle’s Regelung der Kraftma-
schine, which went through three editions between 1905
and 1922 [4.14]. The later editions included the Hurwitz
stability criterion.

4.3 Ship, Aircraft and Industrial Control Before WWII

The first ship steering engines incorporating feedback
appeared in the middle of the 19th century. In 1873 Jean
Joseph Léon Farcot published a book on servomotors
in which he not only described the various designs de-
veloped in the family firm, but also gave an account of
the general principles of position control. Another im-
portant maritime application of feedback control was in
gun turret operation, and hydraulics were also exten-
sively developed for transmission systems. Torpedoes,
too, used increasingly sophisticated feedback systems
for depth control – including, by the end of the century,
gyroscopic action (Fig. 4.4).
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Fig. 4.4 Torpedo servomotor as fitted to Whitehead torpedoes around 1900 (after [4.15])

During the first decades of the 20th century gyro-
scopes were increasingly used for ship stabilization and
autopilots. Elmer Sperry pioneered the active stabilizer,
the gyrocompass, and the gyroscope autopilot, filing
various patents over the period 1907–1914. Sperry’s
autopilot was a sophisticated device: an inner loop con-
trolled an electric motor which operated the steering
engine, while an outer loop used a gyrocompass to
sense the heading. Sperry also designed an anticipator
to replicate the way in which an experienced helms-
man would meet the helm (to prevent oversteering); the
anticipator was, in fact, a type of adaptive control [4.16].
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Sperry and his son Lawrence also designed aircraft
autostabilizers over the same period, with the added
complexity of three-dimensional control. Bennett de-
scribes the system used in an acclaimed demonstration
in Paris in 1914 [4.17]:

For this system the Sperrys used four gyroscopes
mounted to form a stabilized reference platform;
a train of electrical, mechanical and pneumatic
components detected the position of the aircraft
relative to the platform and applied correction sig-
nals to the aircraft control surfaces. The stabilizer
operated for both pitch and roll [. . . ] The system
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Fig. 4.5 The Stabilog, a pneumatic
controller providing proportional and
integral action [4.18]

was normally adjusted to give an approximately
deadbeat response to a step disturbance. The in-
corporation of derivative action [. . . ] was based on
Sperry’s intuitive understanding of the behaviour of
the system, not on any theoretical foundations. The
system was also adaptive [. . . ] adjusting the gain to
match the speed of the aircraft.

Significant technological advances in both ship
and aircraft stabilization took place over the next two
decades, and by the mid 1930s a number of airlines
were using Sperry autopilots for long-distance flights.
However, apart from the stability analyses discussed
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in Sect. 4.2 above, which were not widely known at
this time, there was little theoretical investigation of
such feedback control systems. One of the earliest sig-
nificant studies was carried out by Nicholas Minorsky,
published in 1922 [4.19]. Minorsky was born in Russia
in 1885 (his knowledge of Russian proved to be impor-
tant to the West much later). During service with the
Russian Navy he studied the ship steering problem and,
following his emigration to the USA in 1918, he made
the first theoretical analysis of automatic ship steering.
This study clearly identified the way that control ac-
tion should be employed: although Minorsky did not
use the terms in the modern sense, he recommended
an appropriate combination of proportional, derivative
and integral action. Minorsky’s work was not widely
disseminated, however. Although he gave a good the-
oretical basis for closed loop control, he was writing in
an age of heroic invention, when intuition and practical
experience were much more important for engineering
practice than theoretical analysis.

Important technological developments were also
being made in other sectors during the first few
decades of the 20th century, although again there was
little theoretical underpinning. The electric power in-
dustry brought demands for voltage and frequency
regulation; many processes using driven rollers re-
quired accurate speed control; and considerable work
was carried out in a number of countries on sys-
tems for the accurate pointing of guns for naval
and anti-aircraft gunnery. In the process industries,
measuring instruments and pneumatic controllers of
increasing sophistication were developed. Mason’s Sta-
bilog (Fig. 4.5), patented in 1933, included integral
as well as proportional action, and by the end of
the decade three-term controllers were available that
also included preact or derivative control. Theoretical
progress was slow, however, until the advances made
in electronics and telecommunications in the 1920s
and 30s were translated into the control field dur-
ing WWII.

4.4 Electronics, Feedback and Mathematical Analysis

The rapid spread of telegraphy and then telephony from
the mid 19th century onwards prompted a great deal of
theoretical investigation into the behaviour of electric
circuits. Oliver Heaviside published papers on his op-
erational calculus over a number of years from 1888
onwards [4.20], but although his techniques produced
valid results for the transient response of electrical
networks, he was fiercely criticized by contemporary
mathematicians for his lack of rigour, and ultimately he
was blackballed by the establishment. It was not until
the second decade of the 20th century that Bromwich,
Carson and others made the link between Heaviside’s
operational calculus and Fourier methods, and thus
proved the validity of Heaviside’s techniques [4.21].

The first three decades of the 20th century saw
important analyses of circuit and filter design, partic-
ularly in the USA and Germany. Harry Nyquist and
Karl Küpfmüller were two of the first to consider the
problem of the maximum transmission rate of tele-
graph signals, as well as the notion of information in
telecommunications, and both went on to analyze the
general stability problem of a feedback circuit [4.22].
In 1928 Küpfmüller analyzed the dynamics of an au-
tomatic gain control electronic circuit using feedback.
He appreciated the dynamics of the feedback system,
but his integral equation approach resulted only in
a approximations and design diagrams, rather than a rig-

orous stability criterion. At about the same time in the
USA, Harold Black was designing feedback amplifiers
for transcontinental telephony (Fig. 4.6). In a famous
epiphany on the Hudson River ferry in August 1927
he realized that negative feedback could reduce distor-
tion at the cost of reducing overall gain. Black passed
on the problem of the stability of such a feedback loop
to his Bell Labs colleague Harry Nyquist, who pub-
lished his celebrated frequency-domain encirclement
criterion in 1932 [4.23]. Nyquist demonstrated, using
results derived by Cauchy, that the key to stability is
whether or not the open loop frequency response locus
in the complex plane encircles (in Nyquist’s original
convention) the point 1+ i0. One of the great advan-
tages of this approach is that no analytical form of
the open loop frequency response is required: a set
of measured data points can be plotted without the
need for a mathematical model. Another advantage is
that, unlike the Routh–Hurwitz criterion, an assess-
ment of the transient response can be made directly
from the Nyquist plot in terms of gain and phase
margins (how close the locus approaches the critical
point).

Black’s 1934 paper reporting his contribution to
the development of the negative feedback amplifier in-
cluded what was to become the standard closed-loop
analysis in the frequency domain [4.24].
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Feedback circuit
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Amplifier circuit
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Fig. 4.6 Black’s feedback amplifier (after [4.24])

The third key contributor to the analysis of feed-
back in electronic systems at Bell Labs was Hendrik
Bode who worked on equalizers from the mid 1930s,
and who demonstrated that attenuation and phase shift
were related in any realizable circuit [4.25]. The dream
of telephone engineers to build circuits with fast cut-
off and low phase shift was indeed only a dream. It
was Bode who introduced the notions of gain and phase
margins, and redrew the Nyquist plot in its now conven-
tional form with the critical point at −1+ i0. He also
introduced the famous straight-line approximations to
frequency response curves of linear systems plotted on
log–log axes. Bode presented his methods in a classic
text published immediately after the war [4.26].

If the work of the communications engineers was
one major precursor of classical control, then the other

was the development of high-performance servos in the
1930s. The need for such servos was generated by the
increasing use of analogue simulators, such as network
analysers for the electrical power industry and differ-
ential analysers for a wide range of problems. By the
early 1930s six-integrator differential analysers were in
operation at various locations in the USA and the UK.
A major center of innovation was MIT, where Van-
nevar Bush, Norbert Wiener and Harold Hazen had all
contributed to design. In 1934 Hazen summarized the
developments of the previous years in The theory of ser-
vomechanisms [4.27]. He adopted normalized curves,
and parameters such as time constant and damping fac-
tor, to characterize servo-response, but he did not given
any stability analysis: although he appears to have been
aware of Nyquists’s work, he (like almost all his con-
temporaries) does not appear to have appreciated the
close relationship between a feedback servomechanism
and a feedback amplifier.

The 1930s American work gradually became known
elsewhere. There is ample evidence from prewar USSR,
Germany and France that, for example, Nyquist’s re-
sults were known – if not widely disseminated. In 1940,
for example, Leonhard published a book on automatic
control in which he introduced the inverse Nyquist
plot [4.28], and in the same year a conference was held
in Moscow during which a number of Western results in
automatic control were presented and discussed [4.29].
Also in Russia, a great deal of work was being carried
out on nonlinear dynamics, using an approach devel-
oped from the methods of Poincaré and Lyapunov at
the turn of the century [4.30]. Such approaches, how-
ever, were not widely known outside Russia until after
the war.

4.5 WWII and Classical Control: Infrastructure

Notwithstanding the major strides identified in the pre-
vious subsections, it was during WWII that a discipline
of feedback control began to emerge, using a range
of design and analysis techniques to implement high-
performance systems, especially those for the control of
anti-aircraft weapons. In particular, WWII saw the com-
ing together of engineers from a range of disciplines
– electrical and electronic engineering, mechanical en-
gineering, mathematics – and the subsequent realisation
that a common framework could be applied to all the
various elements of a complex control system in order
to achieve the desired result [4.18, 31].

The so-called fire control problem was one of the
major issues in military research and development at
the end of the 1930s. While not a new problem, the
increasing importance of aerial warfare meant that the
control of anti-aircraft weapons took on a new signifi-
cance. Under manual control, aircraft were detected by
radar, range was measured, prediction of the aircraft po-
sition at the arrival of the shell was computed, guns
were aimed and fired. A typical system could involve
up to 14 operators. Clearly, automation of the process
was highly desirable, and achieving this was to require
detailed research into such matters as the dynamics of
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the servomechanisms driving the gun aiming, the de-
sign of controllers, and the statistics of tracking aircraft
possibly taking evasive action.

Government, industry and academia collaborated
closely in the US, and three research laboratories were
of prime importance. The Servomechanisms Labora-
tory at MIT brought together Brown, Hall, Forrester
and others in projects that developed frequency-domain
methods for control loop design for high-performance
servos. Particularly close links were maintained with
Sperry, a company with a strong track record in guid-
ance systems, as indicated above. Meanwhile, at MIT’s
Radiation Laboratory – best known, perhaps, for its
work on radar and long-distance navigation – re-
searchers such as James, Nichols and Phillips worked
on the further development of design techniques for
auto-track radar for AA gun control. And the third
institution of seminal importance for fire-control devel-
opment was Bell Labs, where great names such as Bode,
Shannon and Weaver – in collaboration with Wiener and
Bigelow at MIT – attacked a number of outstanding
problems, including the theory of smoothing and pre-
diction for gun aiming. By the end of the war, most
of the techniques of what came to be called classical
control had been elaborated in these laboratories, and
a whole series of papers and textbooks appeared in the
late 1940s presenting this new discipline to the wider
engineering community [4.32].

Support for control systems development in the
United States has been well documented [4.18,31]. The
National Defence Research Committee (NDRC) was
established in 1940 and incorporated into the Office
of Scientific Research and Development (O.R.) the fol-
lowing year. Under the directorship of Vannevar Bush
the new bodies tackled anti-aircraft measures, and thus
the servo problem, as a major priority. Section D of
the NDRC, devoted to Detection, Controls and Instru-
ments was the most important for the development of
feedback control. Following the establishment of the
O.R. the NDRC was reorganised into divisions, and
Division 7, Fire Control, under the overall direction
of Harold Hazen, covered the subdivisions: ground-
based anti-aircraft fire control; airborne fire control
systems; servomechanisms and data transmission; op-
tical rangefinders; fire control analysis; and navy fire
control with radar.

Turning to the United Kingdom, by the outbreak of
WWII various military research stations were highly
active in such areas as radar and gun laying, and
there were also close links between government bodies
and industrial companies such as Metropolitan–Vickers,

British Thomson–Houston, and others. Nevertheless, it
is true to say that overall coordination was not as effec-
tive as in the USA. A body that contributed significantly
to the dissemination of theoretical developments and
other research into feedback control systems in the UK
was the so called Servo-Panel. Originally established in-
formally in 1942 as the result of an initiative of Solomon
(head of a special radar group at Malvern), it acted
rather as a learned society with approximately monthly
meetings from May 1942 to August 1945. Towards the
end of the war meetings included contributions from
the US.

Germany developed successful control systems for
civil and military applications both before and during
the war (torpedo and flight control, for example). The
period 1938–1941 was particularly important for the de-
velopment of missile guidance systems. The test and
development center at Peenemünde on the Baltic coast
had been set up in early 1936, and work on guidance
and control saw the involvement of industry, the govern-
ment and universities. However, there does not appear to
have been any significant national coordination of R&D
in the control field in Germany, and little development
of high-performance servos as there was in the US and
the UK. When we turn to the German situation outside
the military context, however, we find a rather remark-
able awareness of control and even cybernetics. In 1939
the Verein Deutscher Ingenieure, one of the two ma-
jor German engineers’ associations, set up a specialist
committee on control engineering. As early as October
1940 the chair of this body Herman Schmidt gave a talk
covering control engineering and its relationship with
economics, social sciences and cultural aspects [4.33].
Rather remarkably, this committee continued to meet
during the war years, and issued a report in 1944 con-
cerning primarily control concepts and terminology, but
also considering many of the fundamental issues of the
emerging discipline.

The Soviet Union saw a great deal of prewar in-
terest in control, mainly for industrial applications in
the context of five-year plans for the Soviet command
economy. Developments in the USSR have received lit-
tle attention in English-language accounts of the history
of the discipline apart from a few isolated papers. It
is noteworthy that the Kommissiya Telemekhaniki i Av-
tomatiki (KTA) was founded in 1934, and the Institut
Avtomatiki i Telemekhaniki (IAT) in 1939 (both un-
der the auspices of the Soviet Academy of Sciences,
which controlled scientific research through its network
of institutes). The KTA corresponded with numerous
western manufacturers of control equipment in the mid
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62 Part A Development and Impacts of Automation

1930s and translated a number articles from western
journals. The early days of the IAT were marred, how-
ever, by the Shchipanov affair, a classic Soviet attack on
a researcher for pseudo-science, which detracted from
technical work for a considerable period of time [4.34].
The other major Russian center of research related to
control theory in the 1930s and 1940s (if not for prac-
tical applications) was the University of Gorkii (now
Nizhnii Novgorod), where Aleksandr Andronov and
colleagues had established a center for the study of non-
linear dynamics during the 1930s [4.35]. Andronov was

in regular contact with Moscow during the 1940s, and
presented the emerging control theory there – both the
nonlinear research at Gorkii and developments in the
UK and USA. Nevertheless, there appears to have been
no coordinated wartime work on control engineering
in the USSR, and the IAT in Moscow was evacuated
when the capital came under threat. However, there does
seem to have been an emerging control community in
Moscow, Nizhnii Novgorod and Leningrad, and Rus-
sian workers were extremely well-informed about the
open literature in the West.

4.6 WWII and Classical Control: Theory

Design techniques for servomechanisms began to be de-
veloped in the USA from the late 1930s onwards. In
1940 Gordon S. Brown and colleagues at MIT analyzed
the transient response of a closed loop system in de-
tail, introducing the system operator 1/(1+open loop)
as functions of the Heaviside differential operator p. By
the end of 1940 contracts were being drawn up between
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the NDRC and MIT for a range of servo projects. One
of the most significant contributors was Albert Hall,
who developed classic frequency-response methods as
part of his doctoral thesis, presented in 1943 and pub-
lished initially as a confidential document [4.37] and
then in the open literature after the war [4.36]. Hall
derived the frequency response of a unity feedback
servo as KG(iω)/[1+ KG(iω)], applied the Nyquist cri-
terion, and introduced a new way of plotting system
response that he called M-circles (Fig. 4.7), which were
later to inspire the Nichols Chart. As Bennett describes
it [4.38]:

Hall was trying to design servosystems which were
stable, had a high natural frequency, and high
damping. [. . . ] He needed a method of determining,
from the transfer locus, the value of K that would
give the desired amplitude ratio. As an aid to find-
ing the value of K he superimposed on the polar
plot curves of constant magnitude of the ampli-
tude ratio. These curves turned out to be circles. . .
By plotting the response locus on transparent pa-
per, or by using an overlay of M-circles printed on
transparent paper, the need to draw M-circles was
obviated. . .

A second MIT group, known as the Radiation Lab-
oratory (or RadLab) was working on auto-track radar
systems. Work in this group was described after the
war in [4.39]; one of the major innovations was the
introduction of the Nichols chart (Fig. 4.8), similar to
Hall’s M-circles, but using the more convenient decibel
measure of amplitude ratio that turned the circles into
a rather different geometrical form.

The third US group consisted of those looking at
smoothing and prediction for anti-aircraft weapons –
most notably Wiener and Bigelow at MIT together with
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A History of Automatic Control 4.7 The Emergence of Modern Control Theory 63

others, including Bode and Shannon, at Bell Labs. This
work involved the application of correlation techniques
to the statistics of aircraft motion. Although the pro-
totype Wiener predictor was unsuccessful in attempts
at practical application in the early 1940s, the general
approach proved to be seminal for later developments.

Formal techniques in the United Kingdom were not
so advanced. Arnold Tustin at Metropolitan–Vickers
(Metro–Vick) worked on gun control from the late
1930s, but engineers had little appreciation of dynam-
ics. Although they used harmonic response plots they
appeared to have been unaware of the Nyquist criterion
until well into the 1940s [4.40]. Other key researchers
in the UK included Whitely, who proposed using the
inverse Nyquist diagram as early as 1942, and intro-
duced his standard forms for the design of various
categories of servosystem [4.41]. In Germany, Winfried
Oppelt, Hans Sartorius and Rudolf Oldenbourg were
also coming to related conclusions about closed-loop
design independently of allied research [4.42, 43].

The basics of sampled-data control were also devel-
oped independently during the war in several countries.
The z-transform in all but name was described in a chap-
ter by Hurewizc in [4.39]. Tustin in the UK developed
the bilinear transformation for time series models, while
Oldenbourg and Sartorius also used difference equa-
tions to model such systems.

From 1944 onwards the design techniques devel-
oped during the hostilities were made widely available
in an explosion of research papers and text books – not
only from the USA and the UK, but also from Ger-
many and the USSR. Towards the end of the decade
perhaps the final element in the classical control tool-
box was added – Evans’ root locus technique, which
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enabled plots of changing pole position as a function
of loop gain to be easily sketched [4.44]. But a rad-
ically different approach was already waiting in the
wings.

4.7 The Emergence of Modern Control Theory

The modern or state space approach to control was ul-
timately derived from original work by Poincaré and
Lyapunov at the end of the 19th century. As noted
above, Russians had continued developments along
these lines, particularly during the 1920s and 1930s
in centers of excellence in Moscow and Gorkii (now
Nizhnii Novgorod). Russian work of the 1930s filtered
slowly through to the West [4.45], but it was only in the
post war period, and particularly with the introduction
of cover-to-cover translations of the major Soviet jour-
nals, that researchers in the USA and elsewhere became
familiar with Soviet work. But phase plane approaches
had already been adopted by Western control engineers.

One of the first was Leroy MacColl in his early text-
book [4.46].

The cold war requirements of control engineering
centered on the control of ballistic objects for aerospace
applications. Detailed and accurate mathematical mod-
els, both linear and nonlinear, could be obtained, and
the classical techniques of frequency response and root
locus – essentially approximations – were increasingly
replaced by methods designed to optimize some mea-
sure of performance such as minimizing trajectory time
or fuel consumption. Higher-order models were ex-
pressed as a set of first order equations in terms of the
state variables. The state variables allowed for a more
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sophisticated representation of dynamic behaviour than
the classical single-input single-output system modelled
by a differential equation, and were suitable for multi-
variable problems. In general, we have in matrix form

x = Ax+Bu ,

y = Cx ,

where x are the state variables, u the inputs and y the
outputs.

Automatic control developments in the late 1940s
and 1950s were greatly assisted by changes in the engi-
neering professional bodies and a series of international
conferences [4.47]. In the USA both the American
Society of Mechanical Engineers and the American In-
stitute of Electrical Engineers made various changes to
their structure to reflect the growing importance of ser-
vomechanisms and feedback control. In the UK similar
changes took place in the British professional bodies,
most notably the Institution of Electrical Engineers, but
also the Institute of Measurement and Control and the
mechanical and chemical engineering bodies. The first

conferences on the subject appeared in the late 1940s in
London and New York, but the first truly international
conference was held in Cranfield, UK in 1951. This was
followed by a number of others, the most influential
of which was the Heidelberg event of September 1956,
organized by the joint control committee of the two ma-
jor German engineering bodies, the VDE and VDI. The
establishment of the International Federation of Auto-
matic Control followed in 1957 with its first conference
in Moscow in 1960 [4.48]. The Moscow conference
was perhaps most remarkable for Kalman’s paper On
the general theory of control systems which identified
the duality between multivariable feedback control and
multivariable feedback filtering and which was seminal
for the development of optimal control.

The late 1950s and early 1960s saw the publica-
tion of a number of other important works on dynamic
programming and optimal control, of which can be sin-
gled out those by Bellman [4.49], Kalman [4.50–52] and
Pontryagin and colleagues [4.53]. A more thorough dis-
cussion of control theory is provided in Chaps. 9, 11 and
10.

4.8 The Digital Computer

The introduction of digital technologies in the late
1950s brought enormous changes to automatic con-
trol. Control engineering had long been associated with
computing devices – as noted above, a driving force
for the development of servos was for applications in
analogue computing. But the great change with the in-
troduction of digital computers was that ultimately the
approximate methods of frequency response or root lo-
cus design, developed explicitly to avoid computation,
could be replaced by techniques in which accurate com-
putation played a vital role.

There is some debate about the first application of
digital computers to process control, but certainly the
introduction of computer control at the Texaco Port
Arthur (Texas) refinery in 1959 and the Monsanto am-
monia plant at Luling (Louisiana) the following year
are two of the earliest [4.54]. The earliest systems were
supervisory systems, in which individual loops were
controlled by conventional electrical, pneumatic or hy-
draulic controllers, but monitored and optimized by
computer. Specialized process control computers fol-
lowed in the second half of the 1960s, offering direct
digital control (DDC) as well as supervisory control. In
DDC the computer itself implements a discrete form of
a control algorithm such as three-term control or other

procedure. Such systems were expensive, however, and
also suffered many problems with programming, and
were soon superseded by the much cheaper minicom-
puters of the early 1970s, most notably the Digital
Equipment Corporation PDP series. But, as in so many
other areas, it was the microprocessor that had the
greatest effect. Microprocessor-based digital controllers
were soon developed that were compact, reliable, in-
cluded a wide selection of control algorithms, had good
communications with supervisory computers, and com-
paratively easy to use programming and diagnostic
tools via an effective operator interface. Microproces-
sors could also easily be built into specific pieces of
equipment, such as robot arms, to provide dedicated
position control, for example.

A development often neglected in the history of au-
tomatic control is the programmable logic controller
(PLC). PLCs were developed to replace individual
relays used for sequential (and combinational) logic
control in various industrial sectors. Early plugboard
devices appeared in the mid 1960s, but the first PLC
proper was probably the Modicon, developed for Gen-
eral Motors to replace electromechanical relays in
automotive component production. Modern PLCs offer
a wide range of control options, including conventional
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Fig. 4.9 The Modicon 084 PLC (after [4.55])

closed loop control algorithms such as PID as well as
the logic functions. In spite of the rise of the ruggedi-
zed PCs in many industrial applications, PLCs are still
widely used owing to their reliability and familiarity
(Fig. 4.9).

Digital computers also made it possible to imple-
ment the more advanced control techniques that were
being developed in the 1960s and 1970s [4.56]. In

adaptive control the algorithm is modified according
to circumstances. Adaptive control has a long history:
so called gain scheduling, for example, when the gain
of a controller is varied according to some measured
parameter, was used well before the digital computer.
(The classic example is in flight control, where the al-
titude affects aircraft dynamics, and needs therefore to
be taken into account when setting gain.) Digital adap-
tive control, however, offers much greater possibilities
for:

1. Identification of relevant system parameters
2. Making decisions about the required modifications

to the control algorithm
3. Implementing the changes.

Optimal and robust techniques too, were developed,
the most celebrated perhaps being the linear-quadratic-
Gaussian (LQG) and H∞ approaches from the 1960s
onwards. Without digital computers these techniques,
that attempt to optimize system rejection of distur-
bances (according to some measure of behaviour)
while at the same time being resistant to errors in
the model, would simply be mathematical curiosi-
ties [4.57].

A very different approach to control rendered possi-
ble by modern computers is to move away from purely
mathematic models of system behaviour and controller
algorithms. In fuzzy control, for example, control ac-
tion is based on a set of rules expressed in terms of fuzzy
variables. For example

IF the speed is “high”
AND the distance to final stop is “short”
THEN apply brakes “firmly”.

The fuzzy variables high, short and firmly can
be translated by means of an appropriate com-
puter program into effective control for, in this case,
a train. Related techniques include learning control and
knowledge-based control. In the former, the control sys-
tem can learn about its environment using artificial
intelligence techniques (AI) and modify its behaviour
accordingly. In the latter, a range of AI techniques are
applied to reasoning about the situation so as to provide
appropriate control action.

4.9 The Socio-Technological Context Since 1945

This short survey of the history of automatic control has
concentrated on technological and, to some extent, insti-
tutional developments. A full social history of automatic

control has yet to be written, although there are detailed
studies of certain aspects. Here I shall merely indicate
some major trends since WWII.
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The wartime developments, both in engineering
and in areas such as operations research, pointed the
way towards the design and management af large-
scale, complex, projects. Some of those involved in
the wartime research were already thinking on a much
larger scale. As early as 1949, in some rather prescient
remarks at an ASME meeting in the fall of that year,
Brown and Campbell said [4.58–60]:

We have in mind more a philosophic evaluation
of systems which might lead to the improvement
of product quality, to better coordination of plant
operation, to a clarification of the economics re-
lated to new plant design, and to the safe operation
of plants in our composite social-industrial com-
munity. [. . . ] The conservation of raw materials
used in a process often prompts reconsideration
of control. The expenditure of power or energy
in product manufacture is another important fac-
tor related to control. The protection of health of
the population adjacent to large industrial areas
against atmospheric poisoning and water-stream
pollution is a sufficiently serious problem to keep
us constantly alert for advances in the study and
technique of automatic control, not only because
of the human aspect, but because of the economy
aspect.

Many saw the new technologies, and the prospects
of automation, as bringing great benefits to soci-
ety; others were more negative. Wiener, for example,
wrote [4.61]:

The modern industrial revolution is [. . . ] bound
to devalue the human brain at least in its simpler
and more routine decisions. Of course, just as the
skilled carpenter, the skilled mechanic, the skilled
dressmaker have in some degree survived the first

industrial revolution, so the skilled scientist and the
skilled administrator may survive the second. How-
ever, taking the second revolution as accomplished,
the average human of mediocre attainments or less
has nothing to sell that it is worth anyone’s money
to buy.

It is remarkable how many of the wartime engi-
neers involved in control systems development went
on to look at social, economic or biological systems.
In addition to Wiener’s work on cybernetics, Arnold
Tustin wrote a book on the application to economics
of control ideas, and both Winfried Oppelt and Karl
Küpfmüller investigated biological systems in the post-
war period.

One of the more controversial applications of
control and automation was the introduction of the
computer numerical control (CNC) of machine tools
from the late 1950s onwards. Arguments about in-
creased productivity were contested by those who
feared widespread unemployment. We still debate such
issues today, and will continue to do so. Noble,
in his critique of automation, particularly CNC, re-
marks [4.62]:

[. . . ] when technological development is seen as
politics, as it should be, then the very notion
of progress becomes ambiguous: What kind of
progress? Progress for whom? Progress for what?
And the awareness of this ambiguity, this indeter-
minacy, reduces the powerful hold that technology
has had upon our consciousness and imagination
[. . . ] Such awareness awakens us not only to the
full range of technological possibilities and politi-
cal potential but also to a broader and older notion
of progress, in which a struggle for human fulfill-
ment and social equality replaces a simple faith in
technological deliverance. . . .

4.10 Conclusion and Emerging Trends

Technology is part of human activity, and cannot be di-
vorced from politics, economics and society. There is
no doubt that automatic control, at the core of automa-
tion, has brought enormous benefits, enabling modern
production techniques, power and water supply, en-
vironmental control, information and communication
technologies, and so on. At the same time automatic
control has called into question the way we organize our
societies, and how we run modern technological enter-

prises. Automated processes require much less human
intervention, and there have been periods in the recent
past when automation has been problematic in those
parts of industrialized society that have traditionally re-
lied on a large workforce for carrying out tasks that
were subsequently automated. It seems unlikely that
these socio-technological questions will be settled as
we move towards the next generation of automatic con-
trol systems, such as the transformation of work through
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the use of information and communication technology
ICT and the application of control ideas to this emerging
field [4.63].

Future developments in automatic control are likely
to exploit ever more sophisticated mathematical models
for those applications amenable to exact technological
modeling, plus a greater emphasis on human–machine

systems, and further development of human behaviour
modeling, including decision support and cognitive
engineering systems [4.64]. As safety aspects of large-
scale automated systems become ever more important,
large scale integration, and novel ways of communicat-
ing between humans and machines, are likely to take on
even greater significance.
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Social, Organi5. Social, Organizational, and Individual Impacts
of Automation

Tibor Vámos

Society and information from the evolutionary
early beginnings. The revolutionary novelties of
our age: the possibility for the end of a human be-
ing in the role of draught animal and the symbolic
representation of the individual and of his/her
property by electronic means, free of distance and
time constraints. As a consequence, changing hu-
man roles in production, services, organizations
and innovation; changing society stratifications,
human values, requirements in skills, individ-
ual conscience. New relations: centralization and
decentralization, less hierarchies, discipline and
autonomy, new employment relations, less job se-
curity, more free lance, working home, structural
unemployment, losers and winners, according
to age, gender, skills, social background. Edu-
cation and training, levels, life long learning,
changing methods of education. Role of mem-
ory and associative abilities. Changes reflected in
linguistic relations, multilingual global society,
developments and decays of regional and social
vernaculars. The social-political arena, human
rights, social philosophies, problems and perspec-
tives of democracy. The global agora and global
media rule. More equal or more divided society.
Some typical society patterns: US, Europe, Far East,
India, Latin America, Africa.
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Automation and closely related information systems
are, naturally, innate and integrated ingredients of
all kinds of objects, systems, and social relations
of the present reality. This is the reason why this
chapter treats the phenomena and problems of this
automated/information society in a historical and
structural framework much broader than any chap-
ter on technology details. This process transforms
traditional human work, offers freedom from bur-
densome physical and mental constraints and free-

dom for individuals and previously subjugated social
layers, and creates new gaps and tensions. After
detailed documentation of these phenomena, prob-
lems of education and culture are treated as main
vehicles to adaptation. Legal aspects related to pri-
vacy, security, copyright, and patents are referred to,
and then social philosophy, impacts of globalization,
and new characteristics of information technology–
society relations provide a conclusion of future
prospects.
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72 Part A Development and Impacts of Automation

5.1 Scope of Discussion: Long and Short Range of Man–Machine Systems

Regarding the social effects of automation, a review
of concepts is needed in the context of the purpose
of this chapter. Automation, in general, and especially
in our times, means all kinds of activity perfected by
machines and not by the intervention of direct human
control. This definition involves the use of some energy
resources operating without human or livestock phys-
ical effort and with some kind of information system
communicating the purpose of automated activity de-
sired by humans and the automatic execution of the
activity, i. e., its control.

This definition entails a widely extended view of
automation, its relation to information, knowledge con-
trol systems, as well as the knowledge and practice of
the related human factor. The human factor involves,
practically, all areas of science and practice with re-

About 375 BC First automaton (Archytas dove, Syracuse) 
About 275 Archimedes
About 60 Steampower, Heron
 Hodometer, Vitruvius
About 1280 Mechanical clocks
AD
1285–90 Windmills
1328 First sawmill
1421 Hoisting gear
1475 Printing press
1485–1519 Leonardo’s technical designs
1486 Copyright (Venice)
1500 Flush toilet
1510 Pocket watch, Henlein
1590 Compound microscope, Janssen
1593 Water thermometer (Galileo)
1608 Refracting telescope
1609 Kinematics of Galileo;
 Planetary motion, Kepler
1614 Logarithms, Napier
1606–28 Blood circulation, Harvey
1620 Human powered submarine
1624 Slide rule, Oughtred
1625 Blood transfusion, Denys
1629 Steam turbine, Branca
1636 Micrometer, Gascoigne
1637 Analytic geometry, Descartes
1642 Adding machine, Pascal
1643 Mercury barometer, Torricelli
1654 Probability, Fermat, Pascal, Huygens,
 J. Bernoulli
1650 Air pump, Guericke
1657 Pendulum clock, Huygens

1662 Elements of thermodynamics, Boyle
1663–68 Reflecting telescope, Gregory, Newton
1665 Infinitesimal calculus, Newton, Leibniz
1666 Gravitation, Newton
1673 Calculator, Leibniz
1676 Universal joint, Hooke
1679 Pressure cooker, Papin
1690 Light-wave theory, Huygens
1689 Knitting machine, Lee
1698 Steam pump, Savery
1712 Steam engine, Newcomen
1718 Mercury thermometer, Fahrenheit
1722 Fire extinguisher, Hopffer
1745 Leyden jar, capacitor, Kleist
1758 Chromatic lens, Dolland
1764 Spinning jenny, Hargreaves
1769 Steam engine, controlled by a centrifugal
 governor, Watt
1770 Talking machine and robot mechanisms,
 Kempelen
1774 Electrical telegraph, Lesage
1775 Flush toilet, Cummings
1780 Bi-focal eyeglass, Franklin
1784 Threshing machine, Meikle
1785 Power loom, Cartwright;
 Torsion balance, Coulomb
1790 Contact electricity, Galvani;
 Harmonic analysis, Fourier
1792 Gas lighting, Murdoch
1794 Ball bearings, Vaughan
1799 Battery, Volta;
 Ohm’s law, Volta, Cavendish, Ohm
1800 Loom, Jacquard

Fig. 5.1 Timeline of science and technology in Western civilization

spect to human beings: education, health, physical and
mental abilities, instruments and virtues of cooperation
(i. e., language and sociability), environmental condi-
tions, short- and long-range ways of thinking, ethics,
legal systems, various aspects of private life, and en-
tertainment.

One of the major theses of this definitional and re-
lational philosophy is the man–machine paradox: the
human role in all kinds of automation is a continuously
emerging constituent of man–machine symbiosis, with
feedback to the same.

From this perspective, the inclusion of a discussion
of early historical developments is not surprising. This
evolution is of twin importance. First, due to the contra-
dictory speeds of human and machine evolution, despite
the fascinating results of machine technology, in most

Part
A

5
.1



Social, Organizational, and Individual Impacts of Automation Scope of Human–Machine Systems 73

applications the very slow progress of the user is crit-
ical. Incredibly sophisticated instruments are, and will
be, used by creatures not too different from their ances-
tors of 1000 years ago. This contradiction appears not
only in the significant abuse of automated equipment
against other people but also in human user reason-
ing, which is sometimes hysterical and confused in its
thinking.

The second significance of this paradox is in our
perception of various changes: its reflection in problem
solving, and in understanding the relevance of continu-
ity and change, which is sometimes exaggerated, while
other times it remains unrecognized in terms of its fur-
ther effects.

These are the reasons why this chapter treats au-
tomation in a context that is wider and somehow deeper
than usual, which appears to be necessary in certain ap-
plication problems. The references relate to the twin

1807 Steam ship, Fulton;
 Electric arc lamp, Davy
1814 Spectroskopy, Frauenhofer;
 Photography, Niépce
1815 Miners lamp, Davy
1819 Stethoscope, Laënnec
1820 Electromagnetism, Oersted
1825 Electromagnet, Sturgeon
1827 Microphone, Wheatstone
1829 Locomotive, Stephenson;
 Typewriter, Burt
1830 Sewing machine, Thimmonier
1831 Electrical induction, Faraday
1836 Analytical engine, Babbage
1837 Telegraph, Morse
1839 Rubber vulcanization, Goodyear;
 Photography, Daguerre;
 Bicycle, Niépce, MacMillan;
 Hydrogen fuel cell, Grove
1841 Stapler, Slocum
1842 Programming Lady Lovelace, Ada Byron;
 Grain elevator, Dart
1843 Facsimile, Bain
1845–51 Sewing machine, Howe, Singer;
 Vulcanized pneu, Thomson
1850–86 Dishwasher, Houghton, Cochran
1852 Gyroscope, Foucault
1854 Fiber optics, Tyndall
1856 Pasteurization, Pasteur
1857 Sleeping car, Pullman
1861 Telephone, Bell;
 Safe elevator, Otis
1867 Practical typewriter, Scholes

1868 The first paper on control theory, Maxwell;
 Air brakes, Westinghouse;
 Traffic light, Knight
1869 Periodic system, Mendeleev
1873 Theory of electromagnetism, Maxwell
1876 4-Cycle gas engine, Otto
1877 Phonograph, Edison
1878 Lightbulb, Swan
1879 Electrical locomotive, Siemens;
 Concept notation, Frege
1880 Toilet paper;
 Seismograph, Milne
1881 Metal detector, Bell;
 Roll film for cameras, Houston
1884 Paper strip photo film, Eastman;
 Rayon, Chardonnay;
 Fountain pen, Waterman;
 Steam turbine, Parsons;
 Cash register, Ritty
1885 Automobile, Benz
1886 Motorcycle, Daimler
1887 Radar, Hertz;
 Gramaphone, Berliner;
 Contact lens, Flick
1888 AC motor, Transformer, Tesla;
 Pneu, Dunlop
1891 Escalator, Reno
1892 Diesel motor, Diesel 
1893 Zipper, Judson
1894 Motion picture, Lumiere
1895 X-ray, Röntgen
1897–1916 Wireless, Marconi
1898 Radium, Curie

Fig. 5.1 (cont.)

peaks of the Industrial Revolution: the first, the clas-
sic period starting in the late 18th century with machine
power; and the second, after World War II (WWII), in
the information revolution.

Practically all measures of social change due to
automation are hidden in the general indices of tech-
nology effects and, within those, in the effects of
automation- and communication-related technology.
Human response is, generally, a steady process, apart
from dramatic events such as wars, social revolutions,
and crises in the economy. Some special acceleration
phenomena can be observed in periods of inflation
and price changes, especially in terms of decreases
in product prices for high technology, and changes
in the composition of general price indices and in
the spread of high-technology commodities; television
(TV), color TV, mobile telephony, and Internet access
are typical examples. These spearhead technologies rad-
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1899–1901 Vacuum cleaner, Thurman, Booth
1901 Safety razor, Gilette;
 Radio receiver
1902 Air conditioner, Carrier;
 Neon light, Claude
1903 Airplane, Wright;
 Radioactivity, Rutherford
1904 Teabag, Sullivan;
 Vacuum tube, Fleming
1905 Special relativity, Einstein
1906 Amplifier, audion, De Forest
1907 Bakelite, Baekeland;
 Color photography, Lumiere
1908 Model T, Ford;
 Geiger counter, Geiger, Müller;
 Artificial nitrates, Haber;
 Gyrocompass, Sperry
1911 Engine electrical ignition, Kettering;
 Helicopter, Cornu
1913 Atom model, Bohr
1915 General relativity, Einstein
1916 Radio tuner
1918 Superheterodyne radio, Armstrong
1919 Short-wave radio;
 Flip-flop circuit;
 Arc welder
1920 Robot concept, Capek
1922 Insulin, Banting;
 3-D movie
1923–29 TV, Zworikin
1924 Dynamic loudspeaker, Rice, Kellog
1925 Quantum mechanics, Heisenberg
1927 Quartz clock;
 Technicolor

1928 Foundations of game theory, Neumann;
 Penicillin, Fleming;
 Electric shaver, Schick
1930 Analog computer, Bush;
 Jet engine, Whittle, von Ohain
1931 Electron microscope, Knott, Ruska; 
 Undecidability theory, Gödel
1932 Neutrons, positrons, Chadwick;
 Polaroid photo, Land;
 Zoom lens;
 Light meter;
 Radio telescope, Jansky
1933 Frequency modulation, Armstrong;
 Stereo recording
1934 Magnetic recording, Begun
1935 Nylon, DuPont Labs;
 Radar, Watson-Watt
1936/37 Theoretical foundations of computer
 science, Turing
1938 Nuclear fission, Hahn, Straßmann;
 Foundations of  information Theory, Shannon;
 Ballpoint pen, Biro; 
 Teflon, Plunkett;
 First working turboprop;
 Xerography, Carlson;
 Nescafe
1939 First operational helicopter, Sikorsky;
 Electron microscope
1940–49 Wiener filter, cybernetics, Wiener
1941 Computer, Zuse
1942 Computer, Atanasoff and Berry;
 Turboprop;
 Nuclear reactor, Fermi
1944 Kidney dialysis, Kolff

Fig. 5.1 (cont.)

ically change lifestyles and social values but impact
less slowly on the development of human motivations
and, as a consequence, on several characteristics of in-

dividual and social behavior. The differing speeds of
advancement of technology and society will be reflected
on later.

5.2 Short History

The history of automation is a lesson in the bilateral
conditions of technology and society. In our times wider
and deeper attention is focused on the impact of au-
tomation on social relations. However, the progress of
automation is arguably rather the result of social condi-
tions.

It is generally known that automation was also present
in antiquity; ingenious mechanisms operated impressive
idols of deities: their gestures, winks, and opening the

doors of their sanctuaries. Water-driven clocks applied
the feedback principle for the correction of water-level
effects. Sophisticated gearing, pumping, and elevating
mechanisms helped the development of both human-
and water-driven devices for construction, irrigation, traf-
fic, and warfare. Water power was ubiquitous, wind power
less so, and the invention of steam power more than
2000 years ago was not used for the obvious purpose of
replacing human power and brute strength.
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Historians contemplate the reasons why these given
elements were not put together to create a more modern
world based on the replacement of human and animal
power. The hypothesis of the French Annales School of
historians (named after their periodical, opened in 1929,
and characterized by a new emphasis on geographi-
cal, economic, and social motifs of history, and less on
events related to personal and empirical data) looks for
social conditions: manpower acquired by slavery, espe-
cially following military operations, was economically
the optimal energy resource. Even brute strength was,
for a long time, more expensive, and for this reason was
used for luxury and warfare more than for any other end,
including agriculture. The application of the more ef-
ficient yoke for animal traction came into being only
in the Middle Ages. Much later, arguments spoke for
the better effect of human digging compared with an
animal-driven plough [5.1–3].

Fire for heating and for other purposes was fed with
wood, the universal material from which most objects
were made, and that was used in industry for metal-
producing furnaces. Coal was known but not generally
used until the development of transport facilitated the
joining of easily accessible coal mines with both indus-
try centers and geographic points of high consumption.
This high consumption and the accumulated wealth
through commerce and population concentration were
born in cities based on trade and manufacturing, cre-
ating a need for mass production of textiles. Hence,
the first industrial application field of automation flour-
ished with the invention of weaving machines and their
punch-card control.

In the meantime, Middle Age and especially Re-
naissance mechanisms reached a level of sophistication

surpassed, basically, only in the past century. This so-
cial and secondary technological environment created
the overall conditions for the Industrial Revolution in
power resources (Fig. 5.1) [5.3–8]. This timeline is
composed from several sources of data available on
the Internet and in textbooks on the history of science
and technology. It deliberately contains many disparate
items to show the historical density foci, connections
with everyday life comfort, and basic mathematical
and physical sciences. Issues related to automation per
se are sparse, due to the high level of embedded-
ness of the subject in the general context of progress.
Some data are inconsistent. This is due to uncertain-
ties in historical documents; data on first publications,
patents, and first applications; and first acceptable and
practically feasible demonstrations. However, the fig-
ure intends to give an overall picture of the scene and
these uncertainties do not confuse the lessons it pro-
vides.

The timeline reflects the course of Western civi-
lization. The great achievements of other, especially
Chinese, Indian, and Persian, civilizations had to be
omitted, since these require another deep analysis in
terms of their fundamental impact on the origins of
Western science and the reasons for their interruption.
Current automation and information technology is the
direct offspring of the Western timeline, which may
serve as an apology for these omissions.

The whole process, until present times, has been
closely connected with the increasing costs of man-
power, competence, and education. Human require-
ments, welfare, technology, automation, general human
values, and social conditions form an unbroken circle of
multiloop feedback.

5.3 Channels of Human Impact

Automation and its related control technology have
emerged as a partly hidden, natural ingredient of ev-
eryday life. This is the reason why it is very difficult
to separate the progress of the technology concerned
from general trends and usage. In the household of
an average family, several hundred built-in proces-
sors are active but remain unobserved by the user.
They are not easily distinguishable and countable,
due to the rapid spread of multicore chips, multipro-
cessor controls, and communication equipment. The
relevance of all of these developments is really ex-
pressed by their vegetative-like operation, similar to

the breathing function or blood circulation in the
body.

An estimate of the effects in question can be given
based on the automotive and aerospace industry. Re-
cent medium-category cars contain about 50 electronic
control units, high-class cars more than 70. Modern
aircrafts are nearly fully automated; about 70% of all
their functions are related to automatic operations and
in several aerospace equipment even more. The limit
is related to humans rather than to technology. Traf-
fic control systems accounts for 30–35% of investment
but provide a proportionally much larger return in terms
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of safety. These data change rapidly because prolifera-
tion decreases prices dramatically, as experienced in the
cases of watches, mobile phones, and many other gad-
gets. On the one hand, the sophistication of the systems
and by increasing the prices due to more comfort and
luxury, on the other.

The silent intrusion of control and undetectable
information technology into science and related trans-
forming devices, systems, and methods of life can be
observed in the past few decades in the great discov-

eries in biology and material science. The examples
of three-dimensional (3-D) transparency technologies,
ultrafast microanalysis, and nanotechnology observa-
tion into the nanometer, atomic world and picosecond
temporal processes are partly listed on the time-
line.

These achievements of the past half-century have
changed all aspects of human-related sciences, e.g., psy-
chology, linguistics, and social studies, but above all life
expectancy, life values, and social conditions.

5.4 Change in Human Values

The most important, and all-determinant, effect of
mechanization–automatization processes is the change
of human roles [5.10]. This change influences social
stratification and human qualities. The key problem is
realizing freedom from hard, wearisome work, first as
exhaustive physical effort and later as boring, dull activ-
ity. The first historical division of work created a class
of clerical and administrative people in antiquity, a com-
paratively small and only relatively free group of people
who were given spare energy for thinking.

The real revolutions in terms of mental freedom run
parallel with the periods of the Industrial Revolution,
and subsequently, the information–automation society.
The latter is far from being complete, even in the most
advanced parts of the world. This is the reason why no
authentic predictions can be found regarding the possi-
ble consequences in terms of human history.

Slavery started to be banned by the time of the first
Industrial Revolution, in England in 1772 [5.11, 12],
in France in 1794, in the British Empire in 1834, and
in the USA in 1865, serfdom in Russia in 1861, and
worldwide abolition by consecutive resolutions in 1948,
1956, and 1965, mostly in the order of the development
of mechanization in each country.

The same trend can be observed in prohibiting
childhood work and ensuring equal rights for women.
The minimum age for children to be allowed to work
in various working conditions was first agreed on by
a 1921 ILO (International Labour Organization) con-
vention and was gradually refined until 1999, with
increasingly restrictive, humanistic definitions. Child-
hood work under the age of 14 or 15 years and
less rigorously under 16–18 years, was, practically,
abolished in Europe, except for some regions in the
Balkans.

In the USA, Massachusetts was the first state to
regulate child labor; federal law came into place only
in 1938 with the Federal Labor Standards Act, which
has been modified many times since. The eradication
of child labor slavery is a consequence of a radical
change in human values and in the easy replacement
of slave work by more efficient and reliable automa-
tion. The general need for higher education changed
the status of children both in the family and soci-
ety. This reason together with those mentioned above
decreased the number of children dying in advanced
countries; human life becomes much more precious af-
ter the defeat of infant mortality and the high costs of
the required education period. The elevation of human
values is a strong argument against all kinds of nostal-
gia back to the times before our automation–machinery
world.

Also, legal regulations protecting women in work
started in the 19th century with maternity- and health-

Table 5.1 Women in public life (due to elections and other
changes of position the data are informative only) af-
ter [5.9]

Country Members of national Government

parliament 2005 (%) ministers 2005/2006

Finland 38 8

France 12 6

Germany 30 6

Greece 14 3

Italy 12 2

Poland 20 1

Slovakia 17 0

Spain 36 8

Sweden 45 8
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Black-African
countries

Singapore
Hong Kong
Australia
Sweden
Switzerland
Iceland

Developed
countries

Italy
France
Spain
Israel
Norway
Greece
Austria
Netherlands
Belgium

New Zealand
Germany
Finland
UK
Denmark
US
Ireland
Portugal
Cuba
S. Korea

Czech Rep.
Slovenia
Argentina

Poland
Croatia
Slovakia
Venezuela
Lithuania
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Fig. 5.2 Life expectancy and life conditions (after [5.14])

related laws and conventions. The progress of equal
rights followed WWI and WWII, due to the need for
female workforce during the wars and the advance-
ment of technology replacing hard physical work. The
correlation between gender equality and economic and
society–cultural relations is well proven by the statistics
of women in political power (Table 5.1) [5.9, 13].

The most important effect is a direct consequence
of the statement that the human being is not a draught
animal anymore, and this is represented in the role
of physical power. Even in societies where women
were sometimes forced to work harder than men, this

1930 1940 1950 1960 1970 1980 1990 2000 2004

80

75

70

65

60

55

50

All
White
Black

Fig. 5.3 Life expectancy at birth by race in the US (af-
ter [5.14])

situation was traditionally enforced by male physical
superiority. Child care is much more a common bi-
gender duty now, and all kinds of related burdens are
supported by mass production and general services,
based on automation. The doubled and active lifes-
pan permits historically unparalleled multiplicity in life
foci.

Another proof of the higher status of human values
is the issue of safety at work [5.11,12]. The ILO and the
US Department of Labor issue deep analyses of injuries
related to work, temporal change, and social work-
related details. The figures show great improvement in
high-technology workplaces and better-educated work-
forces and the typical problems of low educated people,
partly unemployed, partly employed under uncertain,
dubious conditions. The drive for these values was the
bilateral result of automatic equipment for production
with automatic safety installations and stronger require-
ments for the human workforce.

All these and further measures followed the
progress of technology and the consequent increase
in the wealth of nations and regions. Life expectancy,
clean water supplies, more free time, and opportuni-
ties for leisure, culture, and sport are clearly reflected
in the figures of technology levels, automation, and
wealth [5.15] (Figs. 5.2 and 5.3) [5.14, 16].

Life expectancy before the Industrial Revolution
had been around 30 years for centuries. The social gap
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Table 5.2 Relations of health and literacy (after [5.15])

Country Approx. year Life expectancy Infant mortality Adult literacy Access

at birth (years) to age 5 years (%) to safe water

per 1000 live births (%)

Argentina 1960 65.2 72 91.0 51

1980 69.6 38 94.4 58

2001 74.1 19 96.9 94

Brazil 1960 54.9 177 61.0 32

1980 62.7 80 74.5 56

2001 68.3 36 87.3 87

Mexico 1960 57.3 134 65.0 38

1980 66.8 74 82.2 50

2001 73.4 29 91.4 88

Latin America 1960 56.5 154 74.0 35

1980 64.7 79 79.9 53

2001 70.6 34 89.2 86

East Asia 1960 39.2 198 n.a. n.a.

1980 60.0 82 68.8 n.a.

2001 69.2 44 86.8 76

in life expectancy within one country’s lowest and high-
est deciles, according to recent data from Hungary, is

19 years. The marked joint effects of progress are pre-
sented in Table 5.2 [5.17].

5.5 Social Stratification, Increased Gaps

Each change was followed, on the one hand, by mass
tragedies for individuals, those who were not able to
adapt, and by new gaps and tensions in societies, and
on the other hand, by great opportunities in terms of so-
cial welfare and cultural progress, with new qualities of
human values related to greater solidarity and personal
freedom.

In each dynamic period of history, social gaps in-
crease both within and among nations. Table 5.3 and
Fig. 5.4 indicate this trend – in the figure markedly
both with and without China – representing a promis-
ing future for all mankind, especially for long lagging
developing countries, not only for a nation with a pop-
ulation of about one-sixth of the world [5.18]. This
picture demonstrates the role of the Industrial Revo-
lution and technological innovation in different parts
of the world and also the very reasons why the only
recipe for lagging regions is accelerated adaptation to
the economic–social characteristics of successful histor-
ical choices.

The essential change is due to the two Industrial
Revolutions, in relation to agriculture, industry, and ser-

vices, and consequently to the change in professional
and social distributions [5.16, 19]. The dramatic pic-
ture of the former is best described in the novels of
Dickens, Balzac, and Stendhal, the transition to the sec-
ond in Steinbeck and others. Recent social uncertainty
dominates American literature of the past two decades.

This great change can be felt by the decease of dis-
tance. The troops of Napoleon moved at about the same
speed as those of Julius Caesar [5.20], but mainland
communication was accelerated in the USA between
1800 and 1850 by a factor of eight, and the usual 2 week
passage time between the USA and Europe of the mid
19th century has decreased now by 50-fold. Similar fig-
ures can be quoted for numbers of traveling people and
for prices related to automated mass production, es-
pecially for those items of high-technology consumer
goods which are produced in their entirety by these
technologies. On the other hand, regarding the prices of
all items and services related to the human workforce,
the opposite is true. Compensation in professions de-
manding higher education is through relative increase
of salaries.
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Fig. 5.4 World income inequality changes in relations of
population and per capita income in proportions of the
world distribution (after [5.21] and UN/DESA)

Due to these changed relations in distance and com-
munication, cooperative and administrative relations
have undergone a general transformation in the same
sense, with more emphasis on the individual, more
freedom from earlier limitations, and therefore, more
personal contacts, less according to need and manda-
tory organization rather than current interests. The most
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collar
Part time, unemployed Fig. 5.5 A rough picture of the US

society (after [5.22–24])

important phenomena are the emerging multinational
production and service organizations. The increasing
relevance of supranational and international political,
scientific, and service organizations, international stan-
dards, guidelines, and fashions as driving forces of
consumption attitudes, is a direct consequence of the
changing technological background.

Figure 5.5 [5.22–24] shows current wages versus so-
cial strata and educational requirement distribution of
the USA. Under the striking figures of large company
CEOs (chief executive officers) and successful capital-
ists, who amount to about 1–1.5% of the population,
the distribution of income correlates rather well with re-
quired education level, related responsibility, and adap-
tation to the needs of a continuously technologically
advancing society. The US statistics are based on tax-
refund data and reflect a rather growing disparity in in-
comes. Other countries with advanced economies show
less unequal societies but the trend in terms of social
gap for the time being seems to be similar. The dispar-
ity in jobs requiring higher education reflects a disparity
in social opportunity on the one hand, but also probably
a realistic picture of requirements on the other.

Figure 5.6 shows a more detailed and informative
picture of the present American middle-class cross sec-
tion.

A rough estimate of social breakdown before the
automation–information revolution is composed of sev-
eral different sources, as shown in Table 5.4 [5.25].

These dynamics are driven by finance and manage-
ment, and this is the realistic reason for overvaluations
in these professions. The entrepreneur now plays the
role of the condottiere, pirate captain, discoverer, and
adventurer of the Renaissance and later. These roles,
in a longer retrospective, appear to be necessary in
periods of great change and expansion, and will be
consolidated in the new, emerging social order. The
worse phenomena of these turbulent periods are the
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Table 5.3 The big divergence: developing countries versus developed ones, 1820–2001, (after [5.26] and United Nations
Development of Economic and Social Affairs (UN/DESA))

GDP per capita (1990 international Geary–Khamis dollars)

1820 1913 1950 1973 1980 2001

Developed world 1204 3989 6298 13 376 15 257 22 825

Eastern Europe 683 1695 2111 4988 5786 6027

Former USSR 688 1488 2841 6059 6426 4626

Latin America 692 1481 2506 4504 5412 5811

Asia 584 883 918 2049 2486 3998

China 600 552 439 839 1067 3583

India 533 673 619 853 938 1957

Japan 669 1387 1921 11 434 13 428 20 683

Africa 420 637 894 1410 1536 1489

Ratio of GDP per capita to that of the developed world

1820 1913 1950 1973 1980 2001

Developed world – – – – – –

Eastern Europe 0.57 0.42 0.34 0.37 0.38 0.26

Former USSR 0.57 0.37 0.45 0.45 0.422 0.20

Latin America 0.58 0.37 0.40 0.34 0.35 0.25

Asia 0.48 0.22 0.15 0.15 0.16 0.18

China 0.50 0.14 0.07 0.06 0.07 0.16

India 0.44 0.17 0.10 0.06 0.06 0.09

Japan 0.56 0.35 0.30 0.85 0.88 0.91

Africa 0.35 0.16 0.14 0.11 0.10 0.07

Table 5.4 Social breakdown between the two world wars (rough, rounded estimations)

Country Agriculture Industry Commerce Civil servant Domestic Others

and freelance servant

Finland 64 15 4 4 2 11

France 36 34 13 7 4 6

UK 6 46 19 10 10 9

Sweden 36 32 11 5 7 9

US 22 32 18 9 7 2

political adventurers, the dictators. The consequences
of these new imbalances are important warnings in
the directions of increased value of human and social
relations.

The most important features of the illustrated
changes are due to the transition from an agriculture-
based society with remnants of feudalist burdens to an
industrial one with a bourgeois–worker class, and now
to an information society with a significantly different
and mobile strata structure. The structural change in our
age is clearly illustrated in Fig. 5.7 and in the investment
policy of a typical country rapidly joining the welfare
world, North Korea, in Fig. 5.8 [5.18].

Most organizations are applying less hierarchy. This
is one effect of the general trend towards overall control
modernization and local adaptation as leading prin-
ciples of optimal control in complex systems. The
concentration of overall control is a result of advanced,
real-time information and measurement technology and
related control theories, harmonizing with the local tra-
ditions and social relations. The principles developed
in the control of industrial processes could find gen-
eral validity in all kinds of complex systems, societies
included.

The change of social strata and technology strongly
affects organizational structures. The most characteris-
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Fig. 5.6 A characteristic picture of the modern society (after [5.22])

tic phenomenon is the individualization and localization
of previous social entities on the one hand, and central-
ization and globalization on the other. Globalization has
an usual meaning related to the entire globe, a general
trend in very aspect of unlimited expansion, extension
and proliferation in every other, more general dimen-
sions.

The great change works in private relations as
well. The great multigenerational family home model is

over. The rapid change of lifestyles, entertainment tech-
nology, and semi-automated services, higher income
standards, and longer and healthier lives provoke and
allow the changing habits of family homes.

The development of home service robots will soon
significantly enhance the individual life of handicapped
persons and old-age care. This change may also place
greater emphasis on human relations, with more free-
dom from burdensome and humiliating duties.

5.6 Production, Economy Structures, and Adaptation

Two important remarks should be made at this point.
Firstly, the main effect of automation and information
technology is not in the direct realization of these spe-
cial goods but in a more relevant general elevation of
any products and services in terms of improved qualities
and advanced production processes. The computer and
information services exports of India and Israel account
for about 4% of their gross domestic product (GDP).

These very different countries have the highest figures
of direct exports in these items [5.18].

The other remark concerns the effect on employ-
ment. Long-range statistics prove that this is more
influenced by the general trends of the economy and
by the adaptation abilities of societies. Old professions
are replaced by new working opportunities, as demon-
strated in Figs. 5.9 and 5.10 [5.22, 27, 28].
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Fig. 5.7 Structural change and economic growth (after [5.18] and UN/DESA, based on United Nations Statistics Divi-
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Fig. 5.8 Sector investment change in North Korea (after
UN/DESA based on data from National Statistical Of-
fice, Republic of Korea Structural change and economic
growth)

One aspect of changing working conditions is the
evolution of teleworking and outsourcing, especially in
digitally transferable services. Figure 5.11 shows the
results of a statistical project closed in 2003 [5.29].

Due to the automation of production and servic-
ing techniques, investment costs have been completely
transformed from production to research, development,
design, experimentation, marketing, and maintenance
support activities. Also production sites have started to
become mobile, due to the fast turnaround of produc-
tion technologies. The main fixed property is knowhow
and related talent [5.30, 31]. See also Chap. 6 on the
economic costs of automation.

The open question regarding this irresistible process
is the adaptation potential of mankind, which is closely
related to the directions of adaptation. How can the
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Fig. 5.9 Growing and shrinking job sectors (after [5.22])

majority of the population elevate its intellectual level
to the new requirements from those of earlier animal
and quasi-animal work? What will be the directions of
adaptation to the new freedoms in terms of time, con-
sumption, and choice of use, and misuse of possibilities
given by the proliferation of science and technology?

These questions generate further questions: Should
the process of adaptation, problem solving, be con-
trolled or not? And, if so, by what means or organiza-
tions? And, not least, in what directions? What should
be the control values? And who should decide about
those, and how? Although questions like these have
arisen in all historical societies, in the future, giving the
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Fig. 5.10 White-collar workers in the USA (after [5.28])
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Fig. 5.11 Teleworking, percentage of working population at distance from office or workshop (after [5.29]) (countries,
abbreviations according car identification, EU – European Union, NAS – newly associated countries of the EU)

Table 5.5 Coherence indices (after [5.29])

Gross national income (GNI)/capitaa Corruptionb e-Readinessc

(current thousand US$) (score, max. 10 [squeaky clean]) (score, max. 10)

Canada 32.6 8.5 8.0

China 1.8 – 4.0

Denmark 47.4 9.5 8.0

Finland 37.5 9.6 8.0

France 34.8 7.4 7.7

Germany 34.6 8.0 7.9

Poland 7.1 3.7 5.5

Rumania 3.8 3.1d 4.0d

Russia 4.5 3.5 3.8

Spain 25.4 6.8 7.5

Sweden 41.0 9.2 8.0

Switzerland 54.9 9.1 7.9

UK 37.6 8.6 8.0
a according to the World Development Indicators of the World Bank, 2006,
b The 2006 Transparency, International Corruption Perceptions Index according to the Transparency International Survey,
c Economic Intelligence Unit [5.32],
d Other estimates

immensely greater freedom in terms of time and oppor-
tunities, the answers to these questions will be decisive
for human existence.

Societies may be ranked nowadays by national
product per capita, by levels of digital literacy, by es-
timates of corruption, by e-Readiness, and several other
indicators. Not surprisingly, these show a rather strong
coherence. Table 5.5 provide a small comparison, based
on several credible estimates [5.29, 30, 33].

A recent compound comparison by the Economist
Intelligence Unit (EIU) (Table 5.6) reflects the EIU
e-Readiness rankings for 2007, ranking 69 coun-
tries in terms of six criteria. In order of importance,
these are: consumer and business adoption; connec-
tivity and technology infrastructure; business environ-
ment; social and cultural environment; government
policy and vision; and legal and policy environ-
ment.
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Table 5.6 The 2007 e-Readiness ranking

Economist Intelligence Unit e-Readiness rankings, 2007

2007 2006 Country 2007 2006 2007 2006 Country 2007 2006

e-Readi- rank e-Readi- score e-Readi- rank e-Readi- score

ness ness ness ness

rank score rank score

(of 69) (of 10) (of 69) (of 10)

1 1 Denmark 8.88 9.00 36 37 Malaysia 5.97 5.60

2 (tie) 2 US 8.85 8.88 37 39 Latvia 5.88 5.30

2 (tie) 4 Sweden 8.85 8.74 38 39 Mexico 5.86 5.30

4 10 Hong Kong 8.72 8.36 39 36 Slovakia 5.84 5.65

5 3 Switzerland 8.61 8.81 40 34 Poland 5.80 5.76

6 13 Singapore 8.60 8.24 41 38 Lithuania 5.78 5.45

7 5 UK 8.59 8.64 42 45 Turkey 5.61 4.77

8 6 Netherlands 8.50 8.60 43 41 Brazil 5.45 5.29

9 8 Australia 8.46 8.50 44 42 Argentina 5.40 5.27

10 7 Finland 8.43 8.55 45 49 Romania 5.32 4.44

11 14 Austria 8.39 8.19 46 (tie) 43 Jamaica 5.05 4.67

12 11 Norway 8.35 8.35 46 (tie) 46 Saudi Arabia 5.05 5.03

13 9 Canada 8.30 8.37 48 44 Bulgaria 5.01 4.86

14 14 New Zealand 8.19 8.19 49 47 Thailand 4.91 4.63

15 20 Bermuda 8.15 7.81 50 48 Venezuela 4.89 4.47

16 18 South Korea 8.08 7.90 51 49 Peru 4.83 4.44

17 23 Taiwan 8.05 7.51 52 54 Jordan 4.77 4.22

18 21 Japan 8.01 7.77 53 51 Colombia 4.69 4.25

19 12 Germany 8.00 8.34 54 (tie) 53 India 4.66 4.04

20 17 Belgium 7.90 7.99 54 (tie) 56 Philippines 4.66 4.41

21 16 Ireland 7.86 8.09 56 57 China 4.43 4.02

22 19 France 7.77 7.86 57 52 Russia 4.27 4.14

23 22 Israel 7.58 7.59 58 55 Egypt 4.26 4.30

24 – Maltaa 7.56 – 59 58 Equador 4.12 3.88

25 25 Italy 7.45 7.14 60 61 Ukraine 4.02 3.62

26 24 Spain 7.29 7.34 61 59 Sri Lanka 3.93 3.75

27 26 Portugal 7.14 7.07 62 60 Nigeria 3.92 3.69

28 27 Estonia 6.84 6.71 63 67 Pakistan 3.79 3.03

29 28 Slovenia 6.66 6.43 64 64 Kazakhstan 3.78 3.22

30 31 Chile 6.47 6.19 65 66 Vietnam 3.73 3.12

31 32 Czech Rep. 6.32 6.14 66 63 Algeria 3.63 3.32

32 29 Greece 6.31 6.42 67 62 Indonesia 3.39 3.39

33 30 UAE 6.22 6.32 68 68 Azerbaijan 3.26 2.92

34 32 Hungary 6.16 6.14 69 65 Iran 3.08 3.15

35 35 South Africa 6.10 5.74

a New to the annual rankings in 2007 (after EIU)
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5.7 Education

Radical change of education is enforced by the dramatic
changes of requirements. The main directions are as
follows:

• Population and generations to be educated• Knowledge and skills to be learnt• Methods and philosophy of education.

General education of the entire population was in-
troduced with the Industrial Revolution and the rise
of nation states, i. e., from the 18th to the end of the
19th centuries, starting with royal decrees and laws ex-
pressing a will and trend and concluding in enforced,
pedagogically standardized, secular systems [5.35].

The related social structures and workplaces re-
quired a basic knowledge of reading and writing, first of
names, simple sentences for professional and civil com-
munication, and elements of arithmetic. The present
requirement is much higher, defined (PISA, Program
for International Student Assessment of the OECD) by
understanding regular texts from the news, regulations,
working and user instructions, elements of measure-
ment, dimensions, and statistics.

Progress in education can be followed also as a con-
sequence of technology sophistication, starting with
four to six mandatory years of classes and continued by
mandatory education from 6 to 18 years. The same is
reflected in the figures of higher education beyond the
mandatory education period [5.16, 30, 34].

For each 100 adults of tertiary-education age, 69 are
enrolled in tertiary education programs in North Amer-
ica and Europe, compared with only 5 in sub-Saharan
Africa and 10 in South and West Asia. Six countries
host 67% of the world’s foreign or mobile students:
with 23% studying in the USA, followed by the UK
(12%), Germany (11%), France (10%), Australia (7%),
and Japan (5%).

An essential novelty lies in the rapid change of
required knowledge content, due to the lifecycles of
technology, see timeline of Fig. 5.1. The landmarks of
technology hint at basic differences in the chemistry,
physics, and mathematics of the components and, based

Table 5.7 Lifelong learning. Percentage of the adult population aged 25–64 years participating in education and training
(mostly estimated or reported values), after [5.34]

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

EU (25 countries) – – – – – 7.5 7.5 7.6 9.0 9.9 10.2

EU (15 countries) – – – – 8.2 8.0 8.0 8.1 9.8 10.7 11.2

Euro area 4.5 5.1 5.1 – 5.6 5.4 5.2 5.3 6.5 7.3 8.1

on the relevant new necessities in terms of basic and
higher-level knowledge, are reflected in application de-
mands. The same demand is mirrored in work-related
training provided by employers.

The necessary knowledge of all citizens is also de-
fined by the systems of democracy, and modern democ-
racy is tied to market economy systems. This defines
an elementary understanding of the constitutional–legal
system, and the basic principles and practice of legal
institutions. The concept of constitutional awareness
is not bound to the existence of a canonized national
constitution; it can be a consciousness, accord on fun-
damental social principles.

As stated, general education is a double requirement
for historical development: professional knowledge for
producers and users of technology, and services and
civil culture as necessary conditions for democracy.
These two should be unified to some extent in each per-
son and generation. This provides another hint at the
change from education of children and adolescents to-
wards a well-designed, pedagogically renewed, socially
regulated lifelong education schedule with mandatory
basic requirements. There should also be mandatory
requirements for each profession with greater respon-
sibility and a wide spectrum of free opportunities,
including in terms of retirement age (Table 5.7).

In advanced democracies this change strongly af-
fects the principle of equal opportunities, and creates
a probably unsolvable contradiction between increas-
ing knowledge requirements, the available amount
of different kinds of knowledge, maintenance and
strengthening of the cultural–social coherence of so-
cieties, and the unavoidable leverage of education.
Educating the social–cultural–professional elite and the
masses of a democratic society, with given backgrounds
in terms of talent, family, and social grouping, is the
main concern of all responsible government policies.
The US Ivy League universities, British Oxbridge, and
the French Grand Écoles represent elite schools, mostly
for a limited circle of young people coming from more
highly educated, upper society layers.
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The structures of education are also defined by the
capabilities of private and public institutions: their reg-
ulation according to mandatory knowledge, subsidies
depending on certain conditions, the ban on discrimi-
nation based on race or religion, and freedom of access
for talented but poor people.

The structural variants of education depend on
necessary and lengthening periods of professional edu-
cation, and on the distribution of professional education
between school and workplace. Open problems are
the selection principles of educational quotas (if any),
and the question of whether these should depend on
government policy and/or be the responsibility of the
individual, the family or educational institutions.

In the Modern Age, education and pedagogy have
advanced from being a kind of affective, classical
psychology-like quality to a science in the strong sense,
not losing but strengthening the related human virtues.
This new, science-type progression is strongly related
to brain research, extended and advanced statistics and
worldwide professional comparisons of different ex-
periments. Brain research together with psychology
provides a more reliable picture of development during
different age periods. More is known on how con-
ceptual, analogous, and logical thinking, memory, and
processing of knowledge operate; what the coherences
of special and general abilities are; what is genetically
determined and definable; and what the possibilities of
special training are. The problem is greater if there are
deterministic features related to gender or other inher-
ited conditions. Though these problems are particularly
delicate issues, research is not excluded, nor should it
be, although the results need to be scrutinized under
very severe conditions of scientific validity.

The essential issue is the question of the necessary
knowledge for citizens of today and tomorrow. A radi-
cal change has occurred in the valuation of traditional
cultural values: memorizing texts and poems of ac-
knowledged key authors from the past; the proportion
of science- versus human-related subjects; and the role
of physical culture and sport in education. The means
of social discipline change within the class as a prepa-
ration for ethical and collegial cooperation, just like the
abiding laws of the community.

The use of modern and developing instruments of
education are overall useful innovations but no solution
for the basic problems of individual and societal de-
velopment. These new educational instruments include

moving pictures, multimedia, all kinds of visual and
auditive aids, animation, 3-D representation, question-
answering automatic methods of teaching, freedom of
learning schedules, mass use of interactive whiteboards,
personal computers as a requisite for each student and
school desk, and Internet-based support of remote learn-
ing. See Chap. 44 on Education and Qualification and
Chap. 85 on Automation in Education/Learning Systems
for additional information.

A special requirement is an international standard
for automatic control, system science, and infor-
mation technology. The International Federation of
Automatic Control (IFAC), through its special interest
committee and regular symposia, took the first steps
in this direction from its start, 50 years ago [5.36].
Basic requirements could be set regarding different
professional levels in studies of mathematics, algo-
rithmics, control dynamics, networks, fundamentals
of computing architecture and software, components
(especially semiconductors), physics, telecommunica-
tion transmission and code theory, main directions
of applications in system design, decision support
and mechanical and sensory elements of complex au-
tomation, their fusion, and consideration of social
impact.

All these disciplines change in their context and rel-
evance during the lifetime of a professional generation,
surviving at least three generations of their subject. This
means greater emphasis on disciplinary basics and on
the particular skill of adopting these for practical inno-
vative applications, and furthermore on the disciplinary
and quality ethics of work.

A major lesson of the current decade is not only the
hidden spread of these techniques in every product, pro-
duction process, and system but also the same spread of
specialists in all kinds of professional activities.

All these phenomena and experiments display the
double face of education in terms of an automated,
communication-linked society. One of the surprising
facts from the past few decades is the unexpected in-
crease in higher-education enrolment for humanities,
psychology, sociology, and similar curricula, and the
decline in engineering- and science-related subjects.
This orientation is somehow balanced by the burst of
management education, though the latter has a trend
to deepen knowledge in human aspects outweighing
the previous, overwhelming organizational, structural
knowledge.
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5.8 Cultural Aspects

The above contradictory, but socially relatively con-
trolled, trend is a proof of the initial thesis: in the period
of increasing automation, the human role is emerging
more than ever before. This has a relevant linguistic
meaning, too. Not only is knowledge of foreign lan-
guages (especially that of the modern lingua franca,
English) gaining in importance, but so is the need for
linguistic and metalinguistic instruments as well, i. e.,
a syncretistic approach to the development of sensitive
communication facilities [5.37, 38].

The resulted plethora of these commodities is repre-
sented in the variations of goods, their usage, and in the
spectra of quality. The abundance of supply is in accor-
dance not only with material goods but also the mental
market.

The end of the book was proclaimed about a decade
ago. In the meantime the publication of books has
mostly grown by a modest, few percentage points each
year in most countries, in spite of the immense reading
material available on the Internet. Recent global statis-
tics indicate a growth of about 3–4% per year in the past
period in juvenile books, the most sensitive category for
future generations.

The rapid change of electronic entertainment me-
dia from cassettes to CD-DVD and MP3 semiconductor
memories and the uncertainties around copyright prob-
lems made the market uncertain and confused. In the

past 10 years the prices of video-cassettes have fallen
by about 50%; the same happened to DVDs in the past
2 years.

All these issues initiate cultural programs for
each age, each technological and cultural environment,
and each kind of individual and social need, both
maintaining some continuity and inducing continuous
change.

On the other hand, the market has absorbed the
share in the entertainment business with a rapidly
changing focus on fashion-driven music, forgotten clas-
sics, professional tutoring, and great performances. The
lesson is a naturally increasing demand together with
more free time, greater income, and a rapidly changing
world and human orientation. Adaptation is serviced by
a great variety of different possibilities.

High and durable cultural quality is valued mostly
later in time. The ratio of transitory low-brow cultural
goods to high-brow permanent values has always been
higher by orders of magnitude. Automatic, high-quality
reproduction technology, unseen and unimaginable pur-
chasing power, combined with cultural democracy is
a product of automated, information-driven engineer-
ing development. The human response is a further
question, and this is one reason why a nontechni-
cal chapter has a place in this technology hand-
book.

5.9 Legal Aspects, Ethics, Standards, and Patents

5.9.1 Privacy

The close relations between continuity and change are
most reflected in the legal environment: the embed-
ding of new phenomena and legal requirements into the
traditional framework of the law. This continuity is im-
portant because of the natural inertia of consolidated
social systems and human attitudes. Due to this effect,
both Western legal systems (Anglo-Saxon Common
Law as a case-based system and continental rule-based
legal practice) still have their common roots in Ro-
man Law. In the progress of other civilizations towards
an industrial and postindustrial society, these princi-
ples have been gradually accepted. The global process
in question is now enforced, not by power, but by the
same rationality of the present technology-created soci-
ety [5.4, 39].

The most important legal issue is the combined task
of warranting privacy and security. The privacy issue,
despite having some antecedents in the Magna Carta
and other documents of the Middle Ages, is a modern
idea. It was originated for an equal-rights society and
the concept of all kinds of private information properties
of people. The modern view started with the paper en-
titled The Right to Privacy by Warren and Brandeis, at
the advent of the 20th century [5.40]. The paper also de-
fines the immaterial nature of the specific value related
to privacy and the legal status of the material instrument
of (re)production and of immaterial private property.

Three components of the subject are remarkable and
all are related to the automation/communication issue:
mass media, starting with high-speed wide-circulation
printing, photography and its reproduction technolo-
gies, and a society based on the equal-rights principle.
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In present times the motivations are in some sense
contradictory: an absolute defense against any kind of
intrusion into the privacy of the individual by alien
power. The anxiety was generated by the real experi-
ence of the 20th century dictatorships, though executive
terror and mass murder raged just before modern infor-
mation instruments. On the other hand, user-friendly,
efficient administration and security of the individ-
ual and of the society require well-organized data
management and supervision. The global menace of
terrorism, especially after the terrorist attacks of 11
September, 2001, has drawn attention to the develop-
ment and introduction of all kinds of observational
techniques.

Table 5.8 Regulations concerning copyright and patent

Regulations: Article I, Section 8, Clause 8 of the US Constitution, also known as the Copyright Clause, gives
Congress the power to enact statutes To promote the Progress of Science and useful Arts, by securing for lim-
ited Times to Authors and Inventors the exclusive Right to their respective Writings and Discoveries.

Congress first exercised this power with the enactment of the Copyright Act of 1790, and has changed and up-
dated copyright statutes several times since. The Copyright Act of 1976, though it has been modified since its
enactment, is currently the basis of copyright law in the USA.

The Berne Convention for the Protection of Literary and Artistic Works, usually known as the Berne Con-
vention, is an international agreement about copyright, which was first adopted in Berne, Switzerland in 1886.

Paris Convention for the Protection of Industrial Property, signed in Paris, France, on March 20, 1883.

The Agreement on Trade Related Aspects of Intellectual Property Rights (TRIPS) is a treaty administered
by the World Trade Organization (WTO) which sets down minimum standards for many forms of intellectual
property (IP) regulation. It was negotiated at the end of the Uruguay Round of the General Agreement on Tar-
iffs and Trade (GATT) treaty in 1994.

Specifically, TRIPS contains requirements that nations’ laws must meet for: copyright rights, including the
rights of performers, producers of sound recordings, and broadcasting organizations; geographical indications,
including appellations of origin; industrial designs; integrated-circuit layout designs; patents; monopolies for
the developers of new plant varieties; trademarks; trade address; and undisclosed or confidential information.
TRIPS also specified enforcement procedures, remedies, and dispute-resolution procedures.

Patents in the modern sense originated in Italy in 1474. At that time the Republic of Venice issued a decree
by which new and inventive devices, once they had been put into practice, had to be communicated to the Re-
public in order to obtain the right to prevent others from using them. England followed with the Statute of
Monopolies in 1623 under King James I, which declared that patents could only be granted for “projects of
new invention.” During the reign of Queen Anne (1702–1714), the lawyers of the English Court developed the
requirement that a written description of the invention must be submitted. These developments, which were in
place during the colonial period, formed the basis for modern English and US patent law.

In the USA, during the colonial period and Articles of Confederation years (1778–1789), several states adopted
patent systems of their own. The first congress adopted a Patent Act, in 1790, and the first patent was issued
under this Act on July 31, 1790.

European patent law covers a wide range of legislations including national patent laws, the Strasbourg Con-
vention of 1963, the European Patent Convention of 1973, and a number of European Union directives and
regulations.

The harmonization of these contradictory demands
is given by the generally adopted principles of human
rights, now with technology-supported principles:

• All kind of personal data, regarding race, religion,
conscience, health, property, and private life are
available only to the person concerned, accessible
only by the individual or by legal procedure.• All information regarding the interests of the citi-
zen should be open; exemption can be made only by
constitutional or equivalent, specially defined cases.• The citizen should be informed about all kinds of
access to his/her data with unalterable time and au-
thorization stamps.
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The perfection of the above principles is warranted
by fast, broadband data links, and cryptographic and
pattern recognition (identification) technology. The in-
troduction of these tools and materialization of these
principles strengthen the realization of the general,
basic statement about the elevation effect of human
consciousness. The indirect representation of the Self,
and its rights and properties is a continuous, frequently
used mirror of all this. And, through the same, the
metaphoric high level of the mirror is a self-conscious
intelligence test for beings. The system contributes
to the legal consciousness of the advanced democ-
racy.

The semi-automatic, data-driven system of admin-
istration separates the actions that can, and should be,
executed in an automatic procedure by the control and
evaluation of data, and follows the privacy and security
principles. A well-operating system can save months
of civilian inquiries, and hours and days of travel-
ing, which constitutes a remarkable percentage of the
administrative cost. A key aspect is the increased con-
centration on issues that require human judgment. In
real human problems, human judgment is the final prin-
ciple.

Citizens’ indirect relationship with the authorities
using automatic and telecommunication means evokes
the necessity for natural language to be understood by
machines, in written and verbal forms, and the cre-

ation of user-friendly, natural impression dialogues. The
need for bidirectional translation between the language
of law and natural communication, and translation into
other languages, is emerging in wide, democratic usage.
These research efforts are quickly progressing in several
communities.

5.9.2 Free Access, Licence, Patent,
Copyright, Royalty, and Piracy

Free access to information has different meanings. First
of all, it is an achievement and new value of democracy:
the right to access directly all information regarding an
individual citizen’s interests. Second, it entails a new re-
lation to property that is immaterial, i. e., not physically
decreased by alienation. Easy access changes the view
regarding the right of the owner, the author. Though
the classic legal concepts of patent and copyright are
still valid and applied, the nonexistence of borders and
the differences in local regulations and practice have
opened up new discussions on the subject. Several com-
panies and interest groups have been arguing for more
liberal regulations. These arguments comprise the ad-
vertising interests of even more dynamic companies, the
costs and further difficulties of safeguarding ownership
rights, and the support of developing countries.

Table 5.8 presents an overview of the progress of
these regulations.

5.10 Different Media and Applications of Information Automation

A contradictory trend in information technology is the
development of individual user services, with and with-
out centralized control and control of the individual
user. The family of these services is characterized by
decentralized input of information, centralized and de-
centralized storage and management, as well as uncon-
ventional automation combined with similarly strange
freedom of access. Typical services are blog-type enter-
tainment, individual announcements, publications, chat
groups, other collaborative and companion search, pri-
vate video communication, and advertisements. These
all need well-organized data management, automatic,
and desire-guided browsing search support and vari-
ous identification and filtering services. All these are,
in some sense, new avenues of information service
automation and society organization in close interac-
tion [5.26, 41, 42].

Two other services somehow belonging to this
group are the information and economic power of

very large search organizations, e.g., Google and
Yahoo, and some minor, global, and national ini-
tiatives. Their automatic internal control has differ-
ent search and grading mechanisms, fundamentally
based on user statistics and subject classifications, but
also on statistical categorizations and other pattern-
recognition and machine-supported text-understanding
instruments.

Wikipedia, YouTube, and similar initiatives have
greater or lesser control: principally everybody can
contribute to a vast and specific edifice of knowl-
edge, controlled by the voluntary participants of the
voluntary-access system. This social control appears
to be, in some cases, competing in quality with
traditional, professional encyclopedic-knowledge in-
stitutions. The contradictory trends survive further:
social knowledge bases have started to establish
some proved, controlled quality groups for, and of,
professionals.
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The entertainment/advertisement industry covers all
these initiatives by its unprecedented financial interest
and power, and has emerged as the leading economic
power after the period of automotive and traffic-related
industry that followed the iron and steel, textile, and
agricultural supremacy. Views on this development are
extremely different; in a future period can be judged if
these resulted in a better-educated, more able society, or
deteriorated essential cultural values.

Behind all these emerging and ruling trends op-
erates the joint technology of automatic control, both
in the form of instrumentation and in effects obeying
the principles of feedback, multivariate, stochastic and
nonlinear, and continuous and discrete system control.
These principles are increasingly applied in modeling
the social effects of these human–machine interactions,
trying not only to understand but also to navigate the
ocean of this new–old supernature.

5.11 Social Philosophy and Globalization

Automation is a global process, rapidly progressing
in the most remote and least advanced corners of the
world. Mass production and World Wide Web services
enforce this, and no society can withstand this global
trend; recent modernization revolution and its success in
China and several other countries provide indisputable
evidence. Change and the rapid speed in advanced
societies and their most mobile layers create consider-
able tension among and within countries. Nevertheless,
clever policies, if they are implemented, and the social
movements evoked by this tension, result in a general
progress in living qualities, best expressed by extending
lifespans, decreasing famine regions, and the increasing
responsibility displayed by those who are more influ-
ential. However, this overall historical process cannot
protect against the sometimes long transitory sufferings,
social clashes, unemployment, and other human social
disasters [5.41, 43, 44].

Transitory but catastrophic phenomena are the
consequence of minority feelings expressed in wide,
national, religious, ideology-related movements with
aggressive nature. The state of hopeless poverty is less
irascible than the period of intolerance. The only gen-
eral recommendation is given by Neumann [5.45]:

The only solid fact is that these difficulties are due
to an evolution that, while useful and constructive,
is also dangerous. Can we produce the required
adjustments with the necessary speed? The most
hopeful answer is that the human species has been
subjected to similar tests before and seems to have
a congenital ability to come through, after varying
amounts of trouble. To ask in advance for a complete
recipe would be unreasonable. We can specify only
the human qualities required: patience, flexibility,
and intelligence.

5.12 Further Reading

Journals and websites listed as references provide con-
tinuously further updated information. Recommended
periodicals as basic theoretical and data sources are:

• Philosophy and Public Affairs, Blackwell, Princeton
– quarterly• American Sociological Review, American Sociolog-
ical Association, Ohio State University, Columbia –
bimonthly• Comparative Studies in Sociology and History,
Cambridge University Press, Cambridge/MA –
quarterly• The American Statistician, American Statistical As-
sociation – quarterly

• American Journal of International Law, American
Society of International Law – quarterly• Economic Geography, Clark University, Worces-
ter/MA – quarterly• Economic History Review, Blackwell, Princeton –
three-yearly• Journal of Economic History, Cambridge Univer-
sity Press, Cambridge/MA – quarterly• Journal of Labor Economics, Society of Law
Economists, University Chicago Press – quar-
terly• The Rand Journal of Economics, The Rand Corpo-
ration, Santa Monica – quarterly
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Economic Asp6. Economic Aspects of Automation

Piercarlo Ravazzi, Agostino Villa

The increasing diffusion of automation in all sec-
tors of the industrial world gives rise to a deep
modification of labor organization and requires
a new approach to evaluate industrial systems
efficiency, effectiveness, and economic conve-
nience. Until now, the evaluation tools and
methods at disposal of industrial managers are
rare and even complex. Easy-to-use criteria, pos-
sibly based on robust but simple models and
concepts, appear to be necessary. This chapter
gives an overview of concepts, based on the eco-
nomic theory but revised in the light of industrial
practice, which can be applied for evaluating the
impact and effects of automation diffusion in
enterprises.
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Process automation spread through the industrial world
in both production and services during the 20th century,
and more intensively in recent decades. The condi-
tions that assured its wide diffusion were first the
development of electronics, then informatics, and today
information and communication technologies (ICT), as
demonstrated in Fig. 6.1a–c. Since the late 1970s, pe-
riods of large investment in automation, followed by
periods of reflection with critical revision of previ-
ous implementations and their impact on revenue, have
taken place. This periodic attraction and subsequent

revision of automation applications is still occurring,
mainly in small to mid-sized enterprises (SME) as well
as in several large firms.

Paradigmatic could be the case of Fiat, which
reached the highest level of automation in their assem-
bly lines late in the 1980s, whilst during the subsequent
decade it suffered a deep crisis in which investments
in automation seemed to be unprofitable. However, the
next period – the present one – is characterized by sig-
nificant growth for which the high level of automation
already at its disposal has been a driver.
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Automation implementation and perception of its
convenience in the electronics sector is different from in
the automotive sector. The electronics sector, however,

Fig. 6.1 (a) Use of information and communication tech-
nologies by businesses for returning filled forms to public
authorities. The use of the Internet emphasizes the impor-
tant role of transaction automation and the implementation
of automatic control systems and services (source: OECD,
ICT database, and Eurostat, community survey on ICT
usage in households and by individuals, January 2008).
(b) Business use of the Internet, 2007, as a percentage
of businesses with ten or more employees. (c) � Internet
selling and purchasing by industry (2007). Percentage of
businesses with ten or more employees in each industry
group (source: OECD, ICT database, and Eurostat, com-
munity survey on ICT usage in enterprises, September
2008)

is rather specific since it was born together with – and
as the instrument of – industrial automation. All other
industrial sectors present a typical attitude of strong
but cautious interest in automation. The principal mo-
tivation for this caution is the difficulty that managers
face when evaluating the economic impact of automa-
tion on their own industrial organization. This difficulty
results from the lack of simple methods to estimate eco-
nomic impact and obtain an easily usable measure of
automation revenue.

The aim of this chapter is to present an evalua-
tion approach based on a compact and simple economic
model to be used as a tool dedicated to SME managers,
to analyze main effects of automation on production,
labor, and costs.

The chapter is organized as follows. First, some
basic concepts on which the evaluation of the automa-
tion effects are based are presented in Sect. 6.2. Then,
a simple economic model, specifically developed for
easy interpretation of the impact of automation on the
enterprise, is discussed and its use for the analysis of
some industrial situations is illustrated in Sect. 6.3. The
most important effects of automation within the enter-
prise are considered in Sect. 6.4, in terms of its impact
on production, incentivization and control of workers,
and costs flexibility. In the final part of the chapter,
mid-term effects of automation in the socioeconomic
context are also analyzed. Considerations of such ef-
fects in some sectors of the Italian industrial system
are discussed in Sect. 6.6, which can be considered as
a typical example of the impact of automation on a de-
veloped industrial system, easily generalizable to other
countries.
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6.1 Basic Concepts in Evaluating Automation Effects

The desire of any SME manager is to be able to eval-
uate how to balance the cost of implementing some
automated devices (either machining units or handling
and moving mechanisms, or automated devices to im-
prove production organization) and the related increase
of revenue.

To propose a method for such an economic evalua-
tion, it is first necessary to declare a simple catalogue
of potential automation typologies, then to supply evi-
dence of links between these typologies and the main
variables of a SME which could be affected by process
and labor modifications due to the applied automa-
tion. All variables to be analyzed and evaluated must
be the usual ones presented in a standard balance
sheet.

Analysis of a large number of SME clusters in
ten European countries, developed during the collab-
orative demand and supply networks (CODESNET)
project [6.1] funded by the European Commission,
shows that the most important typologies of automa-
tion implementations in relevant industrial sectors can
be classified as follows:

1. Robotizing, i. e., automation of manufacturing
operations

2. Flexibilitization, i. e., flexibility through automation,
by automating setup and supply

3. Monitorizing, i. e., monitoring automation through
automating measures and operations control.

These three types of industrial automation can be re-
lated to effects on the process itself as well as on
personnel. Robotizing allows the application of greater
operation speed and calls for a reduced amount of di-
rect work hours. Flexibilitization is crucial in mass
customization, to reduce the lead time in the face

Table 6.1 Links between automation and process/personnel in the firm

Automation typology induces . . . . . . effects on the process . . . . . . and effects on personnel

(a) Robotizing Operation speed Work reduction

(b) Flexibilitization Response time to demand Higher skills

(c) Monitorizing Process accuracy and product quality

Then automation calls for . . . . . . and search for . . .

Investments New labor positions

Investments and new labour positions should give rise to an expected target of production, conditioned on investments

in high technologies and highly skill workforce utilization.

of customer demands, by increasing the product mix,
and by facilitating producer–client interaction. Moni-
torizing can indeed assure product quality for a wide
range of final items through diffused control of work
operations. Both automated flexibility and automated
monitoring, however, require higher skills of personnel
(Table 6.1).

However, a representation of the links between
automation and either process attributes or personnel
working time and skill, as outlined in Table 6.1, does not
correspond to a method for evaluating the automation-
induced profit in a SME, or in a larger enterprise. It only
shows effects, whereas their impact on the SME balance
sheet is what the manager wants to know.

To obtain this evaluation it is necessary:

1. To have clear that an investment in automation is
generally relevant for any enterprise, and often crit-
ical for a SME, and typically can have an impact on
mid/long-term revenue.

2. To realize that the success of an investment in terms
of automation depends both on the amount of in-
vestment and on the reorganization of the workforce
in the enterprise, which is a microeconomic effect
(meaning to be estimated within the enterprise).

3. To understand that the impact of a significant invest-
ment in automation, made in an industrial sector,
will surely have long-term and wide-ranging effects
on employment at the macroeconomic level (i. e., at
the level of the socioeconomic system or country).

All these effects must be interpreted by a single
evaluation model which should be used:

• For a microeconomic evaluation, made by the
enterprise manager, to understand how the two
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above-mentioned principal factors, namely invest-
ment and workforce utilization, could affect the
expected target of production, in case of a given
automation implementation• For a macroeconomic evaluation, to be done at the
level of the industrial sector, to understand how rel-
evant modification of personnel utilization, caused

by the spread of automation, could be reflected in
the socioeconomic system.

These are the two viewpoints according to which the
automation economic impact will be analyzed upon
the introduction of the above-mentioned interpretation
model in Sect. 6.2.

6.2 The Evaluation Model

6.2.1 Introductory Elements
of Production Economy

Preliminary, some definitions and notations from eco-
nomics theory are appropriate (see the basic refer-
ences [6.2–6]):

• A production technique is a combination of factors
acquired by the market and applied in a prod-
uct/service unit.• Production factors will be simply limited to the cap-
ital K (i. e., industrial installation, manufacturing
units, etc.), to labor L , and to intermediate goods X
(i. e., goods and services acquired externally to con-
tribute to production).• A production function is given by the relation
Q = Q(K, L, X), which describes the output Q,
production of goods/services, depending on the ap-
plied inputs.• Technological progress, of which automation is the
most relevant expression, must be incorporated into
the capital K in terms of process and labor innova-
tions through investments.• Technical efficiency implies that a rational manager,
when deciding on new investments, should make
a choice among the available innovations that allow
him to obtain the same increase of production with-
out waste of inputs (e.g., if an innovation calls for
K0 units of capital and L0 units of labor, and an-
other one requires L1 > L0 units of labor, for the
same capital and production, the former is to be
preferred).• Economic efficiency imposes that, if the combina-
tion of factors were different (e.g., for the same
production level, the latter innovation has to use
K1 < K0 capital units), then the rational manager’s
choice depends on the cost to be paid to implement
the innovation, thus accounting also for production
costs, not only quantity.

Besides these statements it has to be remarked that,
according to economic theory, production techniques
can be classified as either fixed-coefficients technolo-
gies or flexible-coefficients technologies. The former
are characterized by nonreplaceable and strictly com-
plementary factors, assuming that a given quantity of
production can only be obtained by combining produc-
tion factors at fixed rates, with the minimum quantities
required by technical efficiency. The latter are charac-
terized by the possibility of imperfect replacement of
factors, assuming that the same production could be
obtained through a variable, nonlinear combination of
factors.

6.2.2 Measure of Production Factors

Concerning the measure of production factors, the fol-
lowing will be applied.

With regard to labor, the working time h (hours)
done by personnel in the production system, is as-
sumed to be a homogeneous factor, meaning that
different skills can be taken into account through suit-
able weights.

In case of N persons in a shift and T shifts in unit
time (e.g., day, week, month, etc.), the labor quantity L
is given by

L = hNT . (6.1)

In the following, the capital K refers to machines and
installations in the enterprise. However, it could also
be easily measured in the case of fixed-coefficient tech-
nologies: the capital stock, indeed, could be measured in
terms of standard-speed machine equivalent hours. The
capital K can also be further characterized by noting
that, over a short period, it must be considered a fixed
factor with respect to production quantity: excess capac-
ity cannot be eliminated without suffering heavy losses.

Labor and intermediate goods should rather be vari-
able factors with respect to produced quantities: excess
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stock of intermediate goods can be absorbed by re-
ducing the next purchase, and excess workforce could
be reduced gradually through turnover, or suddenly
through dismissals or utilization of social measures in
favor of unemployees.

In the long term, all production factors should be
considered variables.

6.2.3 The Production Function
Suggested by Economics Theory

The above-introduced concepts and measures allow to
state the flexible-coefficients production function, by as-
suming (for the sake of simplicity and realism) that
only the rate of intermediate goods over production is
constant (X/Q = b)

Q = Q(K, L, X) = f (K, L) = X/b . (6.2)

The production function is specified by the following
properties:

• Positive marginal productivity (positive variation of
production depending on the variation of a single
factor, with the others being fixed, i. e., ∂Q/∂K > 0,
∂Q/∂L > 0)• Decreasing returns, so that marginal productivity is
a decreasing function with respect to any production
factor, i. e., ∂Q2/∂K2 < 0, ∂Q2/∂L2 < 0.

In economics theory, from Clark and Marshall until
now, the basis of production function analysis was the
hypothesis of imperfect replacement of factors, assign-
ing to each the law of decreasing returns.

The first-generation approach is due to Cobb and
Douglas [6.7], who proposed a homogeneous pro-
duction function whose factors can be additive in
logarithmic form: Q = ALa Kb, where the constant A
summarizes all other factors except labor and capital.

This formulation has been used in empirical investiga-
tions, but with severe limitations.

The hypothesis of elasticity from the Cobb–
Douglas function with respect to any production factor
[such that (∂Q/Q)/(∂L/L) = (∂Q/Q)/(∂K/K ) = 1],
has been removed by Arrow et al. [6.8] and Brown
and De Cani [6.9]. Subsequent criticism by McFad-
den [6.10] and Uzawa [6.11] gave rise to the more
general form of variable elasticity function [6.12],
up to the logarithmic expression due to Christensen
et al. [6.13, 14], as clearly illustrated in the system-
atic survey due to Nadiri [6.15]. The strongest criticism
on the flexible coefficient production function has been
provided by Shaikh [6.16], but seems to have been ig-
nored. The final step was that of abandoning direct
estimation of the production function, and applying in-
direct estimation of the cost function [6.2,17–20], up to
the most recent theories of Dievert [6.21] and Jorgen-
son [6.22].

A significant modification to the analysis approach
is possible based on the availability of large statistical
databases of profit and loss accounts for enterprises,
compared with the difficulty of obtaining data con-
cerning production factor quantities. This approach
does not adopt any explicit interpretation scheme,
thus upsetting the approach of economics theory (de-
ductive) and engineering (pragmatic), depending only
on empirical verification. A correct technological–
economic approach should reverse this sequence: with
reference to production function analysis, it should
be the joint task of the engineer and economist to
propose a functional model including the typical param-
eters of a given production process. The econometric
task should be applied to verify the proposed model
based on estimation of the proposed parameters. In
the following analysis, this latter approach will be
adopted.

6.3 Effects of Automation in the Enterprise

6.3.1 Effects of Automation
on the Production Function

The approach on which the following considerations
are based was originally developed by Luciano and
Ravazzi [6.23], assuming the extreme case of produc-
tion only using labor, i. e., without employing capital
(e.g., by using elemental production means). In this
case, a typical human characteristic is that a worker can
produce only at a rate that decreases with time during

his shift. So, the marginal work productivity is decreas-
ing.

Then, taking account of the work time h of a worker
in one shift, the decreasing efficiency of workers with
time suggests the introduction of another measure,
namely the efficiency unit E, given by

E = hα , (6.3)

where 0 < α < 1 is the efficiency elasticity with respect
to the hours worked by the worker.
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Condition (6.3) includes the assumption of decreas-
ing production rate versus time, because the derivative
of E with respect to h is positive but the second deriva-
tive is negative.

Note that the efficiency elasticity can be viewed as
a measure of the worker’s strength.

By denoting λE as the production rate of a work
unit, the production function (6.2) can be rewritten as

Q = λE ENT . (6.4)

Then, substitution of (6.1) and (6.3) into (6.4), gives
rise to a representation of the average production rate,
which shows the decreasing value with worked hours

λL = Q/L = λEhα−1 , (6.5)

with dλL/dh = (α−1)λEhα−2 < 0.
Let us now introduce the capital K as the auxiliary

instrument of work (a computer for intellectual work,
an electric drill for manual work, etc.), but without any
process automation.

Three questions arise:

1. How can capital be measured?
2. How can the effects produced by the association of

capital and work be evaluated?
3. How can capital be included in the production func-

tion?

With regard to the first question, the usual industrial
approach is to refer to the utilization time of the pro-
duction instruments during the working shift. Then, let
the capital K be expressed in terms of hours of poten-
tial utilization (generally corresponding to the working
shift).

Utilization of more sophisticated tools (e.g., through
the application of more automation) induces an increase
in the production rate per hour. Denoting by γ > 1 a co-
efficient to be applied to the production rate λL, in order
to measure its increase due to the effect of capital uti-
lization, the average production rate per hour (6.5) can
be rewritten as

λL = γλEhα−1 . (6.6)

The above-mentioned effect of capital is the only one
considered in economics theory (as suggested by the
Cobb–Douglas function). However, another significant
effect must also be accounted for: the capital’s impact
on the workers’ strength in terms of labor (as mentioned
in the second question above).

Automated systems can not only increase pro-
duction rate, but can also strengthen labor efficiency
elasticity, since they reduce physical and intellectual

fatigue. To take account of this second effect, condi-
tion (6.6) can be reformulated by including a positive
parameter δ > 0 that measures the increase of labor ef-
ficiency and whose value is bounded by the condition
0 < (α+ δ) < 1 so as to maintain the hypothesis of de-
creasing production rate with time

λL = γλEhα+δ−1 . (6.7)

According to this model, a labor-intensive technique
is defined as one in which capital and labor cooper-
ate together, but in which the latter still dominates the
former, meaning that a reduction in the labor marginal
production rate still characterizes the production pro-
cess (α+ δ < 1), even if it is reduced by the capital
contribution (δ > 0).

The answer to the third question, namely how to
include capital in the production function, strictly de-
pends on the characteristics of the relevant machinery.
Whilst the workers’ nature can be modeled based on the
assumption of decreasing production rates with time,
production machinery does not operate in this way (one
could only make reference to wear, although mainte-
nance, which can prevent modification of the production
rate, is reflected in capital cost).

On the contrary, it is the human operator who im-
poses his biological rhythm (e.g., the case of the speed
of a belt conveyor that decreases in time during the
working shift). This means that capital is linked to pro-
duction through fixed coefficients: then the marginal
production rate is not decreasing with the capital.

Indeed, a decreasing utilization rate of capital has
to be accounted for as a consequence of the decreas-
ing rate of labor. So, the hours of potential utilization
of capital K have to be converted into productive
hours through a coefficient of capital utilization θ and
transformed into production through a constant capital-
to-production rate parameter v

Q = θK/v = θλK K , (6.8)

where λK = 1/v is a measure of the capital constant
productivity, while 0 < θ < 1 denotes the ratio between
the effective utilization time of the process and the time
during which it is available (i. e., the working shift).

Dividing (6.8) by L and substituting into (6.7), it
follows that

θ = vγλEhα+δ−1 , (6.9)

thus showing how the utilization rate of capital could fit
the decreasing labor yield so as to link the mechanical
rhythm of capital to the biological rhythm of labor.

Condition (6.9) leads to the first conclusion: in
labor-intensive systems (in which labor prevails over
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capital), decreasing yields occur, but depending only on
the physical characteristics of workers and not on the
constant production rates of production machinery.

We should also remark on another significant con-
sideration: that new technologies also have the function
of relieving labor fatigue by reducing undesirable ef-
fects due to marginal productivity decrease.

This second conclusion gives a clear suggestion of
the effects of automation concerning reduction of phys-
ical and intellectual fatigue. Indeed, automation implies
dominance of capital over labor, thus constraining labor
to a mechanical rhythm and removing the conditioning
effects of biological rhythms.

This situation occurs when α+ δ = 1, thus modify-
ing condition (6.7) to

λL = Q/L = γλE , (6.10)

which, in condition (6.9), corresponds to θ = 1, i. e., no
pause in the labor rhythm.

In this case automation transforms the decreasing
yield model into a constant yield model, i. e., the labor
production rate is constant, as is the capital production
rate, if capital is fully utilized during the work shift.
Then, capital-intensive processes are defined as those
that incorporate high-level automation, i. e., α+ δ → 1.

A number of examples of capital-intensive pro-
cesses can be found in several industrial sectors, often
concerning simple operations that have to be executed
a very large number of times. A typical case, even if not
often considered, are the new intensive picking systems
in large-scale automated warehouses, with increasing
diffusion in large enterprises as well as in industrial
districts.

Section 6.6 provides an overview in several sec-
tors of the two ratios (capital/labor and produc-
tion/labor) that, according to the considerations above,
can provide a measure of the effect of automation
on production rate. Data are referred to the Italian
economic/industrial system, but similar considerations
could be drawn for other industrial systems in devel-
oped countries. Based on the authors’ experience during
the CODESNET project development, several Euro-
pean countries present aspects similar to those outlined
in Sect. 6.6.

6.3.2 Effects of Automation
on Incentivization
and Control of Workers

Economic theory recognizes three main motivations
that suggest that the enterprise can achieve greater wage
efficiency than the one fixed by the market [6.24]:

1. The need to minimize costs for hiring and training
workers by reducing voluntary resignations [6.25,
26]

2. The presence of information asymmetry between
the workers and the enterprise (as only workers
know their ability and diligence), so that the en-
terprise tries to engage the best elements from the
market through ex ante incentives, and then to force
qualified employees to contribute to the production
process (the moral hazard problem) without result-
ing in too high supervision costs [6.27–29]

3. The specific features of production technologies
that may force managers to allow greater autonomy
to some worker teams, while paying an incentive
in order to promote better participation in team-
work [6.30–32].

The first motivation will be discussed in Sect. 6.4,
concerning the flexibility of labor costs, while the last
one does not seem to be relevant. The second motivation
appears to be crucial for labor-intensive systems, since
system productivity cannot only be dependent on tech-
nologies and workers’ physical characteristics, but also
depends greatly on workers propensity to contribute.

So, system productivity is a function of wages, and
maximum profit can no longer be obtained by apply-
ing the economic rule of marginal productivity equal to
wages fixed by market. It is the obligation of the en-
terprise to determine wages so as to assure maximum
profit.

Let the production rate of a work unit λE increase
at a given rate in a first time interval in which the wage
wE per work unit plays a strongly incentive role, whilst
it could increase subsequently at a lower rate owing to
the reduction of the wages marginal utility, as modeled
in the following expression, according to the economic
hypothesis of the effort function

λE = λE(wE), where λE(0) = 0; dλE/dwE > 0 ;
and d2λE/dw2

E ≥ 0 if wE ≥ ŵ ;
d2λE/dw2

E ≤ 0 if wE ≤ ŵ ; (6.11)

where ŵ is the critical wages which forces a change of
yield from increasing to decreasing rate.

In labor-intensive systems, the average production
rate given by (6.7) can be reformulated as

λL = γλE E/h . (6.12)

Now, let M = Va −wL be the contribution margin, i. e.,
the difference between the production added value Va
and the labor cost: then the unitary contribution margin
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per labor unit m is defined by the rate of M over the
labor L

m = M/L = p̂λL −w , (6.13)

where p̂ = (p− pX)β is the difference between the sale
price p and the cost pX of a product’s parts and mater-
ials, transformed into the final product according to the
utilization coefficient β = X/Q.

It follows that p̂λL is a measure of the added value,
and that the wages wE per work unit must be trans-
formed into real wages through the rate of work units E
over the work hours h of an employee during a working
shift, according to

w = wE E/h . (6.14)

The goal of the enterprise is to maximize m, in order to
gain maximum profit, i. e.,

max(m) = [ p̂γλE(wE)−wE
]
E/h . (6.15)

The first-order optimal condition gives

∂m/∂h = [ p̂γλE(wE)−wE
]
∂(E/h)/∂h = 0

⇒ γλE(wE) = wE/ p̂ , (6.16)

∂m/∂wE = (E/h)
[

p̂γ (∂λE/∂wE)−1
]= 0

⇒ p̂γ (∂λE/∂wE) = 1 . (6.17)

By substituting (6.17) into (6.16), the maximum-profit
condition shows that the elasticity of productivity with
respect to wages ελ will assume a value of unity

ελ = (∂λE/∂wE)(wE/λE) = 1 . (6.18)

So, the enterprise could maximize its profit by forc-
ing the percentage variation of the efficiency wages to
be equal to the percentage variation of the productiv-
ity ∂λE/λE = ∂wE/wE. If so, it could obtain the optimal
values of wages, productivity, and working time.

As a consequence, the duration of the working shift
is an endogenous variable, which shows why, in labor-
intensive systems, the working hours for a worker can
differ from the contractual values.

On the contrary, in capital-intensive systems with
wide automation, it has been noted before that E/h = 1
and λE = λ̄E, because the mechanical rhythm prevails
over the biological rhythm of work. In this case, effi-
ciency wages do not exist, and the solution of maximum
profit simply requires that wages be fixed at the min-
imum contractual level

max(m) = p̂λL−w= p̂γ λ̄E −w⇒ min(w) . (6.19)

As a conclusion, in labor-intensive systems, if λE could
be either observed or derived from λL, incentive wages
could be used to maximize profit by asking workers for
optimal efforts for the enterprise. In capital-intensive
systems, where automation has canceled out deceasing
yield and mechanical rhythm prevails in the production
process, worker incentives can no longer be justified.
The only possibility is to reduce absenteeism, so that
a share of salary should be reduced in case of negli-
gence, not during the working process (which is fully
controlled by automation), but outside.

In labor-intensive systems, as in personal service
production, it could be difficult to measure workers’
productivity: if so, process control by a supervisor be-
comes necessary.

In capital-intensive systems, automation eliminates
this problem because the process is equipped with de-
vices that are able to detect any anomaly in process
operations, thus preventing inefficiency induced by neg-
ligent workers. In practice automation, by forcing fixed
coefficients and full utilization of capital (process), per-
forms itself the role of a working conditions supervisor.

6.3.3 Effects of Automation
on Costs Flexibility

The transformation of a labor-intensive process into
a capital-intensive one implies the modification of the
cost structure of the enterprise by increasing the capital
cost (that must be paid in the short term) while reducing
labor costs.

Let the total cost CT be defined by the costs of the
three factors already considered, namely, intermediate
goods, labor, and capital, respectively,

CT = pX X +wL + cK K , (6.20)

where cK denotes the unitary cost of capital.
Referring total cost to the production Q, the cost

per production unit c can be stated by substituting the
conditions (6.2) and (6.10) into (6.20), and assuming
constant capital value in the short term

c = CT/Q = pXβ+w/λL + cK K/Q . (6.21)

In labor-intensive systems, condition (6.21) can also
be rewritten by using the efficiency wages w∗

E allo-
cated in order to obtain optimal productivity λ∗

L =
γλE(w∗

E)h∗α+δ−1, as shown in Sect. 6.3.1,

c = pXβ+w∗
E/λ

∗
L + cK K/Q . (6.22)

On the contrary, in capital-intensive systems, the pres-
ence of large amounts of automation induces the
following effects:
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1. Labor productivity λA surely greater than that which
could be obtained in labor-intensive systems (λA >

λ∗
L)

2. A salary wA that does not require incentives to
obtain optimum efforts from workers, but which im-
plies an additional cost with respect to the minimum
salary fixed by the market (wA

<
>
w∗

E), in order to
select and train personnel

3. A positive correlation between labor productivity
and production quantity, owing to the presence of
qualified personnel who the enterprise do not like to
substitute, even in the presence of temporary reduc-
tions of demand from the final product market

λA = λA(Q), ∂λA/∂Q > 0, ∂2λA/∂Q2 = 0

(6.23)

4. A significantly greater cost of capital, due to the
higher cost of automated machinery, than that of
a labor-intensive process (cKA > cK), even for the
same useful life and same rate of interest of the loan.

According to these statements, the unitary cost in
capital-intensive systems can be stated as

cA = pXβ+wA/λA(Q)+ cKA K/Q . (6.24)

Denoting by profit per product unit π the difference
between sale price and cost

π = p− c , (6.25)

the relative advantage of automation D, can be
evaluated by the following condition, obtained by sub-
stituting (6.24) and then (6.22) into (6.25)

D = πA −π

= w∗
E/λ

∗
L −wA/λA(Q)− (cKA − cK)K/Q .

(6.26)

Except in extreme situations of large underutilization
of production capacity (Q should be greater than the
critical value QC), the inequality w∗

E/λ
∗
L > wA/λA(Q)

denotes the necessary condition that assures that au-
tomated production techniques can be economically
efficient. In this case, the greater cost of capital can be
counterbalanced by greater benefits in terms of labor
cost per product unit.

In graphical terms, condition (6.26) could be il-
lustrated as a function D(Q) increasing with the
production quantity Q, with positive values for produc-
tion greater than the critical value QC. This means that
large amounts of automation can be adopted for high-
quantity (mass) production, because only in this case
can the enterprise realize an increase in marginal pro-
ductivity sufficient to recover the initial cost of capital.
This result, however, shows that automation could be
more risky than labor-intensive methods, since produc-
tion variations induced by demand fluctuations could
reverse the benefits. This risk, today, is partly reduced
by mass-customized production, where automation and
process programming can assure process flexibility able
to track market evolutions [6.33].

6.4 Mid-Term Effects of Automation

6.4.1 Macroeconomics Effects
of Automation:
Nominal Prices and Wages

The analysis has been centered so far on microe-
conomics effects of automation on the firm’s costs,
assuming product prices are given, since they would be
set in the market depending on demand–offer balance in
a system with perfect competition.

Real markets however lack a Walrasian auctioneer
and are affected by the incapacity of firms to know
in advance (rational expectations) the market demand
curve under perfect competition, and their own demand
curve under imperfect competition. In the latter case,
enterprises cannot maximize their profit on the basis
of demand elasticity, as proposed by the economic the-

ory of imperfect competition [6.34–36]. Therefore, they
cannot define their price and the related markup on their
costs.

Below we suggest an alternative approach, which
could be described as technological–managerial.

The balance price is not known a priori and price
setting necessarily concerns enterprises: they have to
submit to the market a price that they consider to be
profitable, but not excessive because of the fear that
competitors could block selling of all the scheduled pro-
duction. Firms calculate the sale price p on the basis of
a full unit cost c, including a minimum profit, consid-
ered as a normal capital remuneration.

The full cost is calculated corresponding to a sched-
uled production quantity Q e that can be allegedly sold
on the market, leaving a small share of productive ca-
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pacity Q̄ potentially unused

Q e ≤ Q̄ = θKλK K̄ = θK K̄/v , (6.27)

where θK = 1 in the presence of automation, while
v= 1/λK is – as stated above – the capital–product con-
nection defining technology adopted by firms for full
productive capacity utilization.

The difference Q̄ − Q e therefore represents the un-
used capacity that the firm plans to leave available for
production demand above the forecast.

To summarize, the sales price is fixed by the en-
terprise, resorting to connection (6.21), relating the
break-even point to Q e

p = c(Q e) = pXβ+w/λL + cKv e , (6.28)

where v e = K̄/Q e ≥ v (for Q e ≤ Q̄) is the pro-
grammed capital–product relationship.

In order to transfer this relation to the macroeco-
nomics level, we have to express it in terms of added
value (Q is the gross saleable production), as the gross
domestic product (GDP) results from aggregation of the
added values of firms. Therefore we define the added
value as

PY = pQ − pX X = (p− pXβ)Q ,

where P represents the prices general level (the average
price of goods that form part of the GDP) and Y the
aggregate supply (that is, the GDP). From this relation,
P is given by

P = (p− pXβ)/θY , (6.29)

where θY = Y/Q measures the degree of vertical
integration of the economic system, which in the
medium/short term we can consider to be steady
(θY = θ̄Y).

By substituting relation (6.28) into (6.29), the price
equation can be rewritten as

P = w/λ̂+ cKv̂ , (6.30)

where work productivity and the capital/product ratio
are expressed in terms of added value (λ̂= θYλL = Y/L
and v̂ = v e/θY = K̄/Y e).

In order to evaluate the effects of automation at the
macroeconomic level, it is necessary to break up the
capital unit cost cK into its components:

• The initial purchase unit price of capital P0
K• The sample gross profit ρ∗ sought by firms (as a per-

centage to be applied to the purchase price), which
embodies both amortization rate d and the perfor-
mance r∗ requested by financiers to remunerate

debt (subscribed by bondholders) and risk capital
(granted by owners).

So the following definition can be stated

cK = ρ∗P0
K = [l∗P0

K + (1− l∗)PK
]
/an |r∗ . (6.31)

where

• 0 < l∗ = D∗/(P0
K K̄ ) < 1 is the leverage (debt

amount subscribed in capital stock purchase)• 1− l∗ is the amount paid by owners• PK > P0
K is the substitution price of physical capital

at the deadline and• an |r∗ = 1−(1+r∗)−n

r∗ is the discounting back factor.

Relation (6.31) implies that the aim of the firm is to
maintain unchanged the capital share amount initially
brought by owners, while the debt amount is recovered
to its face (book) value, as generally obligations are re-
funded at original monetary value and at a fixed interest
rate stated in the contract.

It is also noteworthy that the indebtedness ratio l
is fixed at its optimal level l∗, and the earning rate
depends on it, r∗ = r(l∗), because r decreases as the
debt-financed share of capital increases due to advan-
tages obtained from the income tax deductibility of
stakes [6.37, 38], and increases as a result of failure
costs [6.39–41] and agency costs [6.42], which in turn
grow as l grows. The optimal level l∗ is obtained based
on the balance between costs and marginal advantages.

The relation (6.31) can be rewritten by using a Tay-
lor series truncated at the first term

cK = (d + r∗)
[
l∗P0

K + (1− l∗)PK
]
, (6.32)

which, in the two extreme cases P0
K = PK and PK = P0

K,
can be simplified to

cK = (d + r∗)PK , (6.33a)

cK = (d + r∗)P0
K . (6.33b)

This solution implies the existence of monetary illu-
sion, according to which capital monetary revaluation
(following inflation) is completely abandoned, thus im-
peding owners from keeping their capital intact.

This irrational decision is widely adopted in prac-
tice by firms when inflation is low, as it rests upon the
accounting procedure codified by European laws that
calculated amortization and productivity on the basis of
book value. Solution (6.33a) embodies two alternatives:

• Enterprises’ decision to maintain physical capital
undivided [6.43], or to recover the whole capital
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market value at the deadline, instead of being re-
stricted to the capital value of the stakeholders, in
order to guarantee its substitution without reducing
existing production capacity; in this case the indebt-
edness with repayment to nominal value (at fixed
rate) involves an extra profit Π for owners (resulting
from debt devaluation), which for unity capital cor-
responds to the difference between relation (6.33a)
and (6.32)

Π = (d + r∗)l∗
(
PK − P0

K

)
, (6.34)

as clarified by Cohn and Modigliani [6.44].• Subscription of debts at variable interest rate, able
to be adjusted outright to inflation rate to compen-
sate completely for debt devaluation, according to
Fisher’s theory of interest; these possibilities should
be rules out, as normally firms are insured against
debt cost variation since they sign fixed-rate con-
tracts.

Finally the only reason supporting the connec-
tion (6.33a) remains the first (accounting for inflation),
but generally firms’ behavior is intended to calculate cK
according to relation (6.33b) (accounting to historical
costs). However, rational behavior should compel the
use of (6.32), thereby avoiding the over- or underesti-
mation of capital cost ex ante.

In summary, the prices equation can be writ-
ten at a macroeconomics level by substituting (6.32)
into (6.30)

P = w/λ̂+ (d + r∗)v̂
[
l∗P0

K + (1− l∗)PK
]
. (6.35a)

This relation is simplified according to the different
aims of the enterprises:

1. Keeping physical capital intact, as suggested by
accountancy for inflation, presuming that capital
price moves in perfect accordance with product
price (P0

K = PK = pk P over pk = PK/P> 1 is the
capital-related price compared with the product
one)

Pa = w/λ̂

1− (d + r∗)v̂pk
= (1+μ∗

a

)
w/λ̂ . (6.35b)

2. Integrity of capital conferred by owners, as would
be suggested by rational behavior (PK = pk P> P0

K)

Pb = w/λ̂+ l∗(d + r∗)v̂P0
K

1− (1− l∗)(d + r∗)v̂pk
. (6.35c)

3. Recovery of nominal value of capital, so as only to
take account of historical costs (PK = P0

K)

Pc = w/λ̂+ (d + r∗)v̂P0
K . (6.35d)

Only in the particular case of (6.35b) can the price
level be obtained by applying a steady profit-margin
factor (1+μ∗

a ) to labor costs per product unit (w/λ̂).
The markup μ∗ desired by enterprises (the percent-

age calculated on variable work costs in order to recover
fixed capital cost) results in the following expressions
for the three cases above:

1. Keeping physical capital intact; in this case, the
mark-up results independent of the nominal wage
level w

μ∗
a = Paλ̂/w−1 = (d + r∗)v̂pk

1− (d + r∗)v̂pk
. (6.36a)

2. Integrity of capital conferred by owners,

μ∗
b = Pbλ̂/w−1

= (d + r∗)v̂
[
l∗P0

Kλ̂/w+ (1− l∗)pk
]

1− (1− l∗)(d + r∗)v̂pk
. (6.36b)

3. Recovery of nominal value of capital,

μ∗
c = Pcλ̂/w−1 = (d + r∗)v̂P0

Kλ̂/w . (6.36c)

Note that in case 1, enforcing automation gen-
erally implies adoption of manufacturing techniques
whose relative cost pk increases at a rate greater than
proportionally with respect to the capital–product rate
reduction v̂. The desired markup must then be aug-
mented in order to ensure coverage of capital. In
relation (6.35b) this effect is compensated because of
productivity λ̂ growth due to greater automation, so that
on the whole the effect of automation on the general
price level is beneficial: for given nominal salary, au-
tomation reduces price level.

In cases 2 and 3 of rational behavior, referring
to (6.35c) in which the enterprise is aware that its debt
is to be refunded at its nominal value, and even more so
in the particular case (6.35d) in which the firm is endur-
ing monetary illusion, the desired markup is variable,
a decreasing function of monetary wage.

Therefore the markup theory is a simplification lim-
ited to the case of maintaining physical capital intact,
and neglecting effects of capital composition (debt re-
fundable at nominal value).

Based on the previous prices equations it follows
that an increase of nominal wages or profit rate sought
by enterprises involves an increase in prices general
level. In comparison with w, the elasticity is only unity
in (6.35b) and diminishes increasingly when passing
to (6.35c) and (6.35d).

A percentage increase of nominal salaries is there-
fore transferred on the level of prices in the same
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proportion – as stated by markup theory – only in the
particular case of (6.35b). In the other cases the transla-
tion results less than proportional, as the sought markup
decreases as w increases.

Nominal Prices and Wages: Some Conclusions
Elasticity of product price decreases if the term
v̂P0

Kλ̂/w increases, representing the ratio between the
nominal value of capital (P0

K K̄ ) and labor cost (wL).
Since automation necessarily implies a remarkable in-
crease of this ratio, it results in minor prices sensibility
to wages variation. In practice, automation implies
beneficial effects on inflation: for increasing nominal
wages, a high-capital-intensity economy is less subject
to inflation shocks caused by wage rises.

6.4.2 Macroeconomics Effects
of Automation in the Mid-Term:
Actual Wages
and Natural Unemployment

In order to analyze effects of automation on macroeco-
nomic balance in the mid term, it is necessary to convey
the former equations of prices in terms of real wages,
dividing each member by P, in order to take account
of ω = w/P, which represents the maximum wage that
firms are prepared to pay to employees without giving
up their desired profit rate.

1. Keeping physical capital intact (P0
K = PK = pk P)

ωa = λ̂[1− (d + r∗)v̂pk] = λ̂/
(
1+μ∗

a

)
(6.37a)

2. Wholeness of capital granted by owners (PK =
pk P> P0

K)

ωb = λ̂
{
1− (d + r∗)v̂

[
pk − l∗

(
pk − P0

K/P
)]}

(6.37b)

3. Recovery of capital’s nominal value (PK = P0
K)

ωc = λ̂
[
1− (d + r∗)v̂P0

K/P
]

(6.37c)

In the borderline case of keeping physical capital
intact (6.37a) only one level of real salary ωa exists
consistent with a specified level of capital productiv-
ity r∗, given work productivity λ̂, amortization rate d,
capital/product ratio v̂ (corresponding to normal use of
plants), and relative price pk of capital with respect to
product.

The value of ωa can also be expressed as a link
between work productivity and profit margin factor

(1+μ∗
a ) with variable costs, assuming that the desired

markup is unchanging in comparison with prices.
In the rational case of corporate stock integrity and

in the generally adopted case of recovery of capital
nominal value, an increasing relation exists between
real salary and general price level, with the desired
markup being variable, as shown in connections (6.36b)
and (6.36c).

The elasticity of ω with respect to P turns out to
increase from (6.37a) to (6.37c)

ηa = (∂ω/∂P)(P/ω) = 0

< ηb = (λ̂/ωb)l∗(d + r∗)v̂P0
K/P

< ηc = (λ̂/ωc)(d + r∗)v̂P0
K/P

= λ̂/ωc −1<
>

1 with ωc
>
<
λ̂/2 . (6.37d)

In cases 2 and 3 growth in the prices general level
raises the added value share intended for normal cap-
ital remuneration, leaving firms a markup to be used
in bargaining in order to grant employees a pay rise in
real salary, even while keeping normal profit rate (the
calculated level with programmed production) steady.

This markup of real wage bargaining depends on
the choice of the capital recovery system: it is higher in
the case of fund illusion and lower in the case in which
capital stock is intended to be maintained undivided.

Remark: In all three cases above, the level of real
salary depends on the degree of production process
automation: in economic systems where this is high,
productivity of work (λ̂) and capital (1/v̂) are neces-
sarily higher than the related price of capital (pk and
P0

K/P), so the real wage that the firms are willing
to concede in bargaining is higher than the one af-
fecting work-intensive economic systems. In substance,
automation weakens firms’ resistance in wage bargain-
ing, making them more willing to concede higher real
wages.

In order to qualify the positive role of automa-
tion we complete the mid-term period macroeconomic
model with the wage equation from the workers’ side.

Macroeconomics theory believes that, in the mid
term, nominal wages w asked for by workers in syn-
dicated or individual bargaining (or imposed by firms in
order to select and extract optimal effort in production
process) depend on three variables: the unemployment
rate of man power u, other factors absorbed in a syn-
thetic variable z, and the expected level of prices P e.

So it is possible to write

w = ω(u, z)P e . (6.38)
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Higher unemployment is supposed to weaken workers’
contractual strength, compelling them to accept lower
wages, and vice versa that a decrease of unemploy-
ment rate leads to requests for an increase of real wages
(∂ω/∂u < 0).

The variable z can express the effects of unemploy-
ment increase, which would compel workers to ask for
a pay raise, because any termination would appear less
risky in terms of social salary (the threshold above
which an individual is compelled to work and under
which he is not prepared to accept, at worst choos-
ing unemployment). Similar effects would be induced
by legal imposition of minimum pay and other forms
of worker protection, which – making discharge more
difficult – would strengthen workers’ position in wage
bargaining.

Regarding the expected level of prices, it is sup-
posed that

∂w/∂P e = w/P e > 0 ⇒ (∂w/∂P e)(P e/w) = 1

to point out that rational subjects are interested in
real wages (their buying power) and not nominal ones,
so an increase in general level of prices would bring
about an increase in nominal wages in the same pro-
portion. Wages are however negotiated by firms on
nominal terms, on the basis of a price foresight (P e) for
the whole length of the contract (generally more than
1 year), during which monetary wages are not corrected
if P 
= P e.

To accomplish this analysis, in the mid-term period,
wage bargaining is supposed to have real wage as a sub-
ject (excluding systematic errors in expected inflation
foresight), so that P = P e and (6.38) can be simplified
to

ω= ω(u, z) . (6.39)

Figure 6.2 illustrates this relation with a decreasing
curve WS (wage setting), on Cartesian coordinates for
a given level of z.

Two straight lines, PS (price setting), representing
price equations (6.37a), considering mainly the bor-
derline case of maintaining physical capital intact, are
reported:

• The upper line PSA refers to an economic sys-
tem affected by a high degree of automation, or
by technologies where θk = 1 and work and capi-
tal productivity are higher, being able to contrast the
capital’s relative higher price; in this case firms are
prone to grant higher real wages.

u A
n ua

n

Ea

EA
PSA

PSa

WS(z)

u

ω

0

Fig. 6.2 Mid-term equilibrium with high and low automa-
tion level

• The lower line PSa, characterizing an economy with
a lower degree of automation, resulting in less will-
ingness to grant high real wages.

The intersection between the curve WS and the line PS
indicates one equilibrium point E for each economic
system (where workers’ plans are consistent with those
of firms), corresponding to the case in which only one
natural unemployment rate exists, obtained by balanc-
ing (6.37a) and (6.39)

λ̂
[
1− (d + r∗)v̂pk

]= ω(u, z) ⇒ uA
n < ua

n , (6.40a)

assuming that [1− (d + r∗)v̂pk]dλ̂− λ̂(d + r∗)pkdv̂ >

λ̂(d + r∗)v̂dpk.

Remark: In the case of a highly automated system,
wage bargaining in the mid-term period enables a natu-
ral unemployment rate smaller than that affecting a less
automated economy: higher productivity makes enter-
prises more willing to grant higher real wages as a result
of bargaining and the search for efficiency in produc-
tion organizations, so that the economic system can
converge towards a lower equilibrium rate of unemploy-
ment (uA

n < ua
n).

The uniqueness of this solution is valid only if en-
terprises aim to maintain physical capital undivided.

In the case of rational behavior intended to achieve
the integrity of capital stock alone (6.37b), or business
procedures oriented to recoup the accounting value of
capital alone (6.37c), the natural unemployment rate
theory is not sustainable. In fact, if we equalize these
two relations to (6.39), respectively, we obtain in both
cases a relation describing balance couples between un-
employment rate and prices general level, indicating
that the equilibrium rate is undetermined and therefore

Part
A

6
.4



Economic Aspects of Automation 6.4 Mid-Term Effects of Automation 107

that the adjective natural is inappropriate

λ̂
{
1− (d + r∗)v̂

[
pk − l∗

(
pk − P0

K/P
)]}= ω(u, z)

⇒ un = ub
n(P) , (6.40b)

λ̂
[
1− (d + r∗)v̂P0

K/P
]= ω(u, z)

⇒ un = uc
n(P) , (6.40c)

where ∂un/∂P < 0, since an increase in P increases
the margin necessary to recover capital cost and so
enterprises can pay out workers a higher real salary
(∂ω/∂P > 0), which in balance is compatible with
a lower rate of unemployment.

Summing up, alternative enterprise behavior to that
intended to maintain physical capital intact does not
allow fixing univocally the natural rate of unemploy-
ment. In fact, highly automated economic systems cause
a translation of the function un = un(P) to a lower
level: for an identical general level of prices the unem-
ployment balance rate is lower since automation allows
increased productivity and real wage that enterprises are
prepared to pay.

6.4.3 Macroeconomic Effects
of Automation in the Mid Term:
Natural Unemployment
and Technological Unemployment

The above optimistic conclusion of mid-term equi-
librium being more profitable for highly automation
economies must be validated in the light of constraints
imposed by capital-intensive technologies, where the
production rate is higher and yields are constant.

Assume that in the economic system an aggregated
demand is guaranteed, such that all production volumes
could be sold, either owing to fiscal and monetary poli-
tics oriented towards full employment or hoping that, in
the mid term, the economy will spontaneously converge
through monetary adjustments induced by variation of
the price general level.

In a diffused automation context, a problem could
result from a potential inconsistency between the unem-
ployment natural rate un (obtained by imposing equality
of expected and actual prices, related to labor market
equilibrium) and the unemployment rate imposed by
technology ū

ū = 1− Ld/Ls = 1− (Ȳ/λ̂)/Ls >
<

un , (6.41)

where Ld = Ȳ/λ̂ is the demand for labor, Ls is the labor
supply, and Ȳ is the potential production rate, compati-
ble with full utilization of production capacity.

A justification of this conclusion can be seen by
noting that automation calls for qualified technical per-
sonnel, who are still engaged by enterprises even during
crisis periods, and of whom overtime work is required
in case of expansion. Then, employment variation is
not proportional to production variation, as clearly re-
sults from the law of Okun [6.45], and from papers by
Perry [6.46] and Tatom [6.47].

Remark: From the definition of ū it follows that
economic systems with high automation level, and
therefore characterized by high productivity of labor,
present higher technological unemployment rates

(∂ū/∂λ̂)(λ̂/ū) = (1− ū)/ū > 0 .

On one hand, automation reduces the natural unemploy-
ment rate un, but on the other it forces the technological
unemployment rate ū to increase. If it holds that ū ≤ un,
the market is dominant and the economic system aims to
converge in time towards an equilibrium characterized
by higher real salary and lower (natural) unemploy-
ment rate, as soon as the beneficial effects of automation
spread.

In Fig. 6.3, the previous Fig. 6.2 is modified un-
der the hypothesis of a capital-intensive economy, by
including two vertical lines corresponding to two poten-
tial unemployment rates imposed by technology (ū and
ūA). Note that ū has been placed on the left of un whilst
ūA has been placed on the right of un. It can be seen
that the labor market equilibrium (point E) dominates
when technology implies a degree of automation com-
patible with a nonconstraining unemployment rate ū.
Equilibrium could be obtained, on the contrary, when
technology (for a given production capacity of the eco-

uAu un

E

H

PSA

WS(z)

u

ω

0

Fig. 6.3 Mid-term equilibrium with high automation level
and two different technological unemployment rates
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nomic system) cannot assure a low unemployment rate:
ūA > un.

The technological unemployment constraint implies
a large weakness when wages are negotiated by work-
ers, and it induces a constrained equilibrium (point H)
in which the real salary perceived by workers is lower
than that which enterprises are willing to pay. The latter
can therefore achieve unplanned extra profits, so that au-
tomation benefits only generate capital owners’ income
which, in the share market, gives rise to share value
increase.

Only a relevant production increase and equivalent
aggregated demand could guarantee a reduction of ūA,
thus transferring automation benefits also to workers.

These conclusions can have a significant im-
pact on the Fisher–Phillips curve (Fisher [6.48]
and Phillips [6.49], first; theoretically supported by
Lipsey [6.50] and then extended by Samuelson and
Solow [6.51]) describing the trade-off between inflation
and unemployment.

Assume that the quality constraint between ex-
pected prices and effective prices can, in the mid term,
be neglected, in order to analyze the inflation dynamics.
Then, substitute (6.38) into (6.35b), by assuming the hy-
pothesis that maintaining capital intact implies constant
markup

P = (1+μ∗)ω(u, z)P e/λ̂ . (6.42)

This relation shows that labor market equilibrium for
imperfect information (P e 
= P), implies a positive link
between real and expected prices.

By dividing (6.42) by P−1, the following relation
results

1+π = (1+π e)(1+μ∗)ω(u, z)/λ̂ , (6.43a)

where:

• π = P/P−1 −1 is the current inflation rate• π e = P e/P−1 −1 is the expected inflation rate.

Assume moderate inflation rates, such that

(1+π)/(1+π e) ≈ 1+π−π e

and consider a linear relation between productivity and
wages, such that it amounts to 100% if

z = u = 0 : ω(u, z)/λ̂ = 1+α0z −α1u(α0, α1 > 0) .

Relation (6.43a) can be simplified to

π = π e + (1+μ∗)α0z − (1+μ∗)α1u , (6.43b)

which is a linear version of the Phillips curve; according
to this form, the current inflation rate depends positively

on inflation expectation, markup level, and the variable
z, and negatively on the unemployment rate.

For π e = 0, the original curve which Phillips and
Samuelson–Solow estimated for the UK and USA is
obtained.

For π e = π−1 (i. e., extrapolative expectations)
a link between the variation of inflation rate and the
unemployment rate (accelerated Phillips curve), show-
ing better interpolation of data observed since 1980s, is
derived

π−π−1 = (1+μ∗)α0z − (1+μ∗)α1u . (6.44)

Assuming π = π e = π−1 in (6.43b) and (6.44), an
estimate of the natural unemployment rate (without sys-
tematic errors in mid-term forecasting) can be derived

un = α0z/α1 . (6.45)

Now, multiplying and dividing by the α1 term (1+
μ∗)α0z in (6.44), and inserting (6.45) into (6.44), it re-
sults that, in the case of extrapolative expectations, the
inflation rate reduces if the effective unemployment rate
is greater than the natural one (dπ < 0 if u > un); it in-
creases in the opposite case (dπ > 0 if u < un); and it
is zero (constant inflation rate) if the effective unem-
ployment rate is equal to the natural one (dπ = 0 if
u = un)

π−π−1 =−(1+μ∗)α1(u −un) . (6.46)

Remark: Relation (6.44) does not take into account
effects induced by automation diffusion, which imposes
on the economic system a technological unemployment
ūA that increases with increasing automation.

It follows that any econometric estimation based
on (6.44) no longer evaluates the natural unemployment
rate (6.45) for π−π−1 = 0, because the latter varies in
time, flattening the interpolating line (increasingly high
unemployment rates related to increasingly lower real
wages, as shown above). Then, as automation process
spreads, the natural unemployment rate (which, with-
out systematic errors, assures compatibility between the
real salary paid by enterprises and the real salary ei-
ther demanded by workers or supplied by enterprises
for efficiency motivation) is no longer significant.

In Fig. 6.4a the Phillips curve for the Italian eco-
nomic system, modified by considering inflation rate
variations from 1953 to 2005 and the unemployment
rate, is reported; the interpolation line is decreasing but
very flat owing to ūA movement towards the right.

A natural unemployment rate between 7 and 8%
seems to appear, but the intersection of the interpola-
tion line with the abscissa is moved, as shown in the
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Fig. 6.4a–c Italy: Expectations-augmented Phillips curve (1953–2005). (a) Economic miracle: 1953–1972,
(b) petroleum shock: 1973–1985, (c) 1973–2005

three representations where homogeneous data sets of
the Italian economic evolution are considered.

Automation has a first significant impact during the
oil crisis, moving the intersection from 5.2% for the
first post-war 20 years up to 8% in the next period. Ex-
tending the time period up to 2005, intersection moves
to 9%; the value could be greater, but it has been re-
cently bounded by the introduction of temporary work
contracts which opened new labor opportunities but
lowered salaries.

Note that Figs. 6.4a–c are partial reproductions of
the Fig. 6.4, considering three different intervals of un-
employment rate values. This reorganization of data
corresponds to the three different periods of the Italian
economic growth: (a) the economic miracle (1953–

1972), (b) the petroleum shock (1973–1985), and (c) the
period from the economic miracle until 2005 (1973–
2005).

A more limited but comprehensive analysis, ow-
ing to lack of homogeneous historical data over the
whole period, has been done also for two other impor-
tant European countries, namely France (Fig. 6.5a) and
Germany (Fig. 6.5b): the period considered ranges from
1977 to 2007.

The unemployment rate values have been recom-
puted so as to make all the historical series homoge-
neous. Owing to the limited availability of data for both
countries, only two periods have been analyzed: the
period 1977–1985, with the effects of the petroleum
shock, and the whole period up to 2007, in order to
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Fig. 6.5 (a) France: expectations-augmented Phillips curve (1977–2007) (b) � Germany: expectations-augmented
Phillips curve (1977–2007)

evaluate the increase of the natural unemployment rate
from the intersection of the interpolation line with the
abscissa.

As far as Fig. 6.5a is concerned, the natural unem-
ployment rate is also increased in France – as in Italy –
by more than one percentage point (from less than 6%
to more than 7%). In the authors’ opinion, this increase
should be due to technology automation diffusion and
consequent innovation of organization structures.

Referring to Fig. 6.5b, it can be noted that even in
Germany the natural unemployment rate increased –
more than in France and in Italy – by about three per-
centage points (from 2.5 to 5.5%). This effect is partly
due to application of automated technologies (which

should explain about one percentage point, as in the
other considered countries), and partly to the reunifica-
tion of the two parts of German.

A Final Remark: Based on the considerations and
data analysis above it follows that the natural unem-
ployment rate, in an industrial system where capital
intensive enterprises are largely diffused, is no longer
significant, because enterprises do not apply methods
to maintain capital intact, and because technological
inflation tends to constraint the natural one.

Only structural opposing factors could slow this
process, such as labor market reform, to give rise to
new work opportunities, and mainly economic poli-
tics, which could increase the economy development
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trend more than the growth of productivity and labor
supply. However, these aspects should be approached

in a long-term analysis, and exceed the scope of this
chapter.

6.5 Final Comments

Industrial automation is characterized by dominance
of capital dynamics over the biological dynamics of
human labor, thus increasing the production rate. There-
fore automation plays a positive role in reducing costs
related to both labor control, sometimes making mon-
etary incentives useless, and supervisors employed to
assure the highest possible utilization of personnel. It is
automation itself that imposes the production rate and
forces workers to correspond to this rate.

In spite of these positive effects on costs, the in-
creased capital intensity implies greater rigidity of
the cost structure: a higher capital cost depending on
higher investment value, with consequent transforma-
tion of some variable costs into fixed costs. This induces
a greater variance of profit in relation to production
volumes and a higher risk of automation in respect to
labor-intensive systems. However, the trade-off between
automation yield and risk suggests that enterprises
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Fig. 6.6 Employment growth by sector with special focus on computer and ICT (source: OECD Information Technology
Outlook 2008, based on STAN database)

should increase automation in order to obtain high uti-
lization of production capacity. One positive effort in
this direction has been the design and implementation
of flexible automation during recent decades (e.g., see
Chap. 50 on Flexible and Precision Assembly).

Moving from microeconomic to macroeconomic
considerations, automation should reduce the effects
on short-term inflation caused by nominal salary in-
creases since it forces productivity to augment more
than the markup necessary to cover higher fixed costs.
In addition, the impact of automation depends on the
book-keeping method adopted by the enterprise in order
to recover the capital value: this impact is lower if a part
of capital can be financed by debts and if the enterprise
behavior is motivated by monetary illusion.
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Fig. 6.7 Share of ICT-related occupations in the total economy from 1995 and 2007 (source: OECD IT Outlook 2008,
forthcoming)

Over a mid-term period, automation has been rec-
ognized to have beneficial effects (Figs. 6.6–6.8) both
on the real salary paid to workers and on the (natural)
unemployment trend, if characteristics of automation
technologies do not form an obstacle to the market trend
towards equilibrium, i. e., negotiation between enter-
prises and trade unions. If, on the contrary, the system
production capacity, for a compatible demand, prevents
market convergence, a noncontractual equilibrium only
dependent on technology capability could be estab-
lished, to the advantage of enterprises and the prejudice
of workers, thus reducing real wages and increasing the
unemployment rate.

Empirical validation seems to show that Italy
entered this technology-caused unemployment phase
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Fig. 6.8 Contributions of ICT investment to GDP growth, 1990–1995 and 1995–2003 in percentage points (source:
OECD Productivity Database, September 2005)

during the last 20 years: this corresponds to a flatter
Phillips curve because absence of inflation acceler-
ation is related to natural unemployment rates that

increase with automation diffusion, even if some struc-
tural modification of the labor market restrained this
trend.

6.6 Capital/Labor and Capital/Product Ratios
in the Most Important Italian Industrial Sectors

A list of the most important industrial sectors in
Italy is reported in Table 6.2 (data collected by
Mediobanca [6.52] for the year 2005). The following
estimations of the model variables and rates have been
adopted (as enforced by the available data): capital K
is estimated through fixed assets; with reference to pro-
duction, the added value Va is considered; labor L is
estimated in terms of number of workers.

Some interesting comments can be made based on
Table 6.2, by using the production function models pre-
sented in the previous sections.

According to the authors’ experience (based on their
knowledge of the Italian industrial sectors), the follow-
ing anomalous sectors can be considered:

• Sectors concerning energy production and distribu-
tion and public services for the following reasons:
they consist of activities applying very high levels
of automation; personnel applied in production are
extremely scarce, whilst it is involved in organiza-
tion and control; therefore anomalous values of the
capital/labor ratio and of productivity result.

• The transport sector, because the very high capi-
tal/product ratio depends on the low level of the
added value of enterprises that are operating with
politically fixed (low) prices.
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Fig. 6.9 Correlation between capital/labor (× 1000 €) and
capital/production (ratios)
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Table 6.2 Most important industrial sectors in Italy (after [6.52])

Industrial sector Fixed assets Added Number Capital/ Capital/ Productivity

(year 2005) (million value of workers product labor (× 1000

euro) (a) (million (× 1000) (a/b) (× 1000 euro) (b/c)

euro) (b) (c) euro) (a/c)

Industrial enterprises 309 689.6 84 373.4 933.8 3.7 331.6 90.4

Service enterprises 239 941.9 42 278.3 402.7 5.7 595.8 105.0

Clothing industry 2824.5 1882.9 30.4 1.5 93.0 62.0

Food industry: drink production 5041.7 1356.2 14.3 3.7 352.1 94.7

Food industry: milk & related products 1794.6 933.2 10.1 1.9 177.8 92.5

Food industry: alimentary preservation 2842.4 897.8 11.2 3.2 252.9 79.9

Food industry: confectionary 4316.1 1659.0 17.8 2.6 242.7 93.3

Food industry: others 5772.7 2070.2 23.9 2.8 241.4 86.6

Paper production 7730.9 1470.6 19.9 5.3 388.2 73.9

Chemical sector 16 117.7 4175.2 47.7 3.9 337.7 87.5

Transport means production 21 771.4 6353.3 121.8 3.4 178.8 52.2

Retail distribution 10 141.1 3639.8 84.2 2.8 120.4 43.2

Electrical household appliances 4534.7 1697.4 35.4 2.7 128.1 47.9

Electronic sector 9498.9 4845.4 65.4 2.0 145.1 74.0

Energy production/distribution 147 200.4 22 916.2 82.4 6.4 1786.8 278.2

Pharmaceuticals & cosmetics 9058.9 6085.2 56.3 1.5 160.8 108.0

Chemical fibers 2081.4 233.2 5.0 8.9 418.4 46.9

Rubber & cables 3868.3 1249.7 21.2 3.1 182.1 58.8

Graphic & editorial 2399.1 1960.4 18.0 1.2 133.3 108.9

Plant installation 1295.9 1683.4 23.2 0.8 56.0 72.7

Building enterprises 1337.7 1380.0 24.7 1.0 54.2 55.9

Wood and furniture 2056.1 689.2 12.8 3.0 160.2 53.7

Mechanical sector 18 114.1 9356.6 137.3 1.9 131.9 68.1

Hide and leather articles 1013.9 696.6 9.0 1.5 113.1 77.7

Products for building industry 11 585.2 2474.3 28.7 4.7 404.3 86.4

Public services 103 746.7 28 413.0 130.5 3.7 795.2 217.8

Metallurgy 18 885.6 5078.2 62.4 3.7 302.9 81.4

Textile 3539.5 1072.1 21.7 3.3 163.2 49.4

Transport 122 989.3 7770.5 142.1 15.8 865.2 54.7

Glass 2929.3 726.2 9.2 4.0 317.8 78.8

Notation: Labor-intensive sectors Intermediate Anomalous

• The chemical fibres sector, because at the time con-
sidered it was suffering a deep crisis with a large
amount of unused production capacity, which gave
rise to an anomalous (too high) capital/product ratio
and anomalous (too small) value of productivity.

Sectors with a rate capital/production of 1.5 (such
as the clothing industry, pharmaceutics and cosmet-
ics, and hide and leather articles) has been considered
as intermediate sectors, because automation is highly
important in some working phases, whereas other work-

ing phases still largely utilize workers. These sectors
(and the value 1.5 of the rate capital/production) are
used as separators between capital-intensive systems
(with high degrees of automation) and labor-intensive
ones.

Sectors with a capital/production ratio of less than
1.5 have been considered as labor-intensive systems.
Among these, note that the graphic sector is capital in-
tensive, but available data for this sector are combined
with the editorial sector, which in turn is largely labor
intensive.

Part
A

6
.6



Economic Aspects of Automation References 115

All other sectors can be viewed as capital-intensive
sectors, even though it cannot be excluded that some
working phases within their enterprises are still labor
intensive.

Two potential correlations, if any, are illustrated in
the next two figures: Fig. 6.9 shows the relations be-
tween the capital/labor and capital/production ratios,
and Fig. 6.10 shows the relations between productivity
and capital/labor ratio.

As shown in Fig. 6.9, the capital/labor ratio exhibits
a clear positive correlation with the capital/production
ratio; therefore they could be considered as alternative
measures of capital intensity.

On the contrary, Fig. 6.10 shows that productiv-
ity does not present a clear correlation with capital.
This could be motivated by the effects of other fac-
tors, including the utilization rate of production capacity
and the nonuniform flexibility of the workforce, which
could have effects on productivity.
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Fig. 6.10 Relation between productivity (× 100 €) and cap-
ital/labor (rate)
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Impacts of Au7. Impacts of Automation on Precision

Alkan Donmez, Johannes A. Soons

Automation has significant impacts on the econ-
omy and the development and use of technology.
In this chapter, the impacts of automation on
precision, which also directly influences science,
technology, and the economy, are discussed. As
automation enables improved precision, precision
also improves automation.

Following the definition of precision and the
factors affecting it, the relationship between pre-
cision and automation is described. This chapter
concludes with specific examples of how automa-
tion has improved the precision of manufacturing
processes and manufactured products over the last
decades.

7.1 What Is Precision? ................................ 117

7.2 Precision as an Enabler of Automation ... 118

7.3 Automation as an Enabler of Precision ... 119

7.4 Cost and Benefits of Precision ................ 119

7.5 Measures of Precision ........................... 120

7.6 Factors That Affect Precision .................. 120

7.7 Specific Examples and Applications
in Discrete Part Manufacturing .............. 121
7.7.1 Evolution of Numerical Control

and Its Effects on Machine Tools
and Precision .............................. 121

7.7.2 Enablers to Improve Precision
of Motion .................................... 122

7.7.3 Modeling and Predicting
Machine Behavior and Machining .. 122

7.7.4 Correcting Machine Errors .............. 122
7.7.5 Closed-Loop Machining

(Automation-Enabled Precision) .... 123
7.7.6 Smart Machining .......................... 124

7.8 Conclusions and Future Trends .............. 124

References .................................................. 125

7.1 What Is Precision?

Precision is the closeness of agreement between a se-
ries of individual measurements, values or results. For
a manufacturing process, precision describes how well
the process is capable of producing products with iden-
tical properties. The properties of interest can be the
dimensions of the product, its shape, surface finish,
color, weight, etc. For a device or instrument, precision
describes the invariance of its output when operated
with the same set of inputs. Measurement precision is
defined by the International Vocabulary of Metrology
as the [7.1]:

. . . closeness of agreement between indications ob-
tained by replicate measurements on the same or
similar objects under specified conditions.

In this definition, the specified conditions describe
whether precision is associated with the repeatabil-
ity or the reproducibility of the measurement process.
Repeatability is the closeness of agreement between re-
sults of successive measurements of the same quantity
carried out under the same conditions. These repeata-
bility conditions include the measurement procedure,
observer, instrument, environment, etc. Reproducibil-
ity is the closeness of the agreement between results of
measurements carried out under changed measurement
conditions. In computer science and mathematics, pre-
cision is often defined as a measure of the level of detail
of a numerical quantity. This is usually expressed as the
number of bits or decimal digits used to describe the
quantity. In other areas, this aspect of precision is re-
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ferred to as resolution: the degree to which nearly equal
values of a quantity can be discriminated, the smallest
measurable change in a quantity or the smallest con-
trolled change in an output.

Precision is a necessary but not sufficient condition
for accuracy. Accuracy is defined as the closeness of
the agreement between a result and its true or intended
value. For a manufacturing process, accuracy describes
the closeness of agreement between the properties of
the manufactured products and the properties defined
in the product design. For a measurement, accuracy is
the closeness of the agreement between the result of
the measurement and a true value of the measurand –
the quantity to be measured [7.1]. Accuracy is affected
by both precision and bias. An instrument with an in-
correct calibration table can be precise, but it would
not be accurate. A challenge with the definition of ac-
curacy is that the true value is a theoretical concept.
In practice, there is a level of uncertainty associated

with the true value due to the infinite amount of infor-
mation required to describe the measurand completely.
To the extent that it leaves room for interpretation, the
incomplete definition of the measurand introduces un-
certainty in the result of a measurement, which may
or may not be significant relative to the accuracy re-
quired of the measurement; for example, suppose the
measurand is the thickness of a sheet of metal. If this
thickness is measured using a micrometer caliper, the
result of the measurement may be called the best esti-
mate of the true value (true in the sense that it satisfies
the definition of the measurand.) However, had the mi-
crometer caliper been applied to a different part of the
sheet of material, the realized quantity would be differ-
ent, with a different true value [7.2]. Thus the lack of
information about where the thickness is defined intro-
duces an uncertainty in the true value. At some level,
every measurand or product design has such an intrinsic
uncertainty.

7.2 Precision as an Enabler of Automation

Historically, precision is closely linked to automa-
tion through the concept of parts interchangeability.
In more recent times, it can be seen as a key en-
abler of lean manufacturing practices. Interchangeable
parts are parts that conform to a set of specifications
that ensure that they can substitute each other. The
concept of interchangeable parts radically changed the
manufacturing system used in the first phase of the
Industrial Revolution, the English system of manu-
facturing. The English system of manufacturing was
based on the traditional artisan approach to making
a product. Typically, a skilled craftsman would manu-
facture an individual product from start to finish before
moving onto the next product. For products consisting
of multiple parts, the parts were modeled, hand-fitted,
and reworked to fit their counterparts. The craftsmen
had to be highly skilled, there was no automation, and
production was slow. Moreover, parts were not inter-
changeable. If a product failed, the entire product had to
be sent to an expert craftsman to make custom repairs,
including fabrication of replacement parts that would fit
their counterparts.

Pioneering work on interchangeable parts occurred
in the printing industry (movable precision type), clock
and watch industry (toothed gear wheels), and ar-
mories (pulley blocks and muskets) [7.3]. In the mid
to late 18th century, French General Jean Baptiste Va-

quette de Gribeauval promoted the use of standardized
parts for key military equipment such as gun carriages
and muskets. He realized that interchangeable parts
would enable faster and more efficient manufacturing,
while facilitating repairs in the field. The development
was enabled by the introduction of two-dimensional
mechanical drawings, providing a more accurate ex-
pression of design intent, and increasingly accurate
gauges and templates (jigs), reducing the craftsman’s
room for deviations while allowing for lower skilled
labor. In 1778, master gunsmith Honoré Blanc pro-
duced the first set of musket locks completely made
from interchangeable parts. He demonstrated that the
locks could be assembled from parts selected at random.
Blanc understood the need for a hierarchy in measure-
ment standards through the use of working templates
for the various pieces of the lock and master copies to
enable the reconstruction of the working templates in
the case of loss or wear [7.3]. The use of semiskilled
labor led to strong resistance from both craftsmen and
the government, fearful of the growing independence
of manufacturers. In 1806, the French government re-
verted back to the old system, using the argument that
workers who do not function as a whole cannot produce
harmonious products.

Thomas Jefferson, a friend of Blanc, promoted
the new approach in the USA. Here the ideas led to
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the American system of manufacturing. The Ameri-
can system of manufacturing is characterized by the
sequential application of specialized machinery and
templates (jigs) to make large quantities of identical
parts manufactured to a tolerance (see, e.g., [7.4]).
Interchangeable parts allow the separation of parts pro-
duction from assembly, enabling the development of
the assembly line. The use of standardized parts fur-
thermore facilitated the replacement of skilled labor
and hand tools with specialized machinery, resulting
in the economical and fast production of accurate
parts.

The American system of manufacturing cannot ex-
ist without precision and standards. Firstly, the system
requires a unified, standardized method of defining
nominal part geometry and tolerances. The tolerances
describe the maximum allowed deviations in actual
part geometry and other properties that ensure proper
functioning of the part, including interchangeability.
Secondly, the system requires a quality control system,
including sampling and acceptance rules, and gauges
calibrated to a common standard to ensure that the
parts produced are within tolerance. Thirdly, the system
requires manufacturing processes capable of realizing
parts that conform to tolerance. It is not surprising that
the concept of interchangeable parts first came into
widespread use in the watchmakers’ industry, an area
used to a high level of accuracy [7.5].

Precision remains a key requirement for automa-
tion. Precision eliminates fitting and rework, enabling
automated assembly of parts produced across the globe.
Precision improves agility by increasing the range of
tasks that unattended manufacturing equipment can
accomplish, while reducing the cost and time spent
on production trials and incremental process improve-
ments. Modern manufacturing principles such as lean
manufacturing, agile manufacturing, just-in-time manu-
facturing, and zero-defect manufacturing cannot exist
without manufacturing processes that are precise and
well characterized.

Automated agile manufacturing, for example, is de-
pendent upon the solution of several precision-related
technical challenges. Firstly, as production machines
become more agile, they also become more complex,
yet precision must be maintained or improved for each
of the increasing number of tasks that a machine can
perform. The design, maintenance, and testing of these
machines becomes more difficult as the level of agility
increases. Secondly, the practice of trial runs and itera-
tive accuracy improvements is not cost-effective when
batch sizes decrease and new products are introduced
at increasing speeds. Instead, the first and every part
have to be produced on time and within tolerance. Ac-
cordingly, the characterization and improvement of the
precision of each manufacturing process becomes a key
requirement for competitive automated production.

7.3 Automation as an Enabler of Precision

As stated by Portas, random results are the conse-
quence of random procedures [7.6]. In general, random
results appear to be random due to a lack of under-
standing of cause-and-effect relationships and a lack
of resources for controlling sources of variability; for
example, an instrument may generate a measurement
result that fluctuates over time. Closer inspection may
reveal that the fluctuations result from environmental
temperature variations that cause critical parts of the in-
strument to expand and deform. The apparent random
variations can thus be reduced by tighter environmental
temperature control, use of design principles and mater-
ials that make the device less sensitive to temperature

variations or application of temperature sensors and al-
gorithms to compensate thermal errors in the instrument
reading.

Automation has proven to be very effective in
eliminating or minimizing variability. Automation re-
duces variability associated with human operation.
Automation furthermore enables control of instruments,
processes, and machines with a bandwidth, complexity,
and resolution unattainable by human operators. While
humans plan and supervise the operation of machines
and instruments, the craftsmanship of the operator is no
longer a dominant factor in the actual manufacturing or
inspection process.

7.4 Cost and Benefits of Precision

Higher precision requires increased efforts to reduce
sources of variability or their effect. Parts with tighter

tolerances are therefore more difficult to manufacture
and more expensive to produce. In general, there is
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a belief that there exists a nearly exponential rela-
tionship between cost and precision, even when new
equipment is not needed. However, greater precision
does not necessarily imply higher cost when the total
manufacturing enterprise, including the final product, is
examined [7.7, 8].

The benefits of higher precision can be separated
into benefits for product quality and benefits for manu-
facturing. Higher precision enables new products and
new product capabilities. Other benefits are better prod-
uct performance (e.g., longer life, higher loads, higher
efficiency, less noise and wear, and better appearance
and customer appeal), greater reliability, easier re-

pair (e.g., improved interchangeability of parts), and
opportunities for fewer and smaller parts; for ex-
ample, the improvements in the reliability and fuel
efficiency of automobiles have to a large extent been
enabled by increases in the precision of manufacturing
processes and equipment. The benefits of higher pre-
cision for manufacturing include lower assembly cost
(less selective assembly, elimination of fitting and re-
work, automated assembly), better interchangeability
of parts sourced from multiple suppliers, lower in-
ventory requirements, less time and cost spend on
trial production, fewer rejects, and improved process
consistency.

7.5 Measures of Precision

To achieve precision in a process means that the out-
come of the process is highly uniform and predictable
over a period of time. Since precision is an attribute
of a series of entities or process outcomes, statisti-
cal methods and tools are used to describe precision.
Traditional statistical measures such as mean and stan-
dard deviation are used to describe the average and
dispersion of the characteristic parameters. Interna-
tional standards and technical reports provide guidance
about how such statistical measures are applied for un-
derstanding of the short-term and long-term process
behavior and for management and continuous improve-
ment of processes [7.9–12].

Statistical process control is based on a comparison
of current data with historical data. Historical data is
used to build a model for the expected process behavior,
including control limits for measurements of the output
of the process. Data is then collected from the process
and compared with the control limits to determine if the
process is still behaving as expected. Process capabil-
ity compares the output of an in-control process to the
specification limits of the requested task. The process
capability index, Cp, describes the process capability in

relation to specified tolerance

Cp = (U − L)/6σ , (7.1)

where U is the upper specification limit, L is the lower
specification limit, σ is the standard deviation of the dis-
persion (note that in the above equation 6σ corresponds
to the reference interval of the dispersion for normal
distribution; for other types of distribution the reference
interval is determined based on the well-established sta-
tistical methods).

The critical process capability index Cpk also
known as the minimum process capability index, de-
scribes the relationship between the proximity of the
mean process parameter of interest to the specified tol-
erance

Cpk = min(CpkL,CpkU) , (7.2)

where

CpkU = (U −μ)/3σ (7.3)

and

CpkL = (μ− L)/3σ , (7.4)

and μ is the mean of the process parameter of interest.

7.6 Factors That Affect Precision

In case of manufacturing processes, there are many fac-
tors that affect the precision of the outcome. They are
associated with expected and unexpected variations in
environment, manufacturing equipment, and process as
well as the operator of the equipment; for example,

ambient temperature changes over time or temperature
gradients in space cause changes in performance of
manufacturing equipment, which in turn causes vari-
ation in the outcome [7.13, 14]. Similarly, variations
in workpiece material such as local hardness varia-
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tions, residual stresses, deformations due to clamping
or process-induced forces contribute to the variations in
critical parameters of finished product. Process-induced
variations include wear or catastrophic failures of cut-
ting tools used in the process, thermal variations due
to the interaction of coolant, workpiece, and the cutting
tool, as well as variations in the set locations of tools
used in the process (e.g., cutting tool offsets). In the
case of manufacturing equipment, performance varia-

tions due to thermal deformations, static and dynamic
compliances, influences of foundations, and ineffective
maintenance are the contributors to the variations in
product critical parameters. Finally, variations caused
by the operator of the equipment due to insufficient
training, motivation, care or information needed con-
stitute the largest source of unexpected variations and
therefore impact on the precision of the manufacturing
process.

7.7 Specific Examples and Applications in Discrete Part Manufacturing

The effect of automation on improving of precision
of discrete part manufacturing can be observed in
many applications such as improvements in fabrica-
tion, assembly, and inspection of various components
for high-value products. In this Section, one specific
perspective is presented using the example of ma-
chine tools as the primary means of precision part
fabrication.

7.7.1 Evolution of Numerical Control and Its
Effects on Machine Tools and Precision

The development of numerically controlled machines
represents a major revolution of automation in manu-
facturing industry. Metal-cutting machine tools are used
to produce parts by removing material from a part
blank, a block of raw material, according to the final
desired shape of that part. In general, machine tools
consist of components that hold the workpiece and
the cutting tool. By providing relative motion between
these two, a machine tool generates a cutting tool path
which in turn generates the desired shape of the work-
piece out of a part blank. In early-generation machine
tools, the cutting tool motion is controlled manually
(by crank wheels rotating the leadscrews), therefore the
quality of the workpiece was mostly the result of the
competence of the operator of the machine tool. Be-
fore the development of numerically controlled machine
tools, complex contoured parts were made by drilling
closely spaced holes along the desired contour and
then manually finishing the resulting surface to obtain
a specified surface finish. This process was very time
consuming and prone to errors in locating the holes,
which utilized cranks and leadscrews to control the or-
thogonal movements of the work table manually; for
example, the best reported accuracy of airfoil shapes
using such techniques was ±0.175 mm [7.15]. Later

generation of machine tools introduced capabilities to
move the cutting tool along a path by tracing a tem-
plate using mechanical or hydraulic mechanisms, thus
reducing reliance on operator competence [7.16]. On
the other hand, creating accurate templates was still
a main obstacle to achieving cost-effective precision
manufacturing.

Around the late 1940s the US Air Force needed
more precise parts for its high-performance (faster,
highly maneuverable, and heavier) aircraft program
(in the late 1940s the target was around ±0.075 mm).
There was no simple way to make wing panels to
meet the new accuracy specifications. Manufacturing
research community and industry had come up with
a solution by introducing numerical control automa-
tion to general-purpose machine tools. In 1952, the
first numerically controlled three-axis milling machine
utilizing a paper tape for programmed instructions,
vacuum-tube electronics, and relay-based memory was
demonstrated by the Servomechanism Laboratory of
the MIT [7.17]. This machine was able to move three
axes in coordinated fashion with a speed of about
400 mm/min and a control resolution of 1.25 μm. The
automation of machine tools was so effective in im-
proving the accuracy and precision of complex-shaped
aircraft components that by 1964 nearly 35 000 nu-
merically controlled machine tools were in use in the
USA.

Automation of machine tools by numerical control
led to reduction of the need for complex fixtures, tool-
ing, masters, and templates and replaced simple clamps,
resulting in significant savings by industry. This was
most important for complex parts where human error
was likely to occur. With numerical control, once the
control program was developed and checked for accu-
racy, the machine would work indefinitely making the
same parts without any error.
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7.7.2 Enablers to Improve Precision
of Motion

Numerically controlled machine tools rely on sensors
that detect positions of each machine component and
convert them into digital information. Digital position
information is used in control units to control actua-
tors to position the cutting tool properly with respect to
the workpiece being cut. The precision of such motion
is determined by the resolution of the position sensor
(feedback device), the digital control algorithm, and the
mechanical and thermal behavior of the machine struc-
tural elements. Note that, contrary to manual machine
tools, operator skill, experience, and dexterity are not
part of the determining factors for the precision of mo-
tion. With proper design and environmental controls, it
has been demonstrated that machine tools with numeri-
cal control can achieve levels of precision on the order
of 1 μm or less [7.18, 19].

7.7.3 Modeling and Predicting
Machine Behavior and Machining

In most material-removal-based manufacturing pro-
cesses, the workpiece surfaces are generated as a time
record of the position of the cutting tool with re-
spect to the workpiece. The instantaneous position of
the tool with respect to the workpiece is generated
by the multiple axes of the manufacturing equipment
moving in a coordinated fashion. Although the intro-
duction of numerical control (NC) and later computer
numerical control (CNC) removed the main source of
variation in part quality – manual setups and operations
– the complex structural nature of machines provid-
ing multi-degree-of-freedom motion and the influence

Linear displacement

x-axis

y-axis

z-axis

Horizontal straightness
of x-axis

Vertical straightness
of x-axis

Roll

Pitch
Yaw

Fig. 7.1 Six error components of a machine slide

of changing thermal conditions within the structures
as well as in the production environment still result in
undesired variations, leading to reduced precision of
products.

Specifically, machine tools are composed of mul-
tiple slides, rotary tables, and rotary joints, which are
usually assembled on top of each other, each designed
to move along a single axis of motion, providing ei-
ther a translational or a rotational degree of freedom.
In reality, each moving element of a machine tool has
error motions in six degrees of freedom, three transla-
tions, and three rotations (Fig. 7.1). Depending on the
number of axes of motion, a machine tool can there-
fore have as many as 30 individual error components.
Furthermore, the construction of moving slides and
their assemblies with respect to each other introduce
additional error components such as squareness and par-
allelism between axes of motion.

Recognizing the significant benefits of automation
provided by numerical control in eliminating random
procedures and thus random behavior, in the last five
decades many researchers have focused on understand-
ing the fundamental deterministic behavior of error
motions of machine tools caused by geometric and ther-
mal influences such that they can be compensated by
numerical control functions [7.20–22]. With the ad-
vances of robotics research in the 1980s, kinematic
modeling of moving structures using homogeneous
transformation matrices became a powerful tool for
programming and controlling robotic devices [7.23].
Following these developments and assuming rigid-
body motions, a general methodology for modeling
geometric machine tool errors was introduced using
homogeneous transformation matrices to define the re-
lationships between individual error motions and the
resulting position and orientation of the cutting tool
with respect to the workpiece [7.24]. Kinematic mod-
els were further improved to describe the influences of
the thermally induced error components of machine tool
motions [7.25, 26].

7.7.4 Correcting Machine Errors

Automation of machine tool operation by computer
numerical control and the modeling of machine tool
systematic errors led to the creation of new hardware
and software error compensation technologies enabling
improvement of machine tool performance. Machine er-
ror compensation in the form of leadscrew pitch errors
has been available since the early implementations of
CNC. Such leadscrew error compensation is carried out
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using error tables in the machine controller. When exe-
cuting motion commands, the controller accesses these
tables to adjust target positions used in motion servo
algorithms (feedforward control). The leadscrew error
compensation tables therefore provide one-dimensional
error compensation. Modern machine controllers have
more sophisticated compensation tables enabling two-
or three-dimensional error compensation based on
preprocess measurement of error motions. For more
general error compensation capabilities, researchers
have developed other means of interfacing with the con-
trollers. One approach for such an interface was through
hardware modification of the communication between
the controller and the position feedback devices [7.27].
In this case, the position feedback signals are diverted
to an external microcomputer, where they are counted
to determine the instantaneous positions of the slides,
and corresponding corrections were introduced by mod-
ifying the feedback signals before they are read by the
machine controller. Similarly, the software approaches
to error compensation were also implemented by inter-
facing with the CNC through the controller executive
software and regular input/output (I/O) devices (such
as parallel I/O) [7.28]. Generic functional diagrams
depicting the two approaches are shown in Fig. 7.2a
and b.

Real-time error compensation of geometric and
thermally induced errors utilizing automated features of
machine controllers has been reported in the literature to
improve the precision of machine tools by up to an order
of magnitude. Today’s commercially available CNCs
employ some of these technologies and cost-effectively
transfer these benefits to the manufacturing end-users.

7.7.5 Closed-Loop Machining
(Automation-Enabled Precision)

Beyond just machine tool control through CNC,
automation has made significant inroads into manu-
facturing operations over the last several decades.
From automated inspection using dedicated measur-
ing systems (such as go/no-go gauges situated next
to the production equipment) to more flexible and
general-purpose inspection systems (such as coordi-
nate measuring machines) automation has improved the
quality control of manufacturing processes, thereby en-
abling more precise production.

Automation has even changed the paradigm of tra-
ditional quality control functions. Traditionally, the
function of quality control in manufacturing has been
the prevention of defective products being shipped to
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Fig. 7.2a,b Hardware and software error compensation ap-
proaches: (a) software-based error compensation and (b) hardware-
based error compensation

the customers. Automation of machining, machine er-
ror correction, and part inspection processes have led to
new quality control strategies in which real-time control
of processes is possible based on real-time information
about the machining process and equipment and the
resulting part geometries.

In the mid 1990s, the Manufacturing Engineering
Laboratory of the National Institute of Standards and
Technology demonstrated such an approach in a re-
search project called Quality In Automation [7.29].
A quality-control architecture was developed that con-
sisted of three control loops around the machining
process: real-time, process-intermittent, and postpro-
cess control loops (Fig. 7.3).

The function of the real-time control loop was
to monitor the machine tool and the machining pro-
cess and to modify the cutting tool path, feed rate,
and spindle speed in real time (based on models de-
veloped ahead of time) to achieve higher workpiece
precision. The function of the process-intermittent con-

Part
A

7
.7



124 Part A Development and Impacts of Automation
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Fig. 7.3 A multilayered quality-control architecture for implement-
ing closed-loop machining

trol loop was to determine the workpiece errors caused
by the machining process, such as errors caused by tool
deflection during machining, and to correct them by
automatically generating a modified NC program for
finishing cuts. Finally, the postprocess control loop was
used to validate that the machining process was under
control and to tune the other two control loops by de-
tecting and correcting the residual systematic errors in
the machining system.

7.7.6 Smart Machining

Enabled by automation, the latest developments in
machining are leading the technology towards the re-
alization of autonomous, smart machining systems. As
described in the paragraphs above, continuous improve-
ments in machining systems through NC and CNC as
well as the implementations of various sensing and
control technologies have responded to the continu-
ous needs for higher-precision products at lower costs.

However, machining systems still require relatively
long periods of trial-and-error processing to produce
a given new product optimally. Machine tools still oper-
ate with NC programs, which provide the design intent
of a product to be machined only partially at best. They
have no information about the characteristics of the
material to be machined. They require costly periodic
maintenance to avoid unexpected breakdowns. These
deficiencies increase cost and time to market, and re-
duce productivity.

Smart machining systems are envisioned to be capa-
ble of self-recognition, monitoring, and communication
of their capabilities; self-optimization of their opera-
tions; self-assessment of the quality of their own work;
and self-learning for performance improvement over
time [7.30]. The underlying technologies are currently
being developed by various research and develop-
ment organizations; for example, a robust optimizer
developed at the National Institute of Standards and
Technology demonstrated a way to integrate machine
tool performance information and process models with
their associated uncertainties to determine the optimum
operating conditions to achieve a particular set of ob-
jectives related to product precision, cycle time, and
cost [7.31–33]. New sets of standards are being de-
veloped to define the data formats to communicate
machine performance information and other machine
characteristics [7.34, 35]. New methods to determine
material properties under machining conditions (high
strain rates and high temperatures) were developed to
improve the machining models that are used in ma-
chining optimization [7.36]). New signal-processing
algorithms are being developed to monitor the condi-
tion of machine spindles and predict failures before
catastrophic breakdowns. It is expected that in the next
5–10 years smart machining systems will be available
in the marketplace, providing manufacturers with cost-
effective means of achieving high-precision products
reliably.

7.8 Conclusions and Future Trends

Automation is a key enabler to achieve cost-effective,
high-quality products and services to drive society’s
economical engine. The special duality relationship be-
tween automation and precision (each driving the other)
escalate the effectiveness of automation in many fields.
In this chapter this relationship was described from
a relatively narrow perspective of discrete part fabri-
cation. Tighter tolerances in product components that

lead to high-quality products are only made possible by
a high degree of automation of the manufacturing pro-
cesses. This is one of the reasons for the drive towards
more manufacturing automation even in countries with
low labor costs. The examples provided in this chapter
can easily be extended to other economic and techno-
logical fields, demonstrating the significant effects of
automation.
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Recent trends and competitive pressures indicate
that more knowledge has been generated about pro-
cesses, which leads to the reduction of apparent
nonsystematic variations. With increased knowledge

and technical capabilities, producers are developing
more complex, high-value products with smaller num-
bers of components and subassemblies. This trend leads
to even more automation with less cost.
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Trends in Aut8. Trends in Automation

Peter Terwiesch, Christopher Ganz

The present chapter addresses automation as
a major means for gaining and sustaining produc-
tivity advantages. Typical market environment fac-
tors for plant and mill operators are identified, and
the analysis of current technology trends allows us
to derive drivers for the automation industry.

A section on current trends takes a closer look
at various aspects of integration and optimiza-
tion. Integrating process and automation, safety
equipment, but also information and engineer-
ing processes is analyzed for its benefit for owners
during the lifecycle of an installation. Optimiz-
ing the operation through advanced control and
plant asset monitoring to improve the plant per-
formance is then presented as another trend that
is currently being observed. The section covers
system integration technologies such as IEC61850,
wireless communication, fieldbuses, or plant data
management. Apart from runtime system inter-
operability, the section also covers challenges in
engineering integrated systems.

The section on the outlook into future trends
addresses the issue of managing increased com-
plexity in automation systems, takes a closer look
at future control schemes, and takes an overall
view on automation lifecycle planning.

Any work on prediction of the future is based on
an extrapolation of current trends, and estimations
of their future development. In this chapter we
will therefore have a look at the trends that
drive the automation industry and identify those
developments that are in line with these drivers.

Like in all other areas of the industry, the future
of automation is driven by market requirements on
one hand and technology capabilities on the other
hand. Both have undergone significant changes in
recent years, and continue to do so.

In the business environment, globalization
has led to increased worldwide competition. It
is not only Western companies that use offshore
production to lower their cost; it is more and
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more also companies from upcoming regions such
as China and India that go global and increase
competition. The constant strive for increased
productivity is inherent to all successful players in
the market.

In this environment, automation technology
benefits from the rapid developments in the in-
formation technology (IT) industry. Whereas some
15 years ago automation technology was mostly
proprietary, today it builds on technology that
is being applied in other fields. Boundaries that
have clearly been defined due to the incompat-
ibility of technologies are now fully transparent
and allow the integration of various requirements
throughout the value chain. Field-level data is
distributed throughout the various networks that
control a plant, both physically and economically,
and can be used for analysis and optimization.

To achieve the desired return, companies need
to exploit all possibilities to further improve their
production or services. This affects all automation
levels from field to enterprise optimization, all
lifecycle stages from plant erection to dismantling,
and all value chain steps from procurement to
service.

In all steps, on all levels, automation may play
a prominent role to optimize processes.
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8.1 Environment

8.1.1 Market Requirements

Today, even more than in the past, all players in the
economy are constantly improving their competitive-
ness. Inventing and designing differentiating offerings
is one key element to achieve this. Once conceived,
these offerings need to be brought to market in the most
efficient way.

To define the efficiency of a plant or service,
we therefore define a measure to rate the various
approaches to optimization: The overall equipment
effectiveness (OEE). It defines how efficiently the
equipment employed is performing its purpose.

Operational Excellence
Looking at the graph in Fig. 8.1, we can clearly see
what factors influence a plant owner’s return based
on the operation of his plant (the graph does not
include factors such as market conditions, product
differentiation, etc.). The influencing factors are on
the cost side, mainly the maintenance cost. Together
with plant operation, maintenance quality then deter-
mines plant availability, performance, and production
quality. From an automation perspective, other fac-
tors such as system architecture (redundancy) and
system flexibility also have an influence on availabil-
ity and performance. Operation costs, such as cost
of energy/fuel, then have an influence on the product
cost.

Planned hours
Max. prod/h

8400
500

Theoretical 
prod./year Actual prod./year Revenues

4 200 000 3 189 690 95 691

Availability
Performance
Quality

83.00 %
91.50 %

100.00 %

OEE
Contrib.

margin/year Profit Profiability
75.95 % 25 518 10 968 11.46 %

Price/unit
Variable cost/unit

0.03
0.022

Contribution 
margin/unit

0.008

Direct. maint. cost
Depreciation
Other fixed cost

4050
5000
5500

Fixed cost/year
14 550

Fixed assets
Net working cap.

150000
18400

Capital employed
Return on 
net assets

168 400 6.51 %

Fig. 8.1 Overall equipment effectiveness

Future automation system developments must in-
fluence these factors positively in order to find wide
acceptance in the market.

New Plant Construction
Optimizing plant operations by advanced automation
applications is definitely an area where an owner gets
most of his operational benefits. An example of the
level of automation on plant operations can be seen in
Figs. 8.2 and 8.3. When it comes to issues high on the
priority list of automation suppliers, delivery costs are
as high if not even higher. Although the main benefit of
an advanced automation system is with the plant owner
(or operator), the automation system is very often not
directly sold to that organization, but to an engineer-
ing, procurement, and contsruction (EPC) contractor
instead. And for these customers, price is one of the top
decision criteria.

As automation systems are hardly ever sold off the
shelf, but are designed for a specific plant, engineering
costs are a major portion of the price of an automation
system.

An owner who buys a new automation system looks
seriously at the engineering capabilities of the supplier.
The effect of efficient engineering on lowering the offer
price is one key item that is taken into account. In to-
day’s fast developments in the industry, very often the
ability to deliver in time is as important as bottom-line
price. An owner is in many cases willing to pay a pre-
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Fig. 8.2 Control of plant operations in the past

mium for a short delivery time, but also for a reduced
risk in project execution. Providing expertise from pre-
vious projects in an industry is required to keep the
execution risk manageable. It also allows the automa-
tion company to continuously improve the application
design, reuse previous solutions, and therefore increase
the quality and reduce the cost of the offering. When
talking about the future of automation, engineering will
therefore be a major issue to cover.

Plant Upgrades and Extensions
Apart from newly installed greenfield projects, plant
upgrades and extensions are becoming increasingly im-
portant in the automation business. Depending on the
extent of the extension, the business case is similar to
the greenfield approach, where an EPC is taking care of
all the installations. In many cases however, the owner
takes the responsibility of coordinating a plant upgrade.
In this case, the focus is mostly on total cost of owner-
ship.

Fig. 8.3 Trend towards fully automated control of plant
operations

Furthermore, questions such as compatibility with
already installed automation components, upgrade strat-
egies, and integration of old and new components
become important to obtain the optimal automation so-
lution for the extended plant.

8.1.2 Technology

Increasingly, automation platforms are driven by infor-
mation technology. While automation platforms in the
past were fully proprietary systems, today they use com-
mon IT technology in most areas of the system [8.1]. On
the one hand, this development greatly reduces develop-
ment costs for such systems and eases procurement of
off-the-shelf components. On the other hand, the lifecy-
cle of a plant (and its major component the automation
system), and IT technology greatly differs. Whereas
plants follow investment cycles of 20–30 years, IT
technology today at first sight has reached a product
lifecycle of less than 1 year, although some underly-
ing technologies may be as old as 10 years or more
(e.g., component object model (COM) technology, an
interface standard introduced by Microsoft in 1993).

Due to spare parts availability and the lifecycle of
software, it is clear that an automation life span of
20 years is not achievable without intermediate updates
of the system. A future automation system therefore
needs to bridge this wide span of lifecycle expectations
and provide means to follow technology in a manner
that is safe and efficient for the plant.

Large investments such as field instrumentation, ca-
bling and wiring, engineered control applications, and
operational data need to be preserved throughout the
lifecycle of the system. Maintaining an automation sys-
tem as one of the critical assets of a plant needs to be
taken into consideration when addressing plant lifecycle
issues. In these considerations, striking the right balance
between the benefits of standardized products, bringing
quality, usability, cost, and training advantages, and cus-
tomized solutions as the best solution for a given task
may become critical.

8.1.3 Economical Trends

In today’s economy, globalization is named as the driver
for almost everything. However, there are some aspects
apart from global price competitiveness that do have an
influence on the future of automation.

Communication technology has enabled compa-
nies to spread more freely over the globe. While
in the past a local company had to be more or
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less self-supporting (i. e., provide most functions lo-
cally), functions can today be distributed worldwide.
Front- and back-office organizations no longer need
to be under the same roof; development and produc-
tion can be continents apart. Even within the same
project, global organizations can contribute from vari-
ous locations.

These organizations are interlinked by high-
bandwidth communication. These communication links

not only connect departments within a company, they
also connect companies throughout the value chain.
While in earlier days data between suppliers and
customers were exchanged on paper in mail (with cor-
responding time lags), today’s interactions between
suppliers and customers are almost instant.

In today’s business environment, distances as well
as time are shorter, resulting in an increase in business
interactions.

8.2 Current Trends

8.2.1 Integration

Looking at the trends and requirements listed in the
previous Sections, there is one theme which supports
these developments, and which is a major driver of the
automation industry: integration. This term appears in
various aspects of the discussions around requirements,
in terms of horizontal, vertical, and temporal integra-
tion, among others. In this Section we will look at
various trends in integration and analyze their effect on
business.

Process Integration
Past approaches to first develop the process and then de-
sign the appropriate control strategy for it do not exploit
the full advantages of today’s advanced control capabil-
ities. If we look at this under the overall umbrella of
integration, there is a trend towards integrated design of
process and control.

In many cases, more advanced automation solutions
are required as constraints become tighter. Figures 8.4–
8.6 show examples which highlight the greater degree
and complexity of models (i. e., growing number of
constraints, reduction in process buffers, and nonlinear
dynamic models). There is an ongoing trend towards
tighter hard constraints, imposed from regulating au-

Fig. 8.4 Trend towards reduction of process buffers (e.g., supply chain, company, site, unit)

thorities. Health, safety, and especially environmental
constraints are continuously becoming tighter.

Controllers today not only need to stabilize one con-
trol variable, or keep it within a range of the set-point.
They also need to make sure that a control action does
not violate environmental constraints by producing too
much of a by-product (e.g., NOx). Since many of these
boundary conditions are penalized today, these control
actions may easily result in significant financial losses
or other severe consequences.

In addition to these hard constraints, more and more
users want to optimize soft constraints, such as energy
consumption (Fig. 8.7), or plant lifecycle. If one ramps
up production in the fastest way possible (and maybe
meet some market window or production deadline), en-
ergy consumed or plant lifecycle consumption due to
increased stress on components may compensate these
quick gains. An overall optimization problem that takes
these soft constraints into account can therefore result
in returns that are not obvious even to the experienced
operator.

A controller that can keep a process in tighter
constraints furthermore allows an owner to optimize
process equipment. If the control algorithm can guaran-
tee a tight operational band, process design can reduce
buffers and spare capacity. Running the process closer
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Fig. 8.5 Trend towards broader scope, more complex, and integrated online control, for example, in pulp operations
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Fig. 8.7 Trend towards automated electrical energy man-
agement

to its design limitations results in either higher out-
put, more flexibility, faster reaction or allows to install
smaller (and mostly cheaper) components to achieve the
same result.

A reduction of process equipment is also possible
if advanced production management algorithms are in
place. Manual scheduling of a process is hardly ever
capable to load all equipment optimally, and the so-
lution to a production bottleneck is frequently solved
by installing more capacity. In this case as well, the
application of an advanced scheduling algorithm may
show that current throughput can be achieved with less
equipment, or that current equipment can provide more
capacity than expected.

By applying advanced control and scheduling algo-
rithms, not only can an owner increase the productivity
of the installed equipment, but he may also be able to
reduce installed buffers. Intermediate storage tanks or
queues can be omitted if an optimized control scheme
considers a larger part of the production facility. In
addition to reducing the investment costs by reducing
equipment, the reduction of buffers also results in a re-
duction of work in progress, and in the end allows the
owner to run the operation with less working capital.

Looking at the wide impact of more precise control
algorithms (which in many cases implies more ad-
vanced algorithms) on OEE, we can easily conclude that
once these capabilities in control system become more
easily available, users will adopt them to their benefit.

Example: Thickness Control in Cold-Rolling Mills Us-
ing Adaptive MIMO Controller. In a cold-rolling mill,
where a band of metal is rolled off an input coil, run
through the mill to change its thickness, and then rolled
onto an output coil, the torques of the coilers and the
roll position are controlled to achieve a desired output
thickness, uncoiler tension, and coiler tension. The past
solution was to apply single-loop controllers for each
variable together with feedforward strategies.

The approach taken in this case was to design an
adaptive multiple-input/multiple-output (MIMO) con-
troller that takes care of all variables. The goal was
to improve tolerance over the whole strip length, im-
prove quality during ramp-up/ramp-down, and enable
higher speed based on better disturbance rejection. Fig-
ure 8.8 shows the results from the plant with a clear
improvement by the new control scheme [8.2].

By applying the new control scheme, the operator
was able to increase throughput and quality, two inputs
of the OEE model shown in Fig. 8.1.

Integrated Safety
The integration of process and automation becomes crit-
ical in safety applications. Increasingly, safety-relevant
actions are moved from process design into the automa-
tion system. With similar motivations as we have seen
before, a plant owner may want to reduce installed pro-
cess equipment in favor of an automation solution, and
replace equipment that primarily serves safety purposes
by an emergency shutdown system.

Today’s automation systems are capable of fulfill-
ing these requirements, and the evolution of the IEC
61508 standard [8.3] has helped to develop a common
understanding throughout the world. The many local
standards have mostly been replaced by IEC 61508’s
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Fig. 8.8 Cold-rolling mill controller comparison

safety integrity level (SIL) requirements. Exceeding the
scope of previous standards, ICE61508 not only defines
device features that enable them to be used in safety
critical applications, it also defines the engineering pro-
cesses that need to be applied when designing electrical
safety systems.

Many automation suppliers today provide a safety-
certified variant of their controllers, allowing safety
solutions to be tightly integrated into the automa-
tion system. Since in many cases these are specially
designed and tested variants of the general-purpose con-
trollers, they are perceived having a guaranteed higher
quality with longer mean time between failures (MTBF)
and/or shorter mean time to repair (MTTR). In some
installations where high availability or high quality is
required without the explicit need for a certified safety
system, plant owners nevertheless choose the safety-
certified variant of a system to achieve the desired
quality attributes in their system.

A fully integrated safety system furthermore in-
creases planning flexibility. In a fully integrated system,
functionality can be moved between the safety con-
trollers and regular controllers, allowing for a fully
scalable system that provides the desired safety level.

For more information on safety in automation please
refer to Chap. 39.

Information Integration
Device and System Integration
Intelligent Field Devices and their Integration. When
talking about information integration, some words need
to be spent on information sources in an automation
system, i. e., on field devices.

Field devices today not only provide a process
variable. Field devices today benefit from the huge
advancements in miniaturization, which allows man-
ufacturers to move measurement and even analysis
functions from the distributed control system (DCS)
into the field device. The data transmitted over field-
buses not only consists of one single value, but of
a whole set of information on the measurement. Quality
as well as configuration information can be read directly
from the device and can be used for advanced asset
monitoring. The amount of information available from
the field thus greatly increases and calls for extended
processing capabilities in the control system.

Miniaturization and increased computing power
also allow the integration of ultrafast control loops on
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the field level, i. e., within the field device, that are not
feasible if the information has to traverse controllers and
buses.

All these functions call for higher integration capa-
bilities throughout the system. More data needs to be
transferred not only from the field to the controller, but
since much of the information is not required on the pro-
cess control level but on the operations or even at the
plant management level, information needs to be dis-
tributed further. Information management requirements
are also increased and call for more and faster data
processing.

In addition to the information exchanged online, in-
telligent field devices also call for an extended reach of
engineering tools. Since these devices may include con-
trol functionality, planning an automation concept that
spreads DCS controllers and field devices requires en-
gineering tools that are capable of drawing the picture
across systems and devices.

The increased capabilities of the field devices im-
mediately create the need for standardization. The
landscape that was common 20 years ago, where each
vendor had his own proprietary integration standard,
is gone. In addition to the fieldbus standards already
widely in use today, we will look at IEC 61850 [8.4] as
one of the industrial Ethernet-based standards that has
recently evolved and gained wide market acceptance in
short time.

Fieldbus. For some years now, the standard to commu-
nicate towards field devices is fieldbus technology [8.5],
defined in IEC 61158 [8.6]. All major fieldbus technolo-
gies are covered in this standard, and depending on the
geographical area and the industry, in most cases one
or two of these implementations have evolved to be the
most widely used in an area. In process automation,
Foundation Fieldbus and Profibus are among the most
prominent players.

Fieldbus provides the means for intelligent field de-
vices to communicate their information to each other, or
to the controller. It allows remote configuration as well
as advanced diagnostics information.

In addition to the IEC 61158 protocols that are
based on communication on a serial bus, the HART
protocol (highway addressable remote transducer pro-
tocol, a master-slave field communication protocol) has
evolved to be successful in existing, conventionally
wired plants. HART adds serial communication on top
of the standard 4–20 mA signal, allowing digital infor-
mation to be transmitted over conventional wiring.

Fieldbus is the essential technology to further inte-
grate more information from field devices into complex
automation systems.

IEC 61850. IEC 61850 is a global standard for communi-
cation networks and systems in substations. It is a joint
International Electrotechnical Commission (IEC) and
American National Standards Institute (ANSI) stan-
dard, embraced by all major electrical vendors. In
addition to just focusing on a communication protocol,
IEC 61850 also defines a data model that comprises the
context of the transmitted information. It is therefore
one of the more successful approaches to achieve true
interoperability between devices as well as tools from
different vendors [8.7].

IEC 61850 defines all the information that can be
provided by a control function through the definition of
logical nodes. Substation automation devices can then
implement one or several of these functions, and define
their capabilities in standardized, extensible markup
language (XML)-based data files, which in turn can be
read by all IEC 61850-compliant tools [8.8].

System integration therefore becomes much faster
than in the past. Engineering is done on an object-
oriented level by linking functions together (Fig. 8.9).
The configuration of the communication is then derived
from these object structures without further manual en-
gineering effort.

Due to the common approach by ANSI and IEC,
by users and vendors, this standard was adopted very
quickly and is today the common framework in substa-
tion automation around the world.

Once an owner has an electrical system that pro-
vides IEC 61850 integration, the integration into the
plant DCS is an obvious request. To be able to not
only communicate to an IEC 61850-based electrical
system directly from the DCS, but also to make use of
all object-oriented engineering information is a require-
ment that is becoming increasingly important for major
DCS suppliers.

Wireless. When integrating field devices into an au-
tomation system, the availability of standard protocols
is of great help, as we have seen in Device and Sys-
tem Integration. In the past this approach was very
often either limited to new plant installations where
cable trays were easily accessible, or resulted in very
high installation costs. The success of the HART pro-
tocol is mainly due to the fact that it can reuse existing
wiring [8.9].
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Fig. 8.9 Trend towards object-oriented modeling, e.g., visual flowsheet modeling; combined commodity models with
proprietary knowledge; automatic generation of stand-alone executable code

The huge success of wireless technology in other
areas of daily life raises the question of whether this
technology can also be applied to automation prob-
lems. As recent developments have shown, this trend is
continuously gaining momentum [8.10]. Different ap-
proaches are distinguished as a function of how power
is supplied, e.g., by electrical cable, by battery or by
power harvesting from their process environment, and
by the way the communication is implemented.

As with wired communications, also wireless sum-
marizes a variety of technologies which will be
discussed in the following sections.

Close Range. In the very close range, serial com-
munication today very often makes use of Bluetooth
technology. Originating from mobile phone accessory
integration, similar concepts can also be applied in sit-
uations in which devices need to communicate over
a short distance, e.g., to upgrade firmware, or to read
out diagnostics. It merely eliminates the need for a se-
rial cable, and in many cases the requirement to have
close-range interaction with a device has been removed
completely, since it is connected to the system through
other serial buses (such as a fieldbus) that basically al-
low the user to achieve the same results.

Another upcoming technology under the wire-
less umbrella is radio frequency identification (RFID).

These small chips are powered by the electromagnetic
field set up to communicate by the sensing device. RFID
chips are used to mark objects (e.g., items in a store), but
can also be used to mark plant inventory and keep track
of installed components. Chapter 49 discusses RFID
technology in more detail.

RFID can not only be used to read out information
about a device (such as a serial number or technical
data), but to store data dynamically. The last mainte-
nance activity can thus be stored on the device rather
than in a plant database. The device keeps this informa-
tion attached while being stored as spare part, even if it
is disconnected from the plant network. When looking
for spares, the one with the fewest past operating hours
can therefore be chosen. RFID technology today allows
for storage of increasing amounts of data, and in some
cases is even capable of returning simple measurements
from an integrated sensor.

Information stored on RFID chips is normally not
accessed in real time through the automation system,
but read out by the maintenance engineer walking
through the plant or spare parts storage with the corre-
sponding reading device. To display the full information
on the device (online health information, data sheet,
etc.) a laptop or tablet personal computer (PC) can
then retrieve the information online through its wireless
communication capability.
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Mid-range. Apart from distributing online data to mo-
bile operator terminals throughout the plant, WiFi has
made its entrance also on the plant floor.

The aforementioned problem, where sensors can-
not easily be wired to the main automation system, is
increasingly being solved by the use of wireless com-
munication, reducing the need and cost for additional
cabling.

Applications where the installation of wired instru-
ments is difficult are growing, including where:

• The device is in a remote location.• The device is in an environment that does not allow
for electrical signal cables, e.g., measurements on
medium- or high-voltage equipment.• The device is on the move, either rotating, or mov-
ing around as part of a production line.• The device is only installed temporarily, either for
commissioning, or for advanced diagnostics and
precise fault location.

The wide range of applications has made wireless de-
vice communication one of the key topics in automation
today.

Long Range. Once we leave the plant environ-
ment, wireless communication capabilities through
GSM (global system for mobile communication) or
more advanced third-generation (3G) communication
technologies allow seamless integration of distributed
automation systems.

Applications in this range are mostly found in dis-
tribution networks (gas, water, electricity), where small
stations with low functionality are linked together in
a large network with thousands of access points.

However, also operator station functionality can
be distributed over long distances, by making thin-
client capability available to handheld devices or mobile
phones. To receive a plant alarm through SMS (short
message service, a part of the GSM standard) and to be
able to acknowledge it remotely is common practice in
unmanned plants.

Nonautomation Data. In addition to real-time plant
information that is conveyed thorough the plant au-
tomation system, plant operation requires much more
information to run a plant efficiently. In normal opera-
tion as well as in abnormal conditions, a plant operator
or a maintenance engineer needs to switch quickly
between different views on the process. The process dis-
play shows the most typical view, and trend displays and
event lists are commonly use to obtain the full picture

on the state of the process. To navigate quickly between
these displays is essential. To call up the process display
for a disturbed object directly from the alarm list saves
critical time.

Once the device needs further analysis, this nor-
mally requires the availability of the plant documenta-
tion. Instead of flipping through hundreds of pages in
documentation binders, it is much more convenient to
directly open the electronic manual on the page where
the failed pump is described together with possibilities
to initiate the required maintenance actions.

Availability of the information in electronic format
is today not an issue. Today, all plant documentation
is provided in standard formats. However, the infor-
mation is normally not linked. It is hardly possible
to directly switch between related documents without
manual search operations that look for the device’s tag
or name.

An object-oriented plant model that keeps refer-
ences to all aspects of a plant object greatly helps in
solving this problem. If in one location in the system,
all views on the very same object are stored – process
display, faceplate, event list, trend display, manufacturer
instructions, but also maintenance records and inventory
information – a more complete view of the plant state
can be achieved.

The reaction to process problems can be much
quicker, and personnel in the field can be guided to
the source of the problem faster, thus resolving issues
more efficiently and keeping the plant availability up.
We will see in Lifecycle Optimization how maintenance
efficiency can even be increased by advanced asset man-
agement methods.

Security. A general view on the future of automation
systems would not be complete without covering the
most prominent threat to the concepts presented so far:
system security.

When systems were less integrated, decoupled
from other information systems, or interconnected by
4–20 mA or binary input/output (I/O) signals, system
security was limited to physical security, i. e., to pre-
vent unauthorized people access the system by physical
means (fences, building access, etc.).

Integrating more and more information systems into
the automation system, and enabling them to distribute
data to wherever it is needed (i. e., also to company
headquarters through the Internet), security threats soon
become a major concern to all plant owners.

The damage that can be caused to a business by neg-
ligence or deliberate intrusion is annoying when web
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sites are blocked by denial-of-service attacks. It is sig-
nificant if it affects the financial system by spyware
or phishing attacks, but it is devastating when a coun-
try’s infrastructure is attacked. Simply bringing down
the electricity system already has quite a high impact,
but if a hacker gains access to an automation system, the
plant can actually be damaged and be out of service for
a significant amount of time. The damage to a modern
society would be extremely high.

Security therefore has to be at the top of any list
of priorities for any plant operator. Security measures
in automation systems of the future need to be con-
tinuously increased without giving up some of the
advantages of wider information integration.

In addition to technical measures to keep a plant se-
cure, security management needs to be an integral part
of any plant staff member’s training, as is health and
safety management today.

While security concerns for automation systems are
valid and need to be addressed by the plant manage-
ment, technical means and guidance on security-related
processes are available today to secure control systems
effectively [8.11]. Security concerns should therefore
not be the reason for not using the benefits of informa-
tion integration in plants and enterprises.

Engineering Integration
The increased integration of devices and systems from
plant floor to enterprise management poses another
challenge for automation engineers: information inte-
gration does not happen by itself, it requires significant
engineering effort. This increased effort is a contra-
diction to the requirement for faster and lower-cost
project execution. This dilemma can only be resolved
by improved engineering environments. Chapter 86, en-
terprise integration and interoperability, delves deeper
into this topic.

Today, all areas of plant engineering, starting at
process design and civil engineering, are supported by
specialized engineering tools. While their coupling was
loose in the past, and results of an engineering phase
were handed over on paper and very often typed into
other tools again, the trend towards exchanging data
in electronic format is obvious. Whoever has tried to
exchange data between different types of engineering
tools immediately faces the questions:

• What data?• What format?

The question about what data can only be answered
by the two parties exchanging data. The receiver only

knows what data he needs, and the provider only
knows what data she can provide. If the two parties
are within different departments of the same company,
an internal standard on data models can be agreed
on, but when the exchange is between different busi-
ness partners, this very often results in a per-project
agreement.

In electrical systems, this issue has been addressed
by IEC 61850. In addition to being a communication
standard, it also covers a data model. Data objects
(logical nodes) are defined by the standard, and en-
gineering tools following the standards can easily
integrate devices of various vendors without project
specific agreements. The standard was even extended
beyond electrical systems to cover hydropower plants
(and also for wind generators in IEC 61400-25). So far,
further extensions into other plant types or industries
seem hardly feasible due to the variance and company
internal-grown standards.

The discussion on the format today quickly turns
into a spreadsheet-based solution. This approach is very
common, and most tools provide export and/or import
functionality in tabular form. However, this requires
separate sheets for each object type, since the data
fields may vary between objects. A format that supports
a more object-oriented approach is required.

Recently, the most common approach is to go to-
wards XML-based formats. IEC 61850 data is based
on XML, and there are standardization tendencies that
follow the same path. CAEX (computer aided engineer-
ing exchange, an engineering data format) according
to IEC 62424 is just one example; PLCOpen XML or
AutomationML are others.

The ability to agree on data standards between en-
gineering tools greatly eases interaction between the
various disciplines not only in automation engineering,
but in plant engineering in general.

Once the data format is defined, there still remains
the question of wording or language. Even when us-
ing the same language, two different engineering groups
may call the same piece of information differently. A se-
mantic approach to information processing may address
this issue.

With some of these problems addressed in a nearer
future, further optimization is possible by a more par-
allel approach to engineering. Since information is
revised several times during plant design, working with
early versions of the information is common. Updates
of the information is normally required, and then up-
dating the whole engineering chain is a challenge. To
work on a common database is a trend that is evolving
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in plant design; but also in the design of the automa-
tion system, a common database to hold various aspects
of automation engineering is an obvious idea. Once
these larger engineering environments are in place, data
exchange quickly becomes bidirectional. Modifications
done in plant design affect the automation system, but
also information from the automation database such as
cabling or instrumentation details should be fed back
into the plant database. This is only possible if the data
exchange can be done without loss of information, oth-
erwise data relations cannot be kept consistent.

Even if bidirectional data exchange is solved, more
partners in complex projects easily result in multidirec-
tional data exchange. Versioning becomes even more
essential than in a single tool. Whether the successful
solution of data exchange between two domains can be
kept after each of the tools is released in a new version
remains to be seen. The challenges in this area are still
to be faced.

Customer Value
The overall value of integration for owners is appar-
ent on various levels, as we have shown in the previous
Sections.

The pressure to shorten projects and to bring down
costs will increase the push for engineering data inte-
gration. This will also improve the owner’s capability
to maintain the plant later by continuously keeping the
information up to date, therefore reducing the lifecycle
cost of the plant.

The desire to operate the plant efficiently and keep
downtimes low and production quality up will drive
the urge to have real-time data integrated by connect-
ing interoperable devices and systems on all levels of
the automation system [8.12]. The ability to have com-
mon event and alarm lists, to operate various type of
equipment from one operator workplace, and to obtain
consistent asset information combined in one system are
key enablers for operational excellence.

Security concerns require a holistic approach on the
level of the whole plant, integrating all components into
a common security framework, both technically and
with regard to processes.

8.2.2 Optimization

The developments described up to now enable one fur-
ther step in productivity increase that has only been
partially exploited in the past. Having more informa-
tion available at any point in an enterprise allows

for a typical control action: to close the loop and to
optimize.

Control
Closest to the controlled process, closing the loop
is the traditional field of automation. PID controllers
(proportional-integral-derivative) mostly govern today’s
world of automation. Executed by programmable logic
controllers (PLC) or DCS controllers, they do a fairly
good job at keeping the majority of industrial processes
stable.

However, even if much more advanced control
schemes are available today, not even the ancient PID
loops perform where they could if they were properly
tuned. Controller tuning during commissioning is more
of an art done by experienced experts than engineering
science.

As we have already concluded in Process Inte-
gration, several advantages favor the application of
advanced control algorithms. Their ability to keep pro-
cesses stable in a narrower band allows either to choose
smaller equipment to reach a given limit, or to increase
the performance of existing equipment by running the
process closer to boundaries.

However, controllers today are mostly designed
based on knowledge of a predominantly fixed process,
i. e., plant topology and behavior is assumed to be as-
designed. This process knowhow is often depicted in
a process model which is either used as part of the con-
troller (e.g., model predictive control) or has been used
to design the controller.

Once the process deviates from the predefined
topology, controllers are soon at their limits. This can
easily happen when sensors or communication links
fail. This situation is today mostly solved by redundant
design, but controllers that consider some amount of
missing information may be an approach to increase the
reliability of the control system even further. Controllers
reacting more flexibly to changing boundary conditions
will extend the plant’s range of operation, but will also
reduce predictability.

Another typical case of a plant deviating from the
designed state is ageing or equipment degradation. Con-
trollers that can handle this (e.g., adaptive control) can
keep the process in an optimal state even if its com-
ponents are not. Furthermore, a controller reacting on
performance variations of the plant can not only adapt to
it, but also convey this information to the maintenance
personnel to allow for efficient plant management and
optimization.
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Plant Optimization
At a plant operation level, all the data generated by
intelligent field devices and integrated systems comes
together. To have more information available is posi-
tive, but to the plant operator it is also confusing. More
devices generating more diverse alarms quickly flood
a human operator’s perception. More information does
not per se improve the operation of a plant. Information
needs to be turned into knowledge.

This knowledge is buried in large amounts of data,
in the form of recorded analog trend signals as well
as alarm and event information. Each signal in itself
only tells a very small part of the story, but if a larger
number of signals are analyzed by using advanced
signal processing or model identification algorithms,
they reveal information about the device, or the system
observed.

This field is today known as asset monitoring. The
term denotes anything from very simple use counters
up to complex algorithms that derive system lifecycle
information from measured data. In some cases, the in-
ternal state of a high-value asset can be assessed through
the interpretation of signals that are available in the au-
tomation system already used in control schemes. If the
decision is between applying some analysis software
or to shut down the equipment, open it, and visually
inspect, the software version can in many cases more
directly direct the maintenance personnel towards the
true fault of the equipment.

The availability of advanced asset monitoring al-
gorithms allows for optimized operation of the plant.
If component ageing can be calculated from measure-
ments, optimizing control algorithms can put the load
on less stressed components, or can trade asset lifecy-
cle consumption against the quick return of a fast plant
start-up.

The requirement to increase availability and pro-
duction quality calls for advanced algorithms for asset
monitoring and results in an asset optimization scheme
that directly influences the plant operator’s bottom line.
The people operating the plant, be it in the opera-
tions department or in maintenance, are supported in
their analysis of the situation and in their decisions by
more advanced systems than are normally in operation
today.

When it comes to discrete manufacturing plants, the
optimization potential is as high as in continuous pro-
duction. Advanced scheduling algorithms are capable
of optimizing plant utilization and improving yield. If
these algorithms are flexible to allow a rescheduling and

Control Process
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Economic
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Fig. 8.10 Trend towards lifecycle optimization

production replanning in operation to accommodate ur-
gent orders at runtime, plant efficiency can be optimized
dynamically and have an even more positive effect on
the bottom line.

Lifecycle Optimization
The optimization concepts presented so far enable
a plant owner to optimize OEE on several levels
(Fig. 8.10). We have covered online production opti-
mization as well as predictive maintenance through
advanced asset optimization tools. If the scope of the
optimization can be extended to a whole fleet of plants
and over a longer period of time, continuous plant im-
provement by collecting best practices and statistical
information on all equipment and systems becomes fea-
sible.

What does the automation system contribute to
this level of optimization? Again, most data origi-
nates from the plant automation system’s databases.
In Plant Optimization we have even seen that asset
monitoring provides information that goes beyond the
raw signals measured by the sensors and can be used
to draw conclusions on plant maintenance activities.
From a fixed-schedule maintenance scheme where plant
equipment is shut down based on statistical experience,
asset monitoring can help moving towards a condition-
based maintenance scheme. Either equipment operation
can be extended towards more realistic schedules, or
emergency plant shutdown can be avoided by early de-
tecting equipment degradation and going into planned
shutdown.

Interaction with maintenance management sys-
tems or enterprise resource planning systems is today
evolving, supported by standards such as ISA95.
Enterprise-wide information integration is substantial to

Part
A

8
.2



140 Part A Development and Impacts of Automation

be continuously on top of production and effectiveness,
to track down inefficiencies in processes both technical
and organizational.

These concepts have been presented over the
years [8.13], but to really close the loop on that
level requires significant investments by most industrial

companies. Good examples of information integration
on that level are airline operators and maintenance
companies, where additional minutes used to service
deficiencies in equipment become expensive. Failure
to address these deficiencies become catastrophic and
mission critical.

8.3 Outlook

The current trends presented in the previous Sections
do show benefits, in some cases significant. The push to
continue the developments along these lines will there-
fore most probably be sustained.

8.3.1 Complexity Increase

One general countertrend is also clearly visible in many
areas: increased complexity to the extent that it be-
comes a limiting factor. System complexity does not
only result in an increase in initial cost (more in-
stalled infrastructure, more engineering), but also in
increased maintenance (IT support on plant floor).
Both factors influence OEE (Fig. 8.1) negatively. To
counter the perceived complexity in automation sys-
tems it is therefore important to facilitate wider
distribution of the advanced concepts presented so
far.
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Fig. 8.11 Trend towards automation and control modeling and model reuse

Modeling
Many of the solutions available today in either asset
monitoring or advanced control rely on plant models.
The availability of plant models for applications such
as design or training simulation is also essential. How-
ever, plant models are highly dependent on the process
installation, and need to be designed or at least tuned
to every installation. Furthermore, the increased com-
plexity of advanced industrial plants also calls for wider
and more complex models. Model building and tuning
is today still very expensive and requires highly skilled
experts. There is a need common to different areas and
industries to keep modeling affordable.

Reuse of models could address this issue in two
dimensions:

• To reuse a model designed for one application in an-
other, i. e., to build a controller design model based
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on a model that was used for plant design, or de-
rive the model used in a controller from one that
is available for performance monitoring. The plant
topology that connects the models can remain the
same in all cases.• To reuse models from project to project, an ap-
proach that can also be pursued with engineering so-
lutions to bring down engineering costs (Fig. 8.11).

Operator Interaction
Although modern operator stations are capable of in-
tegrating much more information to the operator or
maintenance personnel, the operator interaction is not
always the most intuitive. In plant diagnostics and main-
tenance this may be acceptable, but for the operator it
is often difficult to quickly perceive a plant situation,
whether good or bad, and to act accordingly. This is
mostly due to the fact that the operator interface was
designed by the engineer who had as inputs the plans of
the plant and the automation function, and not the plant
environment where the operator needs to navigate.

An operator interface closer to the plant opera-
tor’s natural environment (and therefore to his intuition)
could improve the perception of the plant’s current
status.

One way of doing this is to display the status in
a more intuitive manner. In an aircraft, the artificial
horizon combines a large number of measurements in
one very simple display, which can be interpreted intu-
itively by the pilot by just glancing at it. Its movement
gives excellent feedback on the plane’s dynamics. If we
compare this simple display with a current plant op-
erator station with process diagrams, alarm lists, and
trend displays, it is obvious that plant dynamics can-
not be perceived as easily. Some valuable time early in
critical situations is therefore lost by analyzing numbers
on a screen. To depict the plant status in more intuitive
graphics could exploit humans’ capability to interpret
moving graphics in a qualitative way more efficiently
than from numerical displays.

Automated Engineering
As we have pointed out in Modeling, designing and
tuning models is a complex task. To design and tune
advanced controllers is as complex. Even the effort to
tune simple controllers is in reality very often skipped,
and controller parameters are left at standard settings of
1.0 for any parameter.

In many cases these settings can be derived from
plant parameters without the requirement to tune online
on site. Drum sizes or process set-points are docu-

mented during plant engineering, and as we have seen
in Engineering Integration, this data is normally avail-
able to the automation engineer. If a control loop’s
settings are automatically derived from the data found
in the plant information, the settings will be much better
than the standard values. To the commissioning engi-
neer, this procedure hides some of the complexity of
controller fine-tuning.

Whether it is possible to derive control loops auto-
matically from the plant information received from the
plant engineering tools remains to be seen. Very simple
loops can be chosen based on standard configurations of
pumps and valves, but a thorough check of the solution
by an experienced automation engineer is still required.

On the other hand, the information contained in en-
gineering data can be used to check the consistency of
the manually designed code. If a plant topology model
is available that was read out of the process & in-
strumentation diagram, also piping & instrumentation
diagram (P&ID) tool information, automatic measures
can be taken to check whether there is an influence of
some sort (control logic, interlock logic) between a tank
level and the feeding pump.

8.3.2 Controller Scope Extension

Today’s control laws are designed on the assumption
that the plant behaves as designed. Failed components
are not taken into consideration, and deteriorating plant
conditions (fouling, drift, etc.) are only to some extent
compensated by controller action.

The coverage of nonstandard plant configurations
in the design of controllers is rarely seen today. This
is the case for advanced control schemes, but also for
more advanced scheduling or batch solutions, consider-
ation of these suboptimal plant states in the design of
the automation system could improve plant availabil-
ity. Although this may result in a reduction of quality,
the production environment (i. e., the immediate mar-
ket prices) can still make a lower-quality production
useful. To detect whether this is the case, an integra-
tion between the business environment, with current
cost of material, energy, and maybe even emissions,
and the production information in the plant allows to
solve optimization problems that optimize the bottom
line directly.

8.3.3 Automation Lifecycle Planning

In the past, the automation system was an initial
investment like many other installations in a plant.
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It was maintained by replacing broken devices by
spares, and kept its functionality throughout the years.
This option is still available today. In addition to
I/O cards, an owner needs to buy spare PCs like
other spare parts that may difficult to buy on the
market.

The other option an owner has is to continuously
follow the technology trend and keep the automation
system up to date. This results in much higher life-

cycle cost, but against these costs is the benefit of
always having the newest technology installed. This
in turn requires automation system vendors to contin-
uously provide functionality that improves the plant’s
performance, justifying the investment.

It is the owner’s decision which way to go. It is not
an easy decision and shows the importance of keeping
total cost of ownership in mind also when purchasing
the automation system.

8.4 Summary

Today’s business environment as well as technology
trends (i. e., robots) are continuously evolving at a fast
pace (Fig. 8.12). To improve a plant’s competitiveness,
a modern automation system must make use of the
advancements in technology to react to trends in the
business world.

The reaction of the enterprise must be faster, at the
lowest level to increase production and reduce down-
time, and at higher levels to process customer orders
efficiently and react to mid-term trends quickly. The
data required for these decisions is mostly buried in the
automation system; for dynamic operation it needs to
be turned into information, which in turn needs to be
processed quickly. To improve the situation with the au-
tomation system, different systems on all levels need
to be integrated to allow for sophisticated information
processing.

The availability of the full picture allows the opti-
mization of single loops, plant operation, and economic
performance of the enterprise.

Fig. 8.12 Trend towards more sophisticated robotics

The technologies that allow the automation system
to be the core information processing system in a pro-
duction plant are available today, are evolving quickly,
and provide the means to bring the overall equipment
effectiveness to new levels.
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Automation Theory and Scientific Foundations. Part B Automation is based on control theory and in-
telligent control, although interestingly, automation existed before control theory was developed. The chapters
in this part explain the theoretical aspects of automation and its scientific foundations, from the basics to ad-
vanced models and techniques; from simple feedback and feedforward automation functioning under certainty
to fuzzy logic control, learning control automation, cybernetics, and artificial intelligence. Automation is also
based on communication, and in this part this subject is explained from the fundamental communication between
sensors and actuators, producers and consumers of signals and information, to automation of and with virtual re-
ality; automation mobility and wireless communication of computers, devices, vehicles, flying objects and other
location-based and geography-based automation. The theoretical and scientific knowledge about the human role
in automation is covered from the human-oriented and human–centered aspects of automation to be applied and
operated by humans, to the human role as supervisor and intelligent controller of automation systems and plat-
forms. This part concludes with analysis and discussion on the limits of automation to the best of our current
understanding.
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Alberto Isidori

In this chapter autonomous dynamical systems,
stability, asymptotic behavior, dynamical sys-
tems with inputs, feedback stabilization of linear
systems, feedback stabilization of nonlinear sys-
tems, and tracking and regulation are discussed
to provide the foundation for control theory for
automation.
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Modern engineering systems are very complex and
comprise a high number of interconnected subcompo-
nents which, thanks to the remarkable development of
communications and electronics, can be spread over
broad areas and linked through data networks. Each
component of this wide interconnected system is a com-
plex system on its own and the good functioning of the
overall system relies upon the possibility to efficiently
control, estimate or monitor each one of these com-
ponents. Each component is usually high dimensional,
highly nonlinear, and hybrid in nature, and comprises
electrical, mechanical or chemical components which
interact with computers, decision logics, etc. The be-
havior of each subsystem is affected by the behavior
of part or all of the other components of the system.
The control of those complex systems can only be

achieved in a decentralized mode, by appropriately de-
signing local controllers for each individual component
or small group of components. In this setup, the in-
teractions between components are mostly treated as
commands, dictated from one particular unit to another
one, or as disturbances, generated by the operation of
other interconnected units. The tasks of the various local
controllers are then coordinated by some supervisory
unit. Control and computational capabilities being dis-
tributed over the system, a steady exchange of data
among the components is required, in order for the sys-
tem to behave properly.

In this setup, each individual component (or small
set of components) is viewed as a system whose behav-
ior, in time, is determined or influenced by the behavior
of other subsystems. Typically, the physical variables by
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Fig. 9.1 Basic feedback loop

means of which this influence is exerted can be clas-
sified into two disjoint sets: one set consisting of all
commands and/or disturbances generated by other com-
ponents (which in this context are usually referred to
as exogenous inputs) and another set consisting of all
variables by means of which the accomplishment of the
required tasks is actually imposed (which in this con-
text are usually referred to as control inputs). The tasks
in question typically comprise the case in which certain
variables, called regulated outputs, are required to track
the behavior of a set of exogenous commands. This
leads to the definition, for the variables in question, of
a tracking error, which should be kept as small as pos-
sible, in spite of the possible variation – in time – of the
commands and in spite of all exogenous disturbances.
The control input, in turn, is provided by a separate
subsystem, the controller, which processes the informa-
tion provided by a set of appropriate measurements (the
measured outputs). The whole control configuration as-
sumes – in this case – the form of a feedback loop, as
shown in Fig. 9.1.

In any realistic scenario, the control goal has to
be achieved in spite of a good number of phenomena
which would cause the system to behave differently

than expected. As a matter of fact, in addition to the
exogenous phenomena already included in the scheme
of Fig. 9.1, i. e., the exogenous commands and dis-
turbances, a system may fail to behave as expected
also because of endogenous causes, which include the
case in which the controlled system responds differ-
ently as a consequence of poor knowledge about its
behavior due to modeling errors, damages, wear, etc.
The ability to handle large uncertainties successfully
is one of the main, if not the single most impor-
tant, reason for choosing the feedback configuration
of Fig. 9.1.

To evaluate the overall performances of the system,
a number of conventional criteria are chosen. First of
all, it must be ensured that the behavior of the variables
of the entire system is bounded. In fact, the feedback
strategy, which is introduced for the purpose of off-
setting exogenous inputs and to attenuate the effect of
modeling error, may cause unbounded behaviors, which
have to be avoided. Boundedness, and convergence to
the desired behavior, are usually analyzed in conven-
tional terms via the concepts of asymptotic stability
and steady-state behavior, discussed in Sects. 9.2–9.3.
Since the systems under considerations are systems with
inputs (control inputs and exogenous inputs), the influ-
ence of such inputs on the behavior of a system also
has to be assessed, as discussed in Sect. 9.4. The analyt-
ical tools developed in this way are then taken as a basis
for the design of a controller, in which – usually – the
control structure and free parameters are chosen in such
a way as to guarantee that the overall configuration ex-
hibits the desired properties in response to exogenous
commands and disturbances and is sufficiently tolerant
of any major source of uncertainty. This is discussed in
Sects. 9.5–9.8.

9.1 Autonomous Dynamical Systems

In loose terms, a dynamical system is a way to
describe how certain physical entities of interest, as-
sociated with a natural or artificial process, evolve
in time and how their behavior is, or can be, influ-
enced by the evolution of other variables. The most
usual point of departure in the analysis of the behav-
ior of a natural or artificial process is the construction
of a mathematical model consisting of a set of equa-
tions expressing basic physical laws and/or constraints.
In the most frequent case, when the study of evolu-
tion in time is the issue, the equations in question

take the form of an ordinary differential equation, de-
fined on a finite-dimensional Euclidean space. In this
chapter, we shall review some fundamental facts under-
lying the analysis of the solutions of certain ordinary
differential equations arising in the study of physical
processes.

In this analysis, a convenient point of departure is
the case of a mathematical model expressed by means
of a first-order differential equation

ẋ = f (x) , (9.1)
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in which x ∈ R
n is a vector of variables associated with

the physical entities of interest, usually referred to as
the state of the system. A solution of the differential
equation (9.1) is a differentiable function x̄ : J → R

n

defined on some interval J ⊂ R such that, for all t ∈ J ,

dx̄(t)

dt
= f (x̄(t)) .

If the map f : R
n → R

n is locally Lipschitz, i. e., if for
every x ∈ R

n there exists a neighborhood U of x and
a number L > 0 such that, for all x1, x2 in U ,

| f (x1)− f (x2)| ≤ L|x1 − x2| ,
then, for each x0 ∈ R

n there exists two times t − < 0
and t + > 0 and a solution x̄ of (9.1), defined on the
interval (t −, t +) ⊂ R, that satisfies x̄(0) = x0. More-
over, if x̃ : (t −, t +) → R

n is any other solution of
(9.1) satisfying x̃(0) = x0, then necessarily x̃(t) = x̄(t)
for all t ∈ (t −, t +), that is, the solution x̄ is unique.
In general, the times t − < 0 and t + > 0 may depend
on the point x0. For each x0, there is a maximal open
interval (t −m (x0), t +m (x0)) containing 0 on which is de-
fined a solution x̄ with x̄(0) = x0: this is the union
of all open intervals on which there is a solution
with x̄(0) = x0 (possibly, but not always, t −m (x0) =−∞
and/or t +m (x0) =+∞).

Given a differential equation of the form (9.1), as-
sociated with a locally Lipschitz map f , define a subset
W of R × R

n as follows

W = {(t, x) : t ∈ (t −m (x), t +m (x)
)
, x ∈ R

n} .
Then define on W a map φ : W → R

n as follows:
φ(0, x) = x and, for each x ∈ R

n , the function

ϕx : (t −m (x), t +m (x)
)→ R

n ,

t → φ(t, x)

is a solution of (9.1). This map is called the flow of
(9.1). In other words, for each fixed x, the restriction of
φ(t, x) to the subset of W consisting of all pairs (t, x) for
which t ∈ (t −m (x), t +m (x)) is the unique (and maximally
extended in time) solution of (9.1) passing through x at
time t = 0.

A dynamical system is said to be complete if the set
W coincides with the whole of R × R

n .
Sometimes, a slightly different notation is used for

the flow. This is motivated by the need tom express,
within the same context, the flow of a system like (9.1)
and the flow of another system, say ẏ = g(y). In this
case, the symbol φ, which represents the map, must be
replaced by two different symbols, one denoting the

flow of (9.1) and the other denoting the flow of the
other system. The easiest way to achieve this is to use
the symbol x to represent the map that characterizes
the flow of (9.1) and to use the symbol y to represent
the map that characterizes the flow of the other system.
In this way, the map characterizing the flow of (9.1) is
written x(t, x). This notation at first may seem confus-
ing, because the same symbol x is used to represent the
map and to represent the second argument of the map
itself (the argument representing the initial condition of
(9.1)), but this is somewhat inevitable. Once the nota-
tion has been understood, though, no further confusion
should arise.

In the special case of a linear differential equation

ẋ = Ax (9.2)

in which A is an n × n matrix of real numbers, the flow
is given by

φ(t, x) = eAt x ,

where the matrix exponential eAt is defined as the sum
of the series

eAt =
∞∑

i=0

ti

i!A
i .

Let S be a subset of R
n . The set S is said to be in-

variant for (9.1) if, for all x ∈ S, φ(t, x) is defined for all
t ∈ (−∞,+∞) and

φ(t, x) ∈ S , for all t ∈ R .

A set S is positively (resp. negatively) invariant if for all
x ∈ S, φ(t, x) is defined for all t ≥ 0 (resp. for all t ≤ 0)
and φ(t, x) ∈ S for all such t.

Equation (9.1) defines a dynamical system. To re-
flect the fact that the map f does not depend on other
independent entities (such as the time t or physical enti-
ties originated from external processes) the system in
question is referred to an autonomous system. Com-
plex autonomous systems arising in analysis and design
of physical processes are usually obtained as a com-
position of simpler subsystems, each one modeled by
equations of the form

ẋi = fi (xi , ui ) ,

yi = hi (xi , ui ) ,
i = 1, . . . , N ,

in which xi ∈ R
ni . Here ui ∈ R

mi and, respectively,
yi ∈ R

pi are vectors of variables associated with phys-
ical entities by means of which the interconnection of
various component parts is achieved.
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9.2 Stability and Related Concepts

9.2.1 Stability of Equilibria

Consider an autonomous system as (9.1) and suppose
that f is locally Lipschitz. A point xe ∈ R

n is called
an equilibrium point if f (xe) = 0. Clearly, the constant
function x(t) = xe is a solution of (9.1). Since solu-
tions are unique, no other solution of (9.1) exists passing
through xe. The study of equilibria plays a fundamental
role in analysis and design of dynamical systems. The
most important concept in this respect is that of stabil-
ity, in the sense of Lyapunov, specified in the following
definition. For x ∈ R

n , let |x| denote the usual Euclidean
norm, that is,

|x| =
(

n∑
i=1

x2
i

)1/2

.

Definition 9.1
An equilibrium xe of (9.1) is stable if, for every ε > 0,
there exists δ > 0 such that

|x(0)− xe| ≤ δ ⇒|x(t)− xe| ≤ ε ,

for all t ≥ 0 .

An equilibrium xe of (9.1) is asymptotically stable if
it is stable and, moreover, there exists a number d > 0
such that

|x(0)− xe| ≤ d ⇒ lim
t→∞ |x(t)− xe| = 0 .

An equilibrium xe of (9.1) is globally asymptotically
stable if it is asymptotically stable and, moreover,

lim
t→∞|x(t)− xe| = 0 , for every x(0) ∈ R

n .

The most elementary, but rather useful in prac-
tice, result in stability analysis is described as follows.
Assume that f (x) is continuously differentiable and
suppose, without loss of generality, that xe = 0 (if not,
change x into x̄ := x−xe and observe that x̄ satisfies the
differential equation ˙̄x = f (x̄+ xe) in which now x̄ = 0
is an equilibrium). Expand f (x) as follows

f (x) = Ax+ f̃ (x) , (9.3)

in which

A = ∂ f

∂x
(0)

is the Jacobian matrix of f (x), evaluated at x = 0, and
by construction

lim
x→0

| f̃ (x)|
|x| = 0 .

The linear system ẋ = Ax, with the matrix A defined
as indicated, is called the linear approximation of the
original nonlinear system (9.1) at the equilibrium x = 0.

Theorem 9.1
Let x = 0 be an equilibrium of (9.1). Suppose every
eigenvalue of A has real part less than −c, with c > 0.
Then, there are numbers d > 0 and M > 0 such that

|x(0)| ≤ d ⇒|x(t)| ≤ M e−c t |x(0)| ,
for all t ≥ 0 . (9.4)

In particular, x = 0 is asymptotically stable. If at least
one eigenvalue of A has positive real part, the equilib-
rium x = 0 is not stable.

This property is usually referred to as the principle
of stability in the first approximation. The equilibrium
x = 0 is said to be hyperbolic if the matrix A has no
eigenvalue with zero real part. Thus, it is seen from
the previous Theorem that a hyperbolic equilibrium is
either unstable or asymptotically stable.

The inequality on the right-hand side of (9.4) pro-
vides a useful bound on the norm of x(t), expressed
as a function of the norm of x(0) and of the time t.
This bound, though, is very special and restricted to
the case of a hyperbolic equilibrium. In general, bounds
of this kind can be obtained by means of the so-called
comparison functions, which are defined as follows.

Definition 9.2
A continuous function α : [0, a) → [0,∞) is said to be-
long to class K if it is strictly increasing and α(0) = 0.
If a = ∞ and limr→∞ α(r) = ∞, the function is said
to belong to class K∞. A continuous function β : [0, a)
× [0,∞) → [0,∞) is said to belong to class KL if, for
each fixed s, the function

α : [0, a) → [0,∞) ,

r → β(r, s)

belongs to class K and, for each fixed r, the function

ϕ : [0,∞) → [0,∞) ,

s → β(r, s)

is decreasing and lims→∞ ϕ(s) = 0.
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The composition of two class K (respectively, class
K∞) functions α1(·) and α2(·), denoted α1(α2(·)) or
α1 ◦α2(·), is a class K (respectively, class K∞) func-
tion. If α(·) is a class K function, defined on [0, a) and
b = limr→a α(r), there exists a unique inverse function,
α−1 : [0, b) → [0, a), namely a function satisfying

α−1(α(r)) = r, for all r ∈ [0, a)

and

α(α−1(r)) = r, for all r ∈ [0, b) .

Moreover, α−1(·) is a class K function. If α(·) is a class
K∞ function, so is also α−1(·).

The properties of stability, asymptotic stability, and
global asymptotic stability can be easily expressed in
terms of inequalities involving comparison functions.
In fact, it turns out that the equilibrium x = 0 is sta-
ble if and only if there exist a class K function α(·) and
a number d > 0 such that

|x(t)| ≤ α(|x(0)|) ,
for all x(0) such that |x(0)| ≤ d and all t ≥ 0 ,

the equilibrium x = 0 is asymptotically stable if and
only if there exist a class KL function β(·, ·) and
a number d > 0 such that

|x(t)| ≤ β(|x(0)|, t) ,

for all x(0) such that |x(0)| ≤ d and all t ≥ 0 ,

and the equilibrium x = 0 is globally asymptotically sta-
ble if and only if there exist a class KL function β(·, ·)
such that

|x(t)| ≤ β(|x(0)|, t) , for all x(0) and all t ≥ 0 .

9.2.2 Lyapunov Functions

The most important criterion for the analysis of the sta-
bility properties of an equilibrium is the criterion of
Lyapunov. We introduce first the special form that this
criterion takes in the case of a linear system.

Consider the autonomous linear system

ẋ = Ax

in which x ∈ R
n . Any symmetric n × n matrix P defines

a quadratic form

V (x) = x�Px .

The matrix P is said to be positive definite (respectively,
positive semidefinite) if so is the associated quadratic
form V (x), i. e., if, for all x 
= 0,

V (x) > 0 , respectively V (x) ≥ 0 .

The matrix is said to be negative definite (respectively,
negative semidefinite) if −P is positive definite (respec-
tively, positive semidefinite). It is easy to show that
a matrix P is positive definite if (and only if) there exist
positive numbers a and a satisfying

a|x|2 ≤ x�Px ≤ a|x|2 , (9.5)

for all x ∈ R
n . The property of a matrix P to be positive

definite is usually expressed with the shortened notation
P > 0 (which actually means x�Px > 0 for all x 
= 0).

In the case of linear systems, the criterion of Lya-
punov is expressed as follows.

Theorem 9.2
The linear system ẋ = Ax is asymptotically stable (or,
what is the same, the eigenvalues of A have negative real
part) if there exists a positive-definite matrix P such that
the matrix

Q := PA+A�P

is negative definite. Conversely, if the eigenvalues of
A have negative real part, then, for any choice of
a negative-definite matrix Q, the linear equation

PA+A�P = Q

has a unique solution P, which is positive definite.

Note that, if V (x) = x�Px,

∂V

∂x
= 2x�P

and hence
∂V

∂x
Ax = x�(PA+A�P)x .

Thus, to say that the matrix PA+A�P is negative defi-
nite is equivalent to say that the form

∂V

∂x
Ax

is negative definite.
The general, nonlinear, version of the criterion of

Lyapunov appeals to the existence of a positive defi-
nite, but not necessarily quadratic, function of x. The
quadratic lower and upper bounds of (9.5) are therefore
replaced by bounds of the form

α(|x|) ≤ V (x) ≤ α(|x|) , (9.6)
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in which α(·), α(·) are simply class K functions. The
criterion in question is summarized as follows.

Theorem 9.3
Let V : R

n → R be a continuously differentiable func-
tion satisfying (9.6) for some pair of class K functions
α(·), α(·). If, for some d > 0,

∂V

∂x
f (x) ≤ 0 , for all |x| < d , (9.7)

the equilibrium x = 0 of (9.1) is stable. If, for some class
K function α(·) and some d > 0,

∂V

∂x
f (x) ≤−α(|x|) , for all |x| < d , (9.8)

the equilibrium x = 0 of (9.1) is locally asymptotically
stable. If α(·), α(·) are class K∞ functions and the in-
equality in (9.8) holds for all x, the equilibrium x = 0
of (9.1) is globally asymptotically stable.

A function V (x) satisfying (9.6) and either of the
subsequent inequalities is called a Lyapunov function.
The inequality on the left-hand side of (9.6) is instru-
mental, together with (9.7), in establishing existence
and boundedness of x(t). A simple explanation of the
arguments behind the criterion of Lyapunov can be ob-
tained in this way. Suppose (9.7) holds. Then, if x(0) is
small, the differentiable function of time V (x(t)) is de-
fined for all t ≥ 0 and nonincreasing along the trajectory
x(t). Using the inequalities in (9.6) one obtains

α(|x(t)|) ≤ V (x(t)) ≤ V (x(0)) ≤ α(|x(0)|)
and hence |x(t)| ≤ α−1 ◦α(|x(0)|), which establishes the
stability of the equilibrium x = 0.

Similar arguments are very useful in order to estab-
lish the invariance, in positive time, of certain bounded
subsets of R

n . Specifically, suppose the various inequal-
ities considered in Theorem 9.3 hold for d = ∞ and
let Ωc denote the set of all x ∈ R

n for which V (x) ≤ c,
namely

Ωc = {x ∈ R
n : V (x) ≤ c} .

A set of this kind is called a sublevel set of the function
V (x). Note that, if α(·) is a class K∞ function, then Ωc
is a compact set for all c > 0. Now, if

∂V (x)

∂x
f (x) < 0

at each point x of the boundary of Ωc, it can be con-
cluded that, for any initial condition in the interior of
Ωc, the solution x(t) of (9.1) is defined for all t ≥ 0 and

is such that x(t) ∈ Ωc for all t ≥ 0, that is, the set Ωc is
invariant in positive time. Indeed, existence and unique-
ness are guaranteed by the local Lipschitz property so
long as x(t) ∈Ωc, because Ωc is a compact set. The fact
that x(t) remains in Ωc for all t ≥ 0 is proved by contra-
diction. For, suppose that, for some trajectory x(t), there
is a time t1 such that x(t) is in the interior of Ωc at all
t < t1 and x(t1) is on the boundary of Ωc. Then,

V (x(t)) < c , for all t < t1 and V (x(t1)) = c ,

and this contradicts the previous inequality, which
shows that the derivative of V (x(t)) is strictly negative
at t = t1.

The criterion for asymptotic stability provided by
the previous Theorem has a converse, namely, the exis-
tence of a function V (x) having the properties indicated
in Theorem 9.3 is implied by the property of asymptotic
stability of the equilibrium x = 0 of (9.1). In particular,
the following result holds.

Theorem 9.4
Suppose the equilibrium x = 0 of (9.1) is locally asymp-
totically stable. Then, there exist d > 0, a continuously
differentiable function V : R

n → R, and class K func-
tions α(·), α(·), α(·), such that (9.6) and (9.8) hold. If
the equilibrium x = 0 of (9.1) is globally asymptotically
stable, there exist a continuously differentiable function
V : R

n → R, and class K∞ functions α(·), α(·), α(·),
such that (9.6) and (9.8) hold with d =∞.

To conclude, observe that, if x = 0 is a hyperbolic
equilibrium and all eigenvalues of A have negative real
part, |x(t)| is bounded, for small |x(0)|, by a class KL
function β(·, ·) of the form

β(r, t) = M e−λ tr .

If the equilibrium x = 0 of system (9.1) is globally
asymptotically stable and, moreover, there exist num-
bers d > 0, M > 0, and λ > 0 such that

|x(t)| ≤ M e−λt |x(0)| , for all |x(0)| ≤ d

and all t ≥ 0 ,

it is said that this equilibrium is globally asymptotically
and locally exponentially stable. It can be shown that
the equilibrium x = 0 of the nonlinear system (9.1) is
globally asymptotically and locally exponentially stable
if and only if there exists a continuously differentiable
function V (x) : R

n → R, and class K∞ functions α(·),
α(·), α(·), and real numbers δ > 0, a > 0, a > 0, a > 0,
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such that

α(|x|) ≤ V (x) ≤ α(|x|) ,
∂V
∂x f (x) ≤ −α(|x|) , for all x ∈ R

n

and

α(s) = a s2 , α(s) = a s2 , α(s) = a s2 ,

for all s ∈ [0, δ] .

9.3 Asymptotic Behavior

9.3.1 Limit Sets

In the analysis of dynamical systems, it is often im-
portant to determine whether or not, as time increases,
the variables characterizing the motion asymptotically
converge to special motions exhibiting some form of
recurrence. This is the case, for instance, when a sys-
tem possesses an asymptotically stable equilibrium: all
motions issued from initial conditions in a neighbor-
hood of this point converge to a special motion in which
all variables remain constant. A constant motion, or
more generally a periodic motion, is characterized by
a property of recurrence that is usually referred to as
steady-state motion or behavior.

The steady-state behavior of a dynamical system
can be viewed as a kind of limit behavior, approached
either as the actual time t tends to +∞ or, alterna-
tively, as the initial time t0 tends to −∞. Relevant in
this regard are certain concepts introduced by Birkhoff
in [9.1]. In particular, a fundamental role is played
by the concept of ω-limit set of a given point, de-
fined as follows. Consider an autonomous dynamical
system such as (9.1) and let x(t, x0) denote its flow. As-
sume, in particular, that x(t, x0) is defined for all t ≥ 0.
A point x is said to be an ω-limit point of the motion

x0

x

x (t1, x0)

ω (x0)

x (t2, x0)
x (t3, x0)

Fig. 9.2 The ω-limit set of a point x0

x(t, x0) if there exists a sequence of times {tk}, with
limk→∞ tk =∞, such that

lim
k→∞ x(tk, x0) = x .

The ω-limit set of a point x0, denoted ω(x0), is the union
of all ω-limit points of the motion x(t, x0) (Fig. 9.2).

If xe is an asymptotically stable equilibrium, then
xe = ω(x0) for all x0 in a neighborhood of xe. However,
in general, an ω-limit point is not necessarily a limit of
x(t, x0) as t →∞, because the function in question may
not admit any limit as t →∞. It happens though, that if
the motion x(t, x0) is bounded, then x(t, x0) asymptoti-
cally approaches the set ω(x0).

Lemma 9.1
Suppose there is a number M such that |x(t, x0)| ≤ M
for all t ≥ 0. Then, ω(x0) is a nonempty compact con-
nected set, invariant under (9.1). Moreover, the distance
of x(t, x0) from ω(x0) tends to 0 as t → ∞.

It is seen from this that the set ω(x0) is filled by mo-
tions of (9.1) which are defined, and bounded, for all
backward and forward times. The other remarkable fea-
ture is that x(t, x0) approaches ω(x0) as t → ∞, in the
sense that the distance of the point x(t, x0) (the value
at time t of the solution of (9.1) starting in x0 at time
t = 0) to the set ω(x0) tends to 0 as t → ∞. A conse-
quence of this property is that, in a system of the form
(9.1), if all motions issued from a set B are bounded, all
such motions asymptotically approach the set

Ω =
⋃

x0∈B

ω(x0) .

However, the convergence of x(t, x0) to Ω is not guar-
anteed to be uniform in x0, even if the set B is compact.
There is a larger set, though, which does have this prop-
erty of uniform convergence. This larger set, known
as the ω-limit set of the set B, is precisely defined as
follows.

Consider again system (9.1), let B be a subset of
R

n , and suppose x(t, x0) is defined for all t ≥ 0 and all
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x0 ∈ B. The ω-limit set of B, denoted ω(B), is the set
of all points x for which there exists a sequence of pairs
{xk, tk}, with xk ∈ B and limk→∞ tk =∞ such that

lim
k→∞ x(tk, xk) = x .

It follows from the definition that, if B consists of only
one single point x0, all xk in the definition above are
necessarily equal to x0 and the definition in question re-
duces to the definition of ω-limit set of a point, given
earlier. It also follows that, if for some x0 ∈ B the set
ω(x0) is nonempty, all points of ω(x0) are points of
ω(B). Thus, in particular, if all motions with x0 ∈ B are
bounded in positive time,

⋃
x0∈B

ω(x0) ⊂ ω(B) .

However, the converse inclusion is not true in general.
The relevant properties of the ω-limit set of a set,

which extend those presented earlier in Lemma 9.1, can
be summarized as follows [9.2].

Lemma 9.2
Let B be a nonempty bounded subset of R

n and suppose
there is a number M such that |x(t, x0)| ≤ M for all t ≥ 0
and all x0 ∈ B. Then ω(B) is a nonempty compact set,
invariant under (9.1). Moreover, the distance of x(t, x0)
from ω(B) tends to 0 as t →∞, uniformly in x0 ∈ B. If
B is connected, so is ω(B).

Thus, as is the case for the ω-limit set of a point,
the ω-limit set of a bounded set B, being compact
and invariant, is filled with motions which exist for all
t ∈ (−∞,+∞) and are bounded backward and forward
in time. But, above all, the set in question is uniformly
approached by motions with initial state x0 ∈ B. An
important corollary of the property of uniform conver-
gence is that, if ω(B) is contained in the interior of B,
then ω(B) is also asymptotically stable.

Lemma 9.3
Let B be a nonempty bounded subset of R

n and sup-
pose there is a number M such that |x(t, x0)| ≤ M for all
t ≥ 0 and all x0 ∈ B. Then ω(B) is a nonempty compact
set, invariant under (9.1). Suppose also that ω(B) is con-
tained in the interior of B. Then, ω(B) is asymptotically
stable, with a domain of attraction that contains B.

9.3.2 Steady-State Behavior

Consider now again system (9.1), with initial condi-
tions in a closed subset X ⊂ R

n . Suppose the set X is
positively invariant, which means that, for any initial
condition x0 ∈ X, the solution x(t, x0) exists for all t ≥ 0
and x(t, x0) ∈ X for all t ≥ 0. The motions of this system
are said to be ultimately bounded if there is a bounded
subset B with the property that, for every compact sub-
set X0 of X, there is a time T > 0 such that x(t, x0) ∈ B
for all t ≥ T and all x0 ∈ X0. In other words, if the
motions of the system are ultimately bounded, every
motion eventually enters and remains in the bounded
set B.

Suppose the motions of (9.1) are ultimately bounded
and let B′ 
= B be any other bounded subset with the
property that, for every compact subset X0 of X, there
is a time T > 0 such that x(t, x0) ∈ B′ for all t ≥ T and
all x0 ∈ X0. Then, it is easy to check that ω(B′) = ω(B).
Thus, in view of the properties described in Lemma 9.2
above, the following definition can be adopted [9.3].

Definition 9.3
Suppose the motions of system (9.1), with initial con-
ditions in a closed and positively invariant set X, are
ultimately bounded. A steady-state motion is any mo-
tion with initial condition x(0) ∈ ω(B). The set ω(B) is
the steady-state locus of (9.1) and the restriction of (9.1)
to ω(B) is the steady-state behavior of (9.1).

9.4 Dynamical Systems with Inputs

9.4.1 Input-to-State Stability (ISS)

In this section we show how to determine the stabil-
ity properties of an interconnected system, on the basis
of the properties of each individual component. The
easiest interconnection to be analyzed is a cascade con-
nection of two subsystems, namely a system of the

form

ẋ = f (x, z) ,

ż = g(z) , (9.9)

with x ∈ R
n , z ∈ R

m in which we assume f (0, 0) = 0,
g(0) = 0.
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If the equilibrium x = 0 of ẋ = f (x, 0) is lo-
cally asymptotically stable and the equilibrium z = 0
of the lower subsystem is locally asymptotically sta-
ble then the equilibrium (x, z) = (0, 0) of the cascade
is locally asymptotically stable. However, in general,
global asymptotic stability of the equilibrium x = 0
of ẋ = f (x, 0) and global asymptotic stability of the
equilibrium z = 0 of the lower subsystem do not
imply global asymptotic stability of the equilibrium
(x, z) = (0, 0) of the cascade. To infer global asymptotic
stability of the cascade, a stronger condition is needed,
which expresses a property describing how – in the up-
per subsystem – the response x(·) is influenced by its
input z(·).

The property in question requires that, when z(t) is
bounded over the semi-infinite time interval [0,+∞),
then also x(t) be bounded, and in particular that, if
z(t) asymptotically decays to 0, then also x(t) decays
to 0. These requirements altogether lead to the no-
tion of input-to-state stability, introduced and studied
in [9.4, 5]. The notion in question is defined as fol-
lows (see also [9.6, Chap. 10] for additional details).
Consider a nonlinear system

ẋ = f (x, u) , (9.10)

with state x ∈ R
n and input u ∈ R

m , in which
f (0, 0) = 0 and f (x, u) is locally Lipschitz on R

n ×R
m .

The input function u : [0,∞) → R
m of (9.10) can be

any piecewise-continuous bounded function. The set
of all such functions, endowed with the supremum
norm

‖u(·)‖∞ = sup
t≥0

|u(t)|

is denoted by Lm∞.

Definition 9.4
System (9.10) is said to be input-to-state stable if there
exist a class KL function β(·, ·) and a class K func-
tion γ (·), called a gain function, such that, for any input
u(·) ∈ Lm∞ and any x0 ∈ R

n , the response x(t) of (9.10)
in the initial state x(0) = x0 satisfies

|x(t)| ≤ β(|x0|, t)+γ (‖u(·)‖∞) , for all t ≥ 0 .

(9.11)

It is common practice to replace the wording input-
to-state stable with the acronym ISS. In this way,
a system possessing the property expressed by (9.11)
is said to be an ISS system. Since, for any pair β > 0,

γ > 0, max{β, γ } ≤ β+γ ≤ max{2β, 2γ }, an alterna-
tive way to say that a system is input-to-state stable
is to say that there exists a class KL function β(·, ·)
and a class K function γ (·) such that, for any input
u(·) ∈ Lm∞ and any x0 ∈ R

n , the response x(t) of (9.10)
in the initial state x(0) = x0 satisfies

|x(t)| ≤ max{β(|x0|, t), γ (‖u(·)‖∞)} ,
for all t ≥ 0 . (9.12)

The property, for a given system, of being input-
to-state stable, can be given a characterization which
extends the criterion of Lyapunov for asymptotic sta-
bility. The key tool for this analysis is the notion of
ISS-Lyapunov function, defined as follows.

Definition 9.5
A C1 function V : R

n → R is an ISS-Lyapunov function
for system (9.10) if there exist class K∞ functions α(·),
α(·), α(·), and a class K function χ(·) such that

α(|x|) ≤ V (x) ≤ α(|x|) , for all x ∈ R
n (9.13)

and

|x| ≥ χ(|u|) ⇒∂V

∂x
f (x, u) ≤ −α(|x|) ,

for all x ∈ R
nand u ∈ R

m . (9.14)

An alternative, equivalent, definition is the follow-
ing one.

Definition 9.6
A C1 function V : R

n → R is an ISS-Lyapunov function
for system (9.10) if there exist class K∞ functions α(·),
α(·), α(·), and a class K function σ (·) such that (9.13)
holds and

∂V

∂x
f (x, u) ≤ −α(|x|)+σ (|u|) ,

for all x ∈ R
nand all u ∈ R

m . (9.15)

The importance of the notion of ISS-Lyapunov
function resides in the following criterion, which ex-
tends the criterion of Lyapunov for global asymptotic
stability to systems with inputs.

Theorem 9.5
System (9.10) is input-to-state stable if and only if there
exists an ISS-Lyapunov function.

The comparison functions appearing in the esti-
mates (9.13) and (9.14) are useful to obtain an estimate
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of the gain function γ (·) which characterizes the bound
(9.12). In fact, it can be shown that, if system (9.10)
possesses an ISS-Lyapunov function V (x), the sublevel
set

Ω‖u(·)‖∞ = {x ∈ R
n : V (x) ≤ α(χ(‖u(·)‖∞))}

is invariant in positive time for (9.10). Thus, in view of
the estimates (9.13), if the initial state of the system is
initially inside this sublevel set, the following estimate
holds

|x(t)| ≤ α−1(α(χ(‖u(·)‖∞))
)
, for all t ≥ 0 ,

and one can obtain an estimate of γ (·) as

γ (r) = α−1 ◦α◦χ(r) .

In other words, establishing the existence of an ISS-
Lyapunov function V (x) is useful not only to check
whether or not the system in question is input-to-
state stable, but also to determine an estimate of the
gain function γ (·). Knowing such estimate is impor-
tant, as will be shown later, in using the concept of
input-to-state stability to determine the stability of in-
terconnected systems.

The following simple examples may help under-
standing the concept of input-to-state stability and the
associated Lyapunov-like theorem.

Example 9.1: Consider a linear system

ẋ = Ax+Bu ,

with x ∈ R
n and u ∈ R

m and suppose that all the eigen-
values of the matrix A have negative real part. Let
P > 0 denote the unique solution of the Lyapunov
equation PA+A�P = −I. Observe that the function
V (x) = x�Px satisfies

a|x|2 ≤ V (x) ≤ a|x|2 ,

for suitable a > 0 and a > 0, and that

∂V

∂x
(Ax+Bu) ≤ −|x|2 +2|x||P||B||u| .

Pick any 0 < ε < 1 and set

c = 2

1− ε
|P||B| , χ(r) = cr .

Then

|x| ≥ χ(|u|) ⇒ ∂V

∂x
(Ax+Bu) ≤ −ε|x|2 .

Thus, the system is input-to-state stable, with a gain
function

γ (r) = (c a/a) r

which is a linear function.
Consider now the simple nonlinear one-dimensional

system

ẋ =−axk + xpu ,

in which k ∈ N is odd, p ∈ N satisfies p < k, and a > 0.
Choose a candidate ISS-Lyapunov function as V (x) =
1
2 x2, which yields

∂V

∂x
f (x, u) =

−axk+1 + xp+1u ≤ −a|x|k+1 +|x|p+1|u| .
Set ν = k− p to obtain

∂V

∂x
f (x, u) ≤ |x|p+1

(
−a|x|ν +|u|

)
.

Thus, using the class K∞ function α(r) = εrk+1, with
ε > 0, it is deduced that

∂V

∂x
f (x, u) ≤ −α(|x|)

provided that

(a− ε)|x|ν ≥ |u| .
Taking, without loss of generality, ε < a, it is concluded
that condition (9.14) holds for the class K function

χ(r) =
( r

a− ε

) 1
ν
.

Thus, the system is input-to-state stable.
An important feature of the previous example,

which made it possible to prove the system is input-
to-state stable, is the inequality p < k. In fact, if this
inequality does not hold, the system may fail to be
input-to-state stable. This can be seen, for instance, in
the simple example

ẋ =−x+ xu .

To this end, suppose u(t) = 2 for all t ≥ 0. The state
response of the system, to this input, from the initial
state x(0) = x0 coincides with that of the autonomous
system ẋ = x, i. e., x(t) = et x0, which shows that the
bound (9.11) cannot hold.

We conclude with an alternative characterization of
the property of input-to-state stability, which is useful
in many instances [9.7].
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Theorem 9.6
System (9.10) is input-to-state stable if and only if there
exist class K functions γ0(·) and γ (·) such that, for any
input u(·) ∈ Lm∞ and any x0 ∈ R

n , the response x(t) in
the initial state x(0) = x0 satisfies

‖x(·)‖∞ ≤ max{γ0(|x0|), γ (‖u(·)‖∞)} ,
lim sup

t→∞
|x(t)| ≤ γ (lim sup

t→∞
|u(t)|) .

9.4.2 Cascade Connections

The property of input-to-state stability is of paramount
importance in the analysis of interconnected systems.
The first application consists of the analysis of the cas-
cade connection. In fact, the cascade connection of two
input-to-state stable systems turns out to be input-to-
state stable. More precisely, consider a system of the
form (Fig. 9.3)

ẋ = f (x, z) ,

ż = g(z, u) , (9.16)

in which x ∈ R
n , z ∈ R

m , f (0, 0) = 0, g(0, 0) = 0, and
f (x, z), g(z, u) are locally Lipschitz.

Theorem 9.7
Suppose that system

ẋ = f (x, z) , (9.17)

viewed as a system with input z and state x, is input-to-
state stable and that system

ż = g(z, u) , (9.18)

viewed as a system with input u and state z, is input-to-
state stable as well. Then, system (9.16) is input-to-state
stable.

As an immediate corollary of this theorem, it is
possible to answer the question of when the cascade
connection (9.9) is globally asymptotically stable. In
fact, if system

ẋ = f (x, z) ,

viewed as a system with input z and state x, is
input-to-state stable and the equilibrium z = 0 of the
lower subsystem is globally asymptotically stable, the
equilibrium (x, z) = (0, 0) of system (9.9) is globally

z
x
.
 = f (x, z)

u
z
.
 = g (z, u)

Fig. 9.3 Cascade connection

asymptotically stable. This is in particular the case if
system (9.9) has the special form

ẋ = Ax+ p(z) ,

ż = g(z) , (9.19)

with p(0) = 0 and the matrix A has all eigenvalues with
negative real part. The upper subsystem of the cascade
is input-to-state stable and hence, if the equilibrium
z = 0 of the lower subsystem is globally asymptotically
stable, so is the equilibrium (x, z) = (0, 0) of the entire
system.

9.4.3 Feedback Connections

In this section we investigate the stability property of
nonlinear systems, and we will see that the property of
input-to-state stability lends itself to a simple character-
ization of an important sufficient condition under which
the feedback interconnection of two globally asymptot-
ically stable systems remains globally asymptotically
stable.

Consider the following interconnected system
(Fig. 9.3)

ẋ1 = f1(x1, x2) ,

ẋ2 = f2(x1, x2, u) , (9.20)

in which x1 ∈ R
n1 , x2 ∈ R

n2 , u ∈ R
m , and f1(0, 0) = 0,

f2(0, 0, 0) = 0. Suppose that the first subsystem, viewed
as a system with internal state x1 and input x2, is
input-to-state stable. Likewise, suppose that the second
subsystem, viewed as a system with internal state x2 and
inputs x1 and u, is input-to-state stable. In view of the
results presented earlier, the hypothesis of input-to-state
stability of the first subsystem is equivalent to the exis-
tence of functions β1(·, ·), γ1(·), the first of class KL

u

x2 x1

x
.
1 = f1(x1, x2)

x
.
2 = f2 (x1, x2, u)

Fig. 9.4 Feedback connection
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and the second of class K , such that the response x1(·)
to any input x2(·) ∈ Ln2∞ satisfies

|x1(t)| ≤ max{β1(‖x1(0)‖, t), γ1(‖x2(·)‖∞)} ,
for all t ≥ 0 . (9.21)

Likewise the hypothesis of input-to-state stability of the
second subsystem is equivalent to the existence of three
class functions β2(·), γ2(·), γu(·) such that the response
x2(·) to any input x1(·) ∈ Ln1∞, u(·) ∈ Lm∞ satisfies

|x2(t)| ≤
max{β2(‖x2(0)‖, t), γ2(‖x1(·)‖∞), γu(‖u(·)‖∞)} ,
for all t ≥ 0 . (9.22)

The important result for the analysis of the stability
of the interconnected system (9.20) is that, if the com-
posite function γ1 ◦γ2(·) is a simple contraction, i. e.,
if

γ1(γ2(r)) < r , for all r > 0 , (9.23)

the system in question is input-to-state stable. This re-
sult is usually referred to as the small-gain theorem.

Theorem 9.8
If the condition (9.23) holds, system (9.20), viewed as
a system with state x = (x1, x2) and input u, is input-to-
state stable.

The condition (9.23), i. e., the condition that the
composed function γ1 ◦γ2(·) is a contraction, is usually
referred to as the small-gain condition. It can be writ-
ten in different alternative ways depending on how the
functions γ1(·) and γ2(·) are estimated. For instance, if
it is known that V1(x1) is an ISS-Lyapunov function for
the upper subsystem of (9.20), i. e., a function such

α1(|x1|) ≤ V1(x1) ≤ α1(|x1|) ,
|x1| ≥ χ1(|x2|) ⇒ ∂V1

∂x1
f1(x1, x2) ≤ −α(|x1|) ,

then γ1(·) can be estimated by

γ1(r) = α−1
1 ◦α1 ◦χ1(r) .

Likewise, if V2(x2) is a function such that

α2(|x2|) ≤ V2(x2) ≤ α2(|x2|) ,
|x2| ≥ max{χ2(|x1|), χu(|u|)} ⇒

∂V2

∂x2
f2(x1, x2, u) ≤ −α(|x2|) ,

then γ2(·) can be estimated by

γ2(r) = α−1
2 ◦α2 ◦χ2(r) .

If this is the case, the small-gain condition of the theo-
rem can be written in the form

α−1
1 ◦α1 ◦χ1 ◦α−1

2 ◦α2 ◦χ2(r) < r .

9.4.4 The Steady-State Response

In this subsection we show how the concept of steady
state, introduced earlier, and the property of input-
to-state stability are useful in the analysis of the
steady-state response of a system to inputs generated
by a separate autonomous dynamical system [9.8].

Example 9.2: Consider an n-dimensional, single-input,
asymptotically stable linear system

ż = Fz +Gu (9.24)

forced by the harmonic input u(t) = u0 sin(ωt +φ0).
A simple method to analyze the asymptotic behavior of
(9.24) consists of viewing the forcing input u(t) as pro-
vided by an autonomous signal generator of the form

ẇ = Sw ,

u = Qw ,

in which

S =
(

0 ω

−ω 0

)
, Q =

(
1 0
)

,

and in analyzing the state-state behavior of the associ-
ated augmented system

ẇ = Sw ,

ż = Fz +GQw . (9.25)

As a matter of fact, let Π be the unique solution of the
Sylvester equation ΠS = FΠ +GQ and observe that
the graph of the linear map z = Πw is an invariant sub-
space for the system (9.25). Since all trajectories of
(9.25) approach this subspace as t → ∞, the limit be-
havior of (9.25) is determined by the restriction of its
motion to this invariant subspace.

Revisiting this analysis from the viewpoint of the
more general notion of steady-state introduced earlier,
let W ⊂ R

2 be a set of the form

W = {w ∈ R
2 : ‖w‖ ≤ c} , (9.26)

in which c is a fixed number, and suppose the set of ini-
tial conditions for (9.25) is W × R

n . This is in fact the
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case when the problem of evaluating the periodic re-
sponse of (9.24) to harmonic inputs whose amplitude
does not exceed a fixed number c is addressed. The set
W is compact and invariant for the upper subsystem of
(9.25) and, as is easy to check, the ω-limit set of W un-
der the motion of the upper subsystem of (9.25) is the
subset W itself.

The set W ×R
n is closed and positively invariant for

the full system (9.25) and, moreover, since the lower
subsystem of (9.25) is input-to-state stable, the motions
of system of (9.25), for initial conditions taken in W
× R

n , are ultimately bounded. It is easy to check that

ω(B) = {(w, z) ∈ R
2 × R

n : w ∈ W, z = Πw} ,
i. e., that ω(B) is the graph of the restriction of the map
z =Πw to the set W . The restriction of (9.25) to the in-
variant set ω(B) characterizes the steady-state behavior
of (9.24) under the family of all harmonic inputs of fixed
angular frequency ω and amplitude not exceeding c.

Example 9.3: A similar result, namely the fact that the
steady-state locus is the graph of a map, can be reached
if the signal generator is any nonlinear system, with
initial conditions chosen in a compact invariant set W .
More precisely, consider an augmented system of the
form

ẇ = s(w) ,

ż = Fz +Gq(w) , (9.27)

in which w ∈ W ⊂ R
r , x ∈ R

n , and assume that: (i) all
eigenvalues of F have negative real part, and (ii) the set
W is a compact set, invariant for the the upper subsys-
tem of (9.27).

As in the previous example, the ω-limit set of W un-
der the motion of the upper subsystem of (9.27) is the
subset W itself. Moreover, since the lower subsystem
of (9.27) is input-to-state stable, the motions of system
(9.27), for initial conditions taken in W × R

n , are ulti-
mately bounded. It is easy to check that the steady-state
locus of (9.27) is the graph of the map

π : W → R
n ,

w → π(w) ,

defined by

π(w) = lim
T→∞

0∫
−T

e−FτGq(w(τ,w))dτ . (9.28)

There are various ways in which the result discussed
in the previous example can be generalized; for in-
stance, it can be extended to describe the steady-state
response of a nonlinear system

ż = f (z, u) (9.29)

in the neighborhood of a locally exponentially stable
equilibrium point. To this end, suppose that f (0, 0) = 0
and that the matrix

F =
[
∂ f

∂z

]
(0, 0)

has all eigenvalues with negative real part. Then, it is
well known (see, e.g., [9.9, p. 275]) that it is always
possible to find a compact subset Z ⊂ R

n , which con-
tains z = 0 in its interior and a number σ > 0 such
that, if |z0| ∈ Z and ‖u(t)‖ ≤ σ for all t ≥ 0, the solu-
tion of (9.29) with initial condition z(0) = z0 satisfies
|z(t)| ∈ Z for all t ≥ 0. Suppose that the input u to (9.29)
is produced, as before, by a signal generator of the
form

ẇ = s(w) ,

u = q(w) , (9.30)

with initial conditions chosen in a compact invariant
set W and, moreover, suppose that, ‖q(w)‖ ≤ σ for all
w ∈ W . If this is the case, the set W × Z is positively
invariant for

ẇ = s(w) ,

ż = f (z, q(w)) , (9.31)

and the motions of the latter are ultimately bounded,
with B = W × Z. The set ω(B) may have a compli-
cated structure but it is possible to show, by means
of arguments similar to those which are used in the
proof of the center manifold theorem, that if Z and
B are small enough, the set in question can still be
expressed as the graph of a map z = π(w). In par-
ticular, the graph in question is precisely the center
manifold of (9.31) at (0, 0) if s(0) = 0, and the ma-
trix

S =
[
∂s

∂w

]
(0)

has all eigenvalues on the imaginary axis.
A common feature of the examples discussed above

is the fact that the steady-state locus of a system of
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the form (9.31) can be expressed as the graph of
a map z = π(w). This means that, so long as this is the
case, a system of this form has a unique well-defined
steady-state response to the input u(t) = q(w(t)). As
a matter of fact, the response in question is precisely
z(t) = π(w(t)). Of course, this may not always be the
case and multiple steady-state responses to a given
input may occur. In general, the following property
holds.

Lemma 9.4
Let W be a compact set, invariant under the flow of
(9.30). Let Z be a closed set and suppose that the
motions of (9.31) with initial conditions in W × Z are ul-
timately bounded. Then, the steady-state locus of (9.31)
is the graph of a set-valued map defined on the whole
of W .

9.5 Feedback Stabilization of Linear Systems

9.5.1 Stabilization by Pure State Feedback

Consider a linear system, modeled by equations of the
form

ẋ = Ax+Bu ,

y = Cx , (9.32)

in which x ∈ R
n , u ∈ R

m , and y ∈ R
p, and in which A,

B, C are matrices with real entries.
We begin by analyzing the influence, on the re-

sponse of the system, of control law of the form

u = Fx , (9.33)

in which F is an n × m matrix with real entries. This
type of control is usually referred to as pure state feed-
back or memoryless state feedback. The imposition of
this control law on the first equation of (9.32) yields the
autonomous linear system

ẋ = (A+BF)x .

The purpose of the design is to choose F so as to ob-
tain, if possible, a prescribed asymptotic behavior. In
general, two options are sought: (i) the n eigenvalues of
(A+BF) have negative real part, (ii) the n eigenvalues
of (A+BF) coincide with the n roots of an arbitrarily
fixed polynomial

p(λ) = λn +an−1λ
n−1 + · · · a1λ+a0

of degree n, with real coefficients. The first option is
usually referred to as the stabilization problem, while
the second is usually referred to as the eigenvalue as-
signment problem.

The conditions for the existence of solutions of
these problems can be described as follows. Consider
the n × (n +m) polynomial matrix

M(λ) = ((A−λI) B
)
. (9.34)

Definition 9.7
System (9.32) is said to be stabilizable if, for all λ which
is an eigenvalue of A and has nonnegative real part, the
matrix M(λ) has rank n. This system is said to be con-
trollable if, for all λ which is an eigenvalue of A, the
matrix M(λ) has rank n.

The two properties thus identified determine the ex-
istence of solutions of the problem of stabilization and,
respectively, of the problem of eigenvalue assignment.
In fact, the following two results hold.

Theorem 9.9
There exists a matrix F such that A+BF has all eigen-
values with negative real part if and only if system
(9.32) is stabilizable.

Theorem 9.10
For any choice of a polynomial p(λ) of degree n with
real coefficients there exists a matrix F such that the n
eigenvalues of A+BF coincide with the n roots of p(λ)
if and only if system (9.32) is controllable.

The actual construction of the matrix F usually re-
quires a preliminary transformation of the equations
describing the system. As an example, we illustrate how
this is achieved in the case of a single-input system, for
the problem of eigenvalue assignment. If the input of
a system is one dimensional, the system is controllable
if and only if the n × n matrix

P =
(

B AB · · · An−1B
)

(9.35)

is nonsingular. Assuming that this is the case, let γ de-
note the last row of P−1, that is, the unique solution of

Part
B

9
.5



Control Theory for Automation: Fundamentals 9.5 Feedback Stabilization of Linear Systems 161

the set of equations

γB = γAB = · · · = γAn−2B = 0,

γAn−1B = 1 .

Then, simple manipulations show that the change of
coordinates

x̃ =

⎛
⎜⎜⎜⎝

γ

γA
· · ·

γAn−1

⎞
⎟⎟⎟⎠ x

transforms system (9.32) into a system of the form

˙̃x = Ãx̃+ B̃u ,

y = C̃x̃ (9.36)

in which

Ã =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0 0

0 0 1 · · · 0 0

· · · · · · · ·
0 0 0 · · · 0 1

d0 d1 d2 · · · dn−2 dn−1

⎞
⎟⎟⎟⎟⎟⎠

, B̃ =

⎛
⎜⎜⎜⎜⎜⎝

0

0

· · ·
0

1

⎞
⎟⎟⎟⎟⎟⎠

.

This form is known as controllability canonical form
of the equations describing the system. If a system is
written in this form, the solution of the problem of
eigenvalue assignment is straightforward. If suffices, in
fact, to pick a control law of the form

u =−(d0 +a0)x̃1 − (d1 +a1)x̃2 −· · ·
− (dn−1 +an−1)x̃n := F̃x̃ (9.37)

to obtain a system

˙̃x = (Ã+ B̃F̃)x̃

in which

Ã+ B̃F̃ =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0 0

0 0 1 · · · 0 0

· · · · · · · ·
0 0 0 · · · 0 1

−a0 −a1 −a2 · · · −an−2 −an−1

⎞
⎟⎟⎟⎟⎟⎠

.

The characteristic polynomial of this matrix coincides
with the prescribed polynomial p(λ) and hence the
problem is solved. Rewriting the law (9.37) in the
original coordinates, one obtains a formula that di-
rectly expresses the matrix F in terms of the parameters
of the system (the n × n matrix A and the 1 × n row

vector γ ) and of the coefficients of the prescribed poly-
nomial p(λ)

u =−γ
[
(d0 +a0)I+ (d1 +a1)A+· · ·

+ (dn−1 +an−1)An−1
]
x

=−γ
[
a0I+a1A+· · ·

+an−1An−1 +An
]
x := Fx .

The latter is known as Ackermann’s formula.

9.5.2 Observers and State Estimation

The imposition of a control law of the form (9.33) re-
quires the availability of all n components of the state x
of system (9.32) for measurement, which is seldom the
case. Thus, the issue arises of when and how the com-
ponents in question could be, at least asymptotically,
estimated by means of an appropriate auxiliary dynami-
cal system driven by the only variables that are actually
accessible for measurement, namely the input u and the
output y.

To this end, consider a n-dimensional system thus
defined

˙̂x = Ax̂+Bu+G(y−Cx̂) , (9.38)

viewed as a system with state x̂ ∈ R
n , driven by the in-

puts u and y. This system can be interpreted as a copy
of the original dynamics of (9.32), namely

˙̂x = Ax̂+Bu

corrected by a term proportional, through the n × p
weighting matrix G, to the effect that a possible dif-
ference between x and x̂ has on the only available
measurement. The idea is to determine G in such a way
that x and x̂ asymptotically converge. Define the differ-
ence

E = x− x̂ ,

which is called observation error. Simple algebra shows
that

ė = (A−GC)e .

Thus, the observation error obeys an autonomous lin-
ear differential equation, and its asymptotic behavior is
completely determined by the eigenvalues of (A−GC).
In general, two options are sought: (i) the n eigenvalues
of (A−GC) have negative real part, (ii) the n eigen-
values of (A−GC) coincide with the n roots of an
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arbitrarily fixed polynomial of degree n having real co-
efficients. The first option is usually referred to as the
asymptotic state estimation problem, while the second
does not carry a special name.

Note that, if the eigenvalues of (A−GC) have neg-
ative real part, the state x̂ of the auxiliary system (9.38)
satisfies

lim
t→∞[x(t)− x̂(t)] = 0 ,

i. e., it asymptotically tracks the state x(t) of (9.32) re-
gardless of what the initial states x(0), x̂(0) and the input
u(t) are. System (9.38) is called an asymptotic state
estimator or a Luenberger observer.

The conditions for the existence of solutions of
these problems can be described as follows. Consider
the (n + p) × n polynomial matrix

N(λ) =
(

(A−λI)

C

)
. (9.39)

Definition 9.8
System (9.32) is said to be detectable if, for all λ which
is an eigenvalue of A and has nonnegative real part, the
matrix N(λ) has rank n. This system is said to be ob-
servable if, for all λ which is an eigenvalue of A, the
matrix N(λ) has rank n.

Theorem 9.11
There exists a matrix G such that A−GC has all eigen-
values with negative real part if and only if system
(9.32) is detectable.

Theorem 9.12
For any choice of a polynomial p(λ) of degree n with
real coefficients there exists a matrix G such that the n
eigenvalues of A−GC coincide with the n roots of p(λ)
if and only if system (9.32) is observable.

In this case, also, the actual construction of the ma-
trix G is made simple by transforming the equations
describing the system. If the output of a system is one
dimensional, the system is observable if and only if the
n × n matrix

Q =

⎛
⎜⎜⎜⎝

C
CA
· · ·

CAn−1

⎞
⎟⎟⎟⎠ (9.40)

is nonsingular. Let this be the case and let β denote the
last column of Q−1, that is, the unique solution of the
set of equations

Cβ = CAβ = · · · = CAn−2β = 0, CAn−1β = 1 .

Then, simple manipulations show that the change of
coordinates

x̃ =
(

An−1β · · · Aβ β

)−1
x

transforms system (9.32) into a system of the form

˙̃x = Ãx̃+ B̃u ,

y = C̃x̃ (9.41)

in which

Ã =

⎛
⎜⎜⎜⎜⎜⎝

dn−1 1 0 · · · 0 0

dn−2 0 1 · · · 0 0

· · · · · · · ·
d1 0 0 · · · 0 1

d0 0 0 · · · 0 0

⎞
⎟⎟⎟⎟⎟⎠

,

C̃ = (1 0 · · · 0 0
)
.

This form is known as observability canonical form of
the equations describing the system. If a system is writ-
ten in this form, it is straightforward to write a matrix
G̃ assigning the eigenvalues to (Ã− G̃C̃). If suffices, in
fact, to pick a

G̃ =

⎛
⎜⎜⎜⎝

dn−1 +an−1

dn−2 +an−2

· · ·
d0 +a0

⎞
⎟⎟⎟⎠ (9.42)

to obtain a matrix

Ã− G̃C̃ =

⎛
⎜⎜⎜⎜⎜⎝

−an−1 1 0 · · · 0 0

−an−2 0 1 · · · 0 0

· · · · · · · 0

−a1 0 0 · · · 0 1

−a0 0 0 · · · 0 0

⎞
⎟⎟⎟⎟⎟⎠

,

whose characteristic polynomial coincides with the pre-
scribed polynomial p(λ).

9.5.3 Stabilization
via Dynamic Output Feedback

Replacing, in the control law (9.33), the true state x
by the estimate x̂ provided by the asymptotic observer
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yux̂
F

x
.
 = Ax + Bu

y = Cx

x̂
.
 = Ax̂  + Bu

      + G(y – Cx̂ )

Fig. 9.5 Observer-based control

(9.38) yields a dynamic, output-feedback, control law
of the form

u = Fx̂ ,

˙̂x = (A+BF−GC)x̂+Gy . (9.43)

Controlling system (9.32) by means of (9.43) yields
the closed-loop system (Fig. 9.5)(

ẋ
˙̂x

)
=
(

A BF
GC A+BF−GC

)(
x
x̂

)
. (9.44)

It is straightforward to check that the eigenvalues of the
system thus obtained coincide with those of the two ma-
trices (A+BF) and (A−GC). To this end, in fact, it
suffices to replace x̂ by e = x− x̂, which changes system
(9.44) into an equivalent system(

ẋ
ė

)
=
(

A+BF −BF
0 A−GC

)(
x
e

)
(9.45)

in block-triangular form.
From this argument, it can be concluded that the

dynamic feedback law (9.43) suffices to yield a closed-
loop system whose 2n eigenvalues either have negative

real part (if system (9.32) is stabilizable and detectable)
or even coincide with the roots of a pair of prescribed
polynomials of degree n (if (9.32) is controllable and
observable). In particular, the result in question can be
achieved by means of a separate design of F and G, the
former to control the eigenvalues of (A+BF) and the
latter to control the eigenvalues of (A−GC). This pos-
sibility is usually referred to as the separation principle
for stabilization via (dynamic) output feedback.

It can be concluded from this argument that, if
a system is stabilizable and detectable, there exists
a dynamic, output feedback, law yielding a closed-loop
system with all eigenvalues with negative real part. It
is important to observe that also the converse of this
property is true, namely the existence of a dynamic, out-
put feedback, law yielding a closed-loop system with
all eigenvalues with negative real part requires the con-
trolled system to be stabilizable and detectable. The
proof of this converse result is achieved by taking any
arbitrary dynamic output-feedback law

ξ̇ = F̄ξ + Ḡy ,

u = H̄ξ + K̄y ,

yielding a closed-loop system(
ẋ
ξ̇

)
=
(

A+BK̄C BH̄
ḠC F̄

)(
x
ξ

)

and proving, via the converse Lyapunov theorem for lin-
ear systems, that, if the eigenvalues of the latter have
negative real part, necessarily there exist two matrices
F and G such that the eigenvalues of (A+BF) and,
respectively, (A−GC) have negative real part.

9.6 Feedback Stabilization of Nonlinear Systems

9.6.1 Recursive Methods for Global Stability

Stabilization of nonlinear systems is a very difficult task
and general methods are not available. Only if the equa-
tions of the system exhibit a special structure do there
exist systematic methods for the design of pure state
feedback (or, if necessary, dynamic, output feedback)
laws yielding global asymptotic stability of an equilib-
rium. In this section we review some of these special
design procedures.

We begin by a simple modular property which can
be recursively used to stabilize systems in triangular
form (see [9.10, Chap. 9] for further details).

Lemma 9.5
Consider a system described by equations of the form

ż = f (z, ξ) ,

ξ̇ = q(z, ξ)+b(z, ξ)u , (9.46)

in which (z, ξ) ∈ R
n × R, and the functions f (z, ξ),

q(z, ξ), b(z, ξ) are continuously differentiable func-
tions. Suppose that b(z, ξ) 
= 0 for all (z, ξ) and
that f (0, 0) = 0 and q(0, 0) = 0. If z = 0 is a glob-
ally asymptotically stable equilibrium of ż = f (z, 0),
there exists a differentiable function u = u(z, ξ) with
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u(0, 0) = 0 such that the equilibrium at (z, ξ) = (0, 0)

ż = f (z, ξ) ,

ξ̇ = q(z, ξ)+b(z, ξ)u(z, ξ) ,

is globally asymptotically stable.

The construction of the stabilizing feedback u(z, ξ)
is achieved as follows. First of all observe that, using
the assumption b(z, ξ) 
= 0, the imposition of the pre-
liminary feedback law

u(z, ξ) = 1

b(z, ξ)
(−q(z, ξ)+v)

yields the simpler system

ż = f (z, ξ) ,

ξ̇ = v .

Then, express f (z, ξ) in the form

f (z, ξ) = f (z, 0)+ p(z, ξ)ξ ,

in which p(z, ξ) = [ f (z, ξ)− f (z, 0)]/ξ is at least con-
tinuous.

Since by assumption z = 0 is a globally asymptoti-
cally stable equilibrium of ż = f (z, 0), by the converse
Lyapunov theorem there exists a smooth real-valued
function V (z), which is positive definite and proper,
satisfying

∂V

∂z
f (z, 0) < 0 ,

for all nonzero z. Now, consider the positive-definite
and proper function

W(z, ξ) = V (z)+ 1

2
ξ2 ,

and observe that
∂W

∂z
ż + ∂W

∂ξ
ξ̇ = ∂V

∂z
f (z, 0)+ ∂V

∂z
p(z, ξ)ξ + ξv .

Choosing

v = −ξ − ∂V

∂z
p(z, ξ) (9.47)

yields

∂W

∂z
ż + ∂W

∂ξ
ξ̇ = ∂V

∂z
f (z, 0)− ξ2 < 0 ,

for all nonzero (z, ξ) and this, by the direct Lyapunov
criterion, shows that the feedback law

u(z, ξ) = 1

b(z, ξ)

[
−q(z, ξ)− ξ − ∂V

∂z
p(z, ξ)

]

globally asymptotically stabilizes the equilibrium
(z, ξ) = (0, 0) of the associated closed-loop system.

In the next Lemma (which contains the previous one
as a particular case) this result is extended by show-
ing that, for the purpose of stabilizing the equilibrium
(z, ξ) = (0, 0) of system (9.46), it suffices to assume that
the equilibrium z = 0 of

ż = f (z, ξ)

is stabilizable by means of a virtual control law ξ =
v�(z).

Lemma 9.6
Consider again the system described by equations of
the form (9.46). Suppose there exists a continuously
differentiable function

ξ = v�(z) ,

with v�(0) = 0, which globally asymptotically stabi-
lizes the equilibrium z = 0 of ż = f (z, v�(z)). Then
there exists a differentiable function u = u(z, ξ) with
u(0, 0) = 0 such that the equilibrium at (z, ξ) = (0, 0)

ż = f (z, ξ) ,

ξ̇ = q(z, ξ)+b(z, ξ)u(z, ξ)

is globally asymptotically stable.

To prove the result, and to construct the stabilizing
feedback, it suffices to consider the (globally defined)
change of variables

y = ξ −v�(z) ,

which transforms (9.46) into a system

ż = f (z, v�(z)+ y) ,

ẏ =−∂v�

∂z
f (z, v�(z)+ y)+q(v�(z)+ y, ξ)

+b(v�(z)+ y, ξ)u , (9.48)

which meets the assumptions of Lemma 9.5, and then
follow the construction of a stabilizing feedback as
described. Using repeatedly the property indicated in
Lemma 9.6 it is straightforward to derive the expres-
sion of a globally stabilizing feedback for a system in
triangular form

ż = f (z, ξ1) ,

ξ̇1 = q1(z, ξ1)+b1(z, ξ1)ξ2 ,

ξ̇2 = q2(z, ξ1, ξ2)+b2(z, ξ1, ξ2)ξ3 ,

· · ·
ξ̇r = qr (z, ξ1, ξ2, . . . , ξr )+br (z, ξ1, ξ2, . . . , ξr )u .

(9.49)
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To this end, in fact, it suffices to assume that
the equilibrium z = 0 of ż = f (z, ξ) is stabiliz-
able by means of a virtual law ξ = v�(z), and
that b1(z, ξ1), b2(z, ξ1, ξ2), . . . , br (z, ξ1, ξ2, . . . , ξr ) are
nowhere zero.

9.6.2 Semiglobal Stabilization
via Pure State Feedback

The global stabilization results presented in the previous
section are indeed conceptually appealing but the actual
implementation of the feedback law requires the explicit
knowledge of a Lyapunov function V (z) for the system
ż = f (z, 0) (or for the system ż = f (z, v∗(z)) in the case
of Lemma 9.6). This function, in fact, explicitly deter-
mines the structure of the feedback law which globally
asymptotically stabilizes the system. Moreover, in the
case of systems of the form (9.49) with r > 1, the com-
putation of the feedback law is somewhat cumbersome,
in that it requires to iterate a certain number of times
the manipulations described in the proof of Lemmas 9.5
and 9.6. In this section we show how these drawbacks
can be overcome, in a certain sense, if a less ambitious
design goal is pursued, namely if instead of seeking
global stabilization one is interested in a feedback law
capable of asymptotically steering to the equilibrium
point all trajectories which have origin in a a priori fixed
(and hence possibly large) bounded set.

Consider again a system satisfying the assumptions
of Lemma 9.5. Observe that b(z, ξ), being continu-
ous and nowhere zero, has a well-defined sign. Choose
a simple control law of the form

u =−k sign(b) ξ (9.50)

to obtain the system

ż = f (z, ξ) ,

ξ̇ = q(z, ξ)− k|b(z, ξ)|ξ . (9.51)

Assume that the equilibrium z = 0 of ż = f (z, 0) is
globally asymptotically but also locally exponentially
stable. If this is the case, then the linear approximation
of the first equation of (9.51) at the point (z, ξ) = (0, 0)
is a system of the form

ż = Fz +Gξ ,

in which F is a Hurwitz matrix. Moreover, the linear
approximation of the second equation of (9.51) at the
point (z, ξ) = (0, 0) is a system of the form

ξ̇ = Qz +Rξ − kb0ξ ,

in which b0 = |b(0, 0)|. It follows that the linear
approximation of system (9.51) at the equilibrium

(z, ξ) = (0, 0) is a linear system ẋ = Ax in which

A =
(

F G
Q (R− kb0)

)
.

Standard arguments show that, if the number k is large
enough, the matrix in question has all eigenvalues
with negative real part (in particular, as k increases, n
eigenvalues approach the n eigenvalues of F and the
remaining one is a real eigenvalue that tends to −∞).
It is therefore concluded, from the principle of stabil-
ity in the first approximation, that if k is sufficiently
large the equilibrium (z, ξ) = (0, 0) of the closed-loop
system (9.51) is locally asymptotically (actually locally
exponentially) stable.

However, a stronger result holds. It can be proven
that, for any arbitrary compact subset K of R

n ×R, there
exists a number k∗, such that, for all k ≥ k∗, the equilib-
rium (z, ξ) = (0, 0) of the closed-loop system (9.51) is
locally asymptotically stable and all initial conditions in
K produce a trajectory that asymptotically converges to
this equilibrium. In other words, the basin of attraction
of the equilibrium (z, ξ) = (0, 0) of the closed-loop sys-
tem contains the set K . Note that the number k∗ depends
on the choice of the set K and, in principle, it increases
as the size of K increases. The property in question
can be summarized as follows (see [9.10, Chap. 9] for
further details). A system

ẋ = f (x, u)

is said to be semiglobally stabilizable (an equivalent, but
longer, terminology is asymptotically stabilizable with
guaranteed basin of attraction) at a given point x̄ if, for
each compact subset K ⊂ R

n , there exists a feedback
law u = u(x), which in general depends on K , such that
in the corresponding closed-loop system

ẋ = f (x, u(x))

the point x = x̄ is a locally asymptotically stable equi-
librium, and

x(0) ∈ K ⇒ lim
t→∞ x(t) = x̄

(i. e., the compact subset K is contained in the
basin of attraction of the equilibrium x = x̄). The re-
sult described above shows that system (9.46), under
the said assumptions, is semiglobally stabilizable at
(z, ξ) = (0, 0), by means of a feedback law of the form
(9.50).

The arguments just shown can be iterated to
deal with a system of the form (9.49). In fact,
it is easy to realize that, if the equilibrium z = 0
of ż = f (z, 0) is globally asymptotically and also
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locally exponentially stable, if qi (z, ξ1, ξ2, . . . , ξi )
vanishes at (z, ξ1, ξ2, . . . , ξi ) = (0, 0, 0, . . . , 0) and
bi (z, ξ1, ξ2, . . . , ξi ) is nowhere zero, for all i = 1, . . . , r,
system (9.49) is semiglobally stabilizable at the point
(z, ξ1, ξ2, . . . , ξr ) = (0, 0, 0, . . . , 0), actually by means
of a control law that has the following structure

u = α1ξ1 +α2ξ2 +· · ·+αrξr .

The coefficients α1, . . . , αr that characterize this con-
trol law can be determined by means of recursive
iteration of the arguments described above.

9.6.3 Semiglobal Stabilization
via Dynamic Output Feedback

System (9.49) can be semiglobally stabilized, at the
equilibrium (z, ξ1, . . . , ξr ) = (0, 0, . . . , 0), by means of
a simple feedback law, which is a linear function of
the partial state (ξ1, . . . , ξr ). If these variables are not
directly available for feedback, one may wish to use in-
stead an estimate – as is possible in the case of linear
systems – provided by a dynamical system driven by
the measured output. This is actually doable if the out-
put y of (9.49) coincides with the state variable ξ1. For
the purpose of stabilizing system (9.49) by means of
dynamic output feedback, it is convenient to reexpress
the equations describing this system in a simpler form,
known as normal form. Set η1 = ξ1 and define

η2 = q1(z, ξ1)+b1(z, ξ1)ξ2 ,

by means of which the second equation of (9.49) is
changed into η̇1 = η2. Set now

η3 = ∂(q1 +b1ξ2)

∂z
f (z, ξ1)

+ ∂(q1 +b1ξ2)

∂ξ1
[q1 +b1ξ2]+b1[q2 +b2ξ3] ,

by means of which the third equation of (9.49) is
changed into η̇2 = η3. Proceeding in this way, it is easy
to conclude that the system (9.49) can be changed into
a system modeled by

ż = f (z, η1) ,

η̇1 = η2 ,

η̇2 = η3 ,

· · ·
η̇r = q(z, η1, η2, . . . , ηr )+b(z, η1, η2, . . . , ηr )u ,

y = η1 , (9.52)

in which q(0, 0, 0, . . . , 0) = (0, 0, 0, . . . , 0) and b(z, η1,

η2, . . . , ηr ) is nowhere zero.

It has been shown earlier that, if the equilibrium
z = 0 of ż = f (z, 0) is globally asymptotically and also
locally exponentially stable, this system is semiglobally
stabilizable, by means of a feedback law

u = h1η1 +h2η2 + . . .+hrηr , (9.53)

which is a linear function of the states η1, η2, . . . , ηr .
The feedback in question, if the coefficients are ap-
propriately chosen, is able to steer at the equilibrium
(z, η1, . . . , ηr ) = (0, 0, . . . , 0) all trajectories with ini-
tial conditions in a given compact set K (whose size
influences, as stressed earlier, the actual choice of the
parameters h1, . . . , hr ). Note that, since all such trajec-
tories will never exit, in positive time, a (possibly larger)
compact set, there exists a number L such that

|h1η1(t)+h2η2(t)+ . . .+hrηr (t)| ≤ L ,

for all t ≥ 0 whenever the initial condition of the closed
loop is in K . Thus, to the extent of achieving asymptotic
stability with a basin of attraction including K , the feed-
back law (9.53) could be replaced with a (nonlinear) law
of the form

u = σL (h1η1 +h2η2 + . . .+hrηr ) , (9.54)

in which σ (r) is any bounded function that coincides
with r when |r| ≤ L . The advantage of having a feed-
back law whose amplitude is guaranteed not to exceed
a fixed bound is that, when the partial states ηi will be
replaced by approximate estimates, possibly large errors
in the estimates will not cause dangerously large control
efforts.

Inspection of the equations (9.52) reveals that the
state variables used in the control law (9.54) coincide
with the measured output y and its derivatives with re-
spect to time, namely

ηi = y(i−1) , i = 1, 2, . . . , r .

It is therefore reasonable to expect that these variables
could be asymptotically estimated in some simple way
by means of a dynamical system driven by the measured
output itself. The system in question is actually of the
form

˙̃η1 = η̃2 −κcr−1( y− η̃1) ,

˙̃η2 = η̃3 −κ2cr−2( y− η̃1) ,

· · ·
˙̃ηr =−κrc0( y− η̃1) . (9.55)

It is easy to realize that, if η̃1(t) = y(t), then all η̃i (t),
for i = 2, . . . , r, coincide with ηi (t). However, there is
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no a priori guarantee that this can be achieved and hence
system (9.55) cannot be regarded as a true observer of
the partial state η1, . . . , ηr of (9.52). It happens, though,
that if the reason why this partial state needs to be es-
timated is only the implementation of the feedback law
(9.54), then an approximate observer such as (9.55) can
be successfully used.

The fact is that, if the coefficients c0, . . . , cr−1 are
coefficients of a Hurwitz polynomial

p(λ) = λr + cr−1λ
r−1 + . . .+ c1λ+ c0 ,

and if the parameter κ is sufficiently large, the rough
estimates η̃i of ηi provided by (9.55) can be used to re-
place the true states ηi in the control law (9.54). This
results in a controller, which is a dynamical system
modeled by equations of the form (Fig. 9.6)

˙̃η = F̃η̃+ G̃y ,

u = σL (Hη) , (9.56)

able to solve a problem of semiglobal stabilization
for (9.52), if its parameters are appropriately chosen
(see [9.6, Chap. 12] and [9.11, 12] for further details).

9.6.4 Observers and Full State Estimation

The design of observers for nonlinear systems modeled
by equations of the form

ẋ = f (x, u) ,

y = h(x, u) , (9.57)

with state x ∈ R
n , input u ∈ R

m , and output y ∈ R

usually requires the preliminary transformation of the
equations describing the system, in a form that suit-
ably corresponds to the observability canonical form
describe earlier for linear systems. In fact, a key re-
quirement for the existence of observers is the existence
of a global changes of coordinates x̃ = Φ(x) carrying
system (9.57) into a system of the form

˙̃x1 = f̃1(x̃1, x̃2, u) ,
˙̃x2 = f̃2(x̃1, x̃2, x̃3, u) ,

· · ·
˙̃xn−1 = f̃n−1(x̃1, x̃2, . . . , x̃n, u) ,

˙̃xn = f̃n(x̃1, x̃2, . . . , x̃n, u) ,

y = h̃(x̃1, u) , (9.58)

in which the h̃(x̃1, u) and f̃i (x̃1, x̃2, . . . , x̃i+1, u) satisfy

∂h̃

∂ x̃1

= 0 , and

∂ f̃i

∂ x̃i+1

= 0 ,

for all i = 1, . . . , n −1 (9.59)

yuη̂
H σL(·)

x
.
 = f (x) + g (x) u

y = h (x)

η̃ = F̃η̃ + G̃y 

Fig. 9.6 Control via partial-state estimator

for all x̃ ∈ R
n , and all u ∈ R

m . This form is usu-
ally referred to as the uniform observability canonical
form.

The existence of canonical forms of this kind can be
obtained as follows [9.13, Chap. 2]. Define – recursively
– a sequence of real-valued functions ϕi (x, u) as follows

ϕ1(x, u) := h(x, u) ,

...

ϕi (x, u) := ∂ϕi−1

∂x
f (x, u) ,

for i = 1, . . . , n. Using these functions, define a se-
quence of i-vector-valued functions Φi (x, u) as follows

Φi (x, u) =

⎛
⎜⎜⎝
ϕ1(x, u)

...

ϕi (x, u)

⎞
⎟⎟⎠ ,

for i = 1, . . . , n. Finally, for each of the Φi (x, u), com-
pute the subspace

Ki (x, u) = ker

[
∂Φi

∂x

]
(x,u)

,

in which ker[M] denotes the subspace consisting of all
vectors v such that Mv = 0, that is the so-called null
space of the matrix M. Note that, since the entries of
the matrix

∂Φi

∂x

are in general dependent on (x, u), so is its null space
Ki (x, u).

The role played by the objects thus defined in the
construction of the change of coordinates yielding an
observability canonical form is explained in this re-
sult.
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Lemma 9.7
Consider system (9.57) and the map x̃ = Φ(x) defined
by

Φ(x) =

⎛
⎜⎜⎜⎜⎝

ϕ1(x, 0)

ϕ2(x, 0)
...

ϕn(x, 0)

⎞
⎟⎟⎟⎟⎠ .

Suppose that Φ(x) has a globally defined and contin-
uously differentiable inverse. Suppose also that, for all
i = 1, . . . , n,

dim[Ki (x, u)] = n − i ,

for all u ∈ R
m

and for all x ∈ R
n

Ki (x, u) = independent of u .

Then, system (9.57) is globally transformed, via Φ(x),
into a system in uniform observability canonical form.

Once a system has been changed into its observ-
ability canonical form, an asymptotic observer can be
built as follows. Take a copy of the dynamics of (9.58),
corrected by an innovation term proportional to the dif-
ference between the output of (9.58) and the output of
the copy. More precisely, consider a system of the form

˙̂x1 = f̃1(x̂1, x̂2, u)+κcn−1(y−h(x̂1, u)) ,
˙̂x2 = f̃2(x̂1, x̂2, x̂3, u)+κ2cn−2(y−h(x̂1, u)) ,

· · ·
˙̂xn−1 = f̃n−1(x̂, u)+κn−1c1(y−h(x̂1, u)) ,

˙̂xn = f̃n(x̂, u)+κnc0(y−h(x̂1, u)) , (9.60)

in which κ and cn−1, cn−2, . . . , c0 are design parame-
ters.

The state of the system thus defined is able to
asymptotically track, no matter what the initial con-
ditions x(0), x̃(0) and the input u(t) are, the state of

yux̂
α (x̂) σL(·)

x̂
.
 = f (x̂ , u)

      + G(y – h (x̂ , u))

x
.
 = f (x , u)

y = h (x , u)

Fig. 9.7 Observer-based control for a nonlinear system

system (9.58) provided that the two following technical
hypotheses hold:

(i) Each of the maps f̃i (x̃1, . . . , x̃i , x̃i+1, u), for
i = 1, . . . , n, is globally Lipschitz with respect to
(x̃1, . . . , x̃i ), uniformly in x̃i+1 and u,

(ii) There exist two real numbers α, β, with 0 < α < β,
such that

α ≤
∣∣∣ ∂h̃

∂ x̃1

∣∣∣≤ β , and α ≤
∣∣∣ ∂ f̃i

∂ x̃i+1

∣∣∣≤ β ,

for all i = 1, . . . , n −1 ,

for all x̃ ∈ R
n , and all u ∈ R

m .

Let the observation error be defined as

ei = x̂i − x̃i , i = 1, 2, . . . , n .

The fact is that, if the two assumptions above hold, there
is a choice of the coefficients c0, c1, . . . , cn−1 and there
is a number κ∗ such that, if κ ≥ κ∗, the observation error
asymptotically decays to zero as time tends to infinity,
regardless of what the initial states x̃(0), x̂(0) and the
input u(t) are. For this reason the observer in question
is called a high-gain observer (see [9.13, Chap. 6] for
further details).

The availability of such an observer makes it pos-
sible to design a dynamic, output feedback, stabilizing
control law, thus extending to the case of nonlinear sys-
tems the separation principle for stabilization of linear
systems. In fact, consider a system in canonical form
(9.58), rewritten as

˙̃x = f̃ (x̃, u) ,

y = h̃(x̃, u) .

Suppose a feedback law is known u = α(x̃) that globally
asymptotic stabilizes the equilibrium point x̃ = 0 of the
closed-loop system

˙̃x = f̃ (x̃, α(x̃)) .

Then, an output feedback controller of the form
(Fig. 9.7)

˙̂x = f̃ (x̂, u)+G[y− h̃(x̂, u)] ,
u = σL (α(x̂)) ,

whose dynamics are those of system (9.60) and
σL : R → R is a bounded function satisfying σL (r) = r
for all |r| ≤ L , is able to stabilize the equilibrium
(x̃, x̂) = (0, 0) of the closed-loop system, with a basin
of attraction that includes any a priori fixed com-
pact set K × K , if its parameters (the coefficients
c0, c1, . . . , cn−1 and the parameter κ of (9.60) and
the parameter L of σL (·)) are appropriately chosen
(see [9.13, Chap. 7] for details).
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9.7 Tracking and Regulation

9.7.1 The Servomechanism Problem

A central problem in control theory is the design of
feedback controllers so as to have certain outputs of
a given plant to track prescribed reference trajecto-
ries. In any realistic scenario, this control goal has to
be achieved in spite of a good number of phenomena
which would cause the system to behave differently
than expected. These phenomena could be endogenous,
for instance, parameter variations, or exogenous, such
as additional undesired inputs affecting the behavior
of the plant. In numerous design problems, the trajec-
tory to be tracked (or the disturbance to be rejected) is
not available for measurement, nor is it known ahead
of time. Rather, it is only known that this trajectory is
simply an (undefined) member in a set of functions,
for instance, the set of all possible solutions of an or-
dinary differential equation. Theses cases include the
classical problem of the set-point control, the prob-
lem of active suppression of harmonic disturbances
of unknown amplitude, phase and even frequency, the
synchronization of nonlinear oscillations, and similar
others.

In general, a tracking problem of this kind can
be cast in the following terms. Consider a finite-
dimensional, time-invariant, nonlinear system modeled
by equations of the form

ẋ = f (w, x, u) ,

e = h(w, x) ,

y = k(w, x) , (9.61)

in which x ∈ R
n is a vector of state variables, u ∈ R

m

is a vector of inputs used for control purposes, w ∈ R
s

is a vector of inputs which cannot be controlled and
include exogenous commands, exogenous disturbances,
and model uncertainties, e ∈ R

p is a vector of regulated
outputs which include tracking errors and any other
variable that needs to be steered to 0, and y ∈ R

q is
a vector of outputs that are available for measurement
and hence used to feed the device that supplies the con-
trol action. The problem is to design a controller, which
receives y(t) as input and produces u(t) as output, able
to guarantee that, in the resulting closed-loop system,
x(t) remains bounded and

lim
t→∞ e(t) = 0 , (9.62)

regardless of what the exogenous input w(t) actually is.

As observed at the beginning, w(t) is not available
for measurement, nor it is known ahead of time, but
it is known to belong to a fixed family of functions of
time, the family of all solutions obtained from a fixed
ordinary differential equation of the form

ẇ = s(w) (9.63)

as the corresponding initial condition w(0) is allowed
to vary on a prescribed set. This autonomous system is
known as the exosystem.

The control law is to be provided by a system mod-
eled by equations of the form

ξ̇ = ϕ(ξ, y) ,

u = γ (ξ, y) , (9.64)

with state ξ ∈ R
ν . The initial conditions x(0) of the plant

(9.61), w(0) of the exosystem (9.63), and ξ(0) of the
controller (9.64) are allowed to range over fixed com-
pact sets X ⊂ R

n , W ⊂ R
s , and Ξ ⊂ R

ν , respectively.
All maps characterizing the model of the controlled
plant, of the exosystem, and of the controller are as-
sumed to be sufficiently differentiable.

The generalized servomechanism problem (or prob-
lem of output regulation) is to design a feedback
controller of the form (9.64) so as to obtain a closed-
loop system in which all trajectories are bounded and
the regulated output e(t) asymptotically decays to 0 as
t → ∞. More precisely, it is required that the composi-
tion of (9.61), (9.63), and (9.64), that is, the autonomous
system

ẇ = s(w) ,

ẋ = f (w, x, γ (ξ, k(w, x))) ,

ξ̇ = ϕ(ξ, k(w, x)) , (9.65)

with output e = h(w, x) be such that:

• The positive orbit of W × X ×Ξ is bounded, i. e.,
there exists a bounded subset S of R

s ×R
n ×R

ν such
that, for any (w0, x0, ξ0) ∈ W × X ×Ξ , the integral
curve (w(t), x(t), ξ(t)) of (9.65) passing through
(w0, x0, ξ0) at time t = 0 remains in S for all t ≥ 0.• limt→∞ e(t) = 0, uniformly in the initial condition;
i. e., for every ε > 0 there exists a time t̄, de-
pending only on ε and not on (w0, x0, ξ0) such
that the integral curve (w(t), x(t), ξ(t)) of (9.65)
passing through (w0, x0, ξ0) at time t = 0 satisfies
‖e(t)‖ ≤ ε for all t ≥ t̄.
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9.7.2 Tracking and Regulation
for Linear Systems

We show in this section how the servomechanism prob-
lem is treated in the case of linear systems. Let system
(9.61) and exosystem (9.63) be linear systems, modeled
by equations of the form

ẇ = Sw ,

ẋ = Pw+Ax+Bu ,

e = Qw+Cx , (9.66)

and suppose that y = e, i. e., that regulated and meas-
ured variables coincide. We also consider, for simplic-
ity, the case in which m = 1 and p = 1. Without loss
of generality, it is assumed that all eigenvalues of S are
simple and are on the imaginary axis.

A convenient point of departure for the analysis
is the identification of conditions for the existence of
a solution of the design problem. To this end, consider
a dynamic, output-feedback controller

ξ̇ = Fξ +Ge ,

u = Hξ (9.67)

and the associated closed-loop system

ẇ = Sw ,(
ẋ

ξ̇

)
=
(

P
GQ

)
w+

(
A BH

GC F

)(
x
ξ

)
. (9.68)

If the controller solves the problem at issue, all trajecto-
ries are bounded and e(t) asymptotically decays to zero.
Boundedness of all trajectories implies that all eigenval-
ues of(

A BH
GC F

)
(9.69)

have nonpositive real part. However, if some of the
eigenvalues of this matrix were on the imaginary axis,
the property of boundedness of trajectories could be lost
as a result of infinitesimal variations in the parameters
of (9.66) and/or (9.67). Thus, only the case in which the
eigenvalues of (9.69) have negative real part is of in-
terest. If the controller is such that this happens, then
necessarily the pair of matrices (A,B) is stabilizable
and the pair of matrices (A,C) is detectable. Observe
now that, if the matrix (9.69) has all eigenvalues with
negative real part, system (9.68) has a well-defined
steady state, which takes place on an invariant subspace
(the steady-state locus). The latter, as shown earlier, is

necessarily the graph of a linear map, which expresses
the x and ξ components of the state vector as functions
of the w component. In other terms, the steady-state
locus is the set of all triplets (w, x, ξ) in which w is
arbitrary, while x and ξ are expressed as

x = Πw ,

ξ = Σw ,

for some Π and Σ. These matrices, in turn, are solutions
of the Sylvester equation(

Π

Σ

)
S =

(
P

GQ

)
+
(

A BH
GC F

)(
Π

Σ

)
. (9.70)

All trajectories asymptotically converge to the steady
state. Thus, in view of the expression thus found for the
steady-state locus, it follows that

lim
t→∞[x(t)−Πw(t)] = 0 ,

lim
t→∞[ξ(t)−Σw(t)] = 0 .

In particular, it is seen from this that

lim
t→∞ e(t) = lim

t→∞[CΠ+Q]w(t) .

Since w(t) is a persistent function (none of the eigenval-
ues of S has negative real part), it is concluded that the
regulated variable e(t) converges to 0 as t → ∞ only if
the map e = Cx+Qw is zero on the steady-state locus,
i. e., if

0 = CΠ+Q . (9.71)

Note that the Sylvester equation (9.70) can be split
into two equations, the former of which

ΠS = P+AΠ+BHΣ ,

having set Γ := HΣ, can be rewritten as

ΠS = AΠ+BΓ +P ,

while the second one, bearing in mind the constraint
(9.71), reduces to

ΣS = FΣ .

These arguments have proven – in particular –
that, if there exists a controller that controller solves
the problem, necessarily there exists a pair of matrices
Π,Γ such that

ΠS = AΠ+BΓ +P

0 = CΠ+Q . (9.72)

Part
B

9
.7



Control Theory for Automation: Fundamentals 9.7 Tracking and Regulation 171

The (linear) equations thus found are known as the
regulator equations [9.14]. If, as observed above, the
controller is required to solve the problem is spite of
arbitrary (small) variations of the parameters of (9.66),
the existence of solutions (9.72) is required to hold in-
dependently of the specific values of P and Q. This
occurs if and only if none of the eigenvalues of S is
a root of

det

(
A−λI B

C 0

)
= 0 . (9.73)

This condition is usually referred to as the nonreso-
nance condition.

In summary, it has been shown that, if there exists
a controller that solves the servomechanism problem,
necessarily the controlled plant (with w = 0) is stabiliz-
able and detectable and none of the eigenvalues of S is
a root of (9.73). These necessary conditions turn out to
be also sufficient for the existence of a controller that
solves the servomechanism problem.

A procedure for the design of a controller is de-
scribed below. Let

ψ(λ) = λs +ds−1λ
s−1 +· · ·+d1λ+d0

denote the minimal polynomial of S. Set

Φ =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0 0

0 0 1 · · · 0 0

· · · · · · · ·
0 0 0 · · · 0 1

−d0 −d1 −d2 · · · −ds−2 −ds−1

⎞
⎟⎟⎟⎟⎟⎠

,

G =

⎛
⎜⎜⎜⎜⎜⎝

0

0

· · ·
0

1

⎞
⎟⎟⎟⎟⎟⎠

,

H =
(

1 0 0 · · · 0 0
)

.

Let Π,Γ be a solution pair of (9.72) and note that the
matrix

Υ =

⎛
⎜⎜⎜⎝

Γ

Γ S
· · ·

Γ Ss−1

⎞
⎟⎟⎟⎠

satisfies

ΥS = ΦΥ , Γ = HΥ . (9.74)

Define a controller as follows:

ξ̇ = Φξ +Ge ,

η̇ = Kη+Le ,

u = Hξ +Mη , (9.75)

in which the matrices Φ,G,H are those defined before
and K,L,M are matrices to be determined. Consider
now the associated closed-loop system, which can be
written in the form

ẇ = Sw ,⎛
⎜⎝

ẋ
ξ̇

η̇

⎞
⎟⎠=

⎛
⎜⎝

P
GQ
LQ

⎞
⎟⎠w+

⎛
⎜⎝

A BH BM
GC Φ 0

LC 0 K

⎞
⎟⎠
⎛
⎜⎝

x
ξ

η

⎞
⎟⎠ .

(9.76)

By assumption, the pair of matrices (A,B) is sta-
bilizable, the pair of matrices (A,C) is detectable, and
none of the eigenvalues of S is a root of (9.73). As a con-
sequence, in view of the special structure of Φ,G,H,
also the pair(

A BH
GC Φ

)
,

(
B
0

)

is stabilizable and the pair(
A BH

GC Φ

)
,
(

C 0
)

is detectable. This being the case, it is possible to pick
K,L,M in such a way that all eigenvalues of⎛
⎜⎝

A BH BM
GC Φ 0

LC 0 K

⎞
⎟⎠

have negative real part.
As a result, all trajectories of (9.76) are bounded.

Using (9.72) and (9.74) it is easy to check that the graph
of the mapping

π : w →
⎛
⎜⎝
Π

Υ

0

⎞
⎟⎠w

is invariant for (9.76). This subspace is actually the
steady-state locus of (9.76) and e = Cx+Qw is zero on
this subspace. Hence all trajectories of (9.76) are such
that e(t) converges to 0 as t → ∞.

The construction described above is insensitive to
small arbitrary variations of the parameters, except for
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the case of parameter variations in the exosystem. The
case of parameter variations in the exosystem requires
a different design, as explained e.g., in [9.15]. A state-

of-the-art discussion of the servomechanism problem
for suitable classes of nonlinear systems can be found
in [9.16].

9.8 Conclusion

This chapter has reviewed the fundamental methods and
models of control theory as applied to automation. The

following two chapters address further advancements in
this area of automation theory.
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Analysis and design of control systems is a complex
field. In order to develop appropriate concepts and
methods to cover this field, mathematical mod-
els of the processes to be controlled are needed
to apply. In this chapter mainly continuous-time
linear systems with multiple input and multiple
output (MIMO systems) are considered. Specifically,
stability, performance, and robustness issues, as
well as optimal control strategies are discussed in
detail for MIMO linear systems. As far as system
representations are concerned, transfer func-
tion matrices, matrix fraction descriptions, and
state-space models are applied in the discussions.
Several interpretations of all stabilizing controllers
are shown for stable and unstable processes. Per-
formance evaluation is supported by applying H2

and H∞ norms. As an important class for practical
applications, predictive controllers are also dis-
cussed. In this case, according to the underlying
implementation technique, discrete-time process
models are considered. Transformation methods
using state variable feedback are discussed, mak-
ing the operation of nonlinear dynamic systems
linear in the complete range of their operation.
Finally, the sliding control concept is outlined.
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10.1 MIMO Feedback Systems

This chapter on advanced automatic control for au-
tomation follows the previous introductory chapter. In
this section continuous-time linear systems with multi-
ple input and multiple output (MIMO systems) will be
considered. As far as the mathematical models are con-

cerned, transfer functions, matrix fraction descriptions,
and state-space models will be used [10.1]. Regarding
the notations concerned, transfer functions will always
be denoted by explicitly showing the dependence of
the complex frequency operator s, while variables in
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Fig. 10.1 Distillation column in an oil-refinery plant

bold face represent vectors or matrices. Thus, A(s) is
a scalar transfer function, A(s) is a transfer function
matrix, while A is a matrix.

Considering the structure of the systems to be
discussed, feedback control systems will be studied.
Feedback is the most inherent step to create practical

Fig. 10.2 Automated production line

Fig. 10.3 Rolling mill

control systems, as it allows one to change the dynam-
ical and steady-state behavior of various processes to
be controlled to match technical expectations [10.2–7].
In this chapter mainly continuous-time systems such
as those in Figs. 10.1–10.3 will be discussed [10.8].
Note that special care should be taken to derive
their appropriate discrete-time counterparts [10.9–12].
The well-known advantages of feedback structures,
also called closed-loop systems, range from the servo
property (i. e., to force the process output to follow
a prescribed command signal) to effective disturbance
rejection through robustness (the ability to achieve the
control goals in spite of incomplete knowledge available
on the process) and measurement noise attenuation.
When designing a control system, however, stability
should always remain the most important task. Fig-
ure 10.4 shows the block diagram of a conventional
closed-loop system with negative feedback, where r is
the set point, y is the controlled variable (output), u is
the process input, di and do are the input and output
disturbances acting on the process, respectively, while
dn represents the additive measurement noise [10.2].

K (s)

dn

di dor

–

e
G (s)

u y

Fig. 10.4 Multivariable feedback system
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In the figure G(s) denotes the transfer function ma-
trix of the process and K(s) stands for the controller.
For the designer of the closed-loop system, G(s) is
given, while K(s) is the result of the design proce-
dure. Note that G(s) is only a model of the process
and serves here as the basis to design an appropriate
K(s). In practice the signals driving the control sys-
tem are delivered by a given process or technology
and the control input is in fact applied to the given
process.

The main design objectives are [10.2, 6, 13]:

• Closed-loop and internal stability (just as it will be
addressed in this section)• Good command following (servo property)• Good disturbance rejection• Good measurement noise attenuation.

In addition, to keep operational costs low, small process
input values are preferred over large excursions in the
control signal. Also, as the controller design is based on
a model of the process, which always implies uncertain-
ties, design procedures aiming at stability and desirable
performance based on the nominal plant model should
be extended to tolerate modeling uncertainties as well.
Thus the list of the design objectives is to be completed
by:

• Achieve reduced input signals• Achieve robust stability• Achieve robust performance.

Some of the above design objectives could be conflict-
ing; however, the performance-related issues typically
emerge in separable frequency ranges.

In this section linear multivariable feedback systems
will be discussed with the following representations.

10.1.1 Transfer Function Models

Consider a linear process with nu control inputs ar-
ranged into a u ∈ R

nu input vector and ny outputs
arranged into a y ∈ R

ny output vector. Then the transfer
function matrix contains all possible transfer functions
between any of the inputs and any of the outputs

y(s) =

⎛
⎜⎜⎜⎜⎝

y1(s)
...

yny−1(s)

yny (s)

⎞
⎟⎟⎟⎟⎠= G(s)u(s)

=

⎛
⎜⎜⎜⎜⎝

G1,1(s) G1,2(s) . . . G1,nu (s)
...

...
. . .

...

Gny−1,1(s) Gny−1,2(s) . . . Gny−1,nu (s)

Gny,1(s) Gny,2(s) . . . Gny,nu (s)

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

u1(s)
...

unu−1(s)

unu (s)

⎞
⎟⎟⎟⎟⎠ ,

where s is the Laplace operator and Gk,l(s) denotes the
transfer function from the l-th component of the input
u to the k-th component of the output y. The trans-
fer function approach has always been an emphasized
modeling tool for control practice. One of the reasons is
that the Gk,l(s) transfer functions deliver the magnitude
and phase frequency functions via a formal substitu-
tion of Gk,l(s)

∣∣
s=iω= Ak,l(ω)eiφk,l(ω). Note that for real

physical processes limω→∞ Ak,l(ω) = 0. The transfer
function matrix G(s) is stable if each of its elements
is a stable transfer function. Also, the transfer function
matrix G(s) will be called proper if each of its elements
is a proper transfer function.

10.1.2 State-Space Models

Introducing nx state variables arranged into an x ∈ R
nx

state vector, the state-space model of a MIMO system is
given by the following equations

ẋ(t) = Ax(t)+Bu(t) ,

y(t) = Cx(t)+Du(t) ,

where A ∈ R
nx × nx , B ∈ R

nx × nu ,C ∈ R
ny× nx , and D ∈

R
ny× nu are the system parameters [10.14, 15].

Important notions (state variable feedback, control-
lability, stabilizability, observability and detectability)
have been introduced to support the deep analysis of
state-space models [10.1, 2]. Roughly speaking a state-
space representation is controllable if an arbitrary initial
state can be moved to any desired state by suitable
choice of control signals. In terms of state-space realiza-
tions, feedback means state variable feedback realized
by a control law of u = −Kx, K ∈ R

nu× nx . Regarding
controllable systems, state variable feedback can relo-
cate all the poles of the closed-loop system to arbitrary
locations. If a system is not controllable, but the modes
(eigenvalues) attached to the uncontrollable states are
stable, the complete system is still stabilizable. A state-
space realization is said to be observable if the initial
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state x(0) can be determined from the output function
y(t), 0 ≤ t ≤ tfinal. A system is said to be detectable if
the modes (eigenvalues) attached to the unobservable
states are stable.

Using the Laplace transforms in the state-space
model equations the relation between the state-space
model and the transfer function matrix can easily be
derived as

G(s) = C(sI−A)−1B+D .

As far as the above relation is concerned the condition
limω→∞ Ak,l(ω) = 0 raised for real physical processes
leads to D = 0. Note that the G(s) transfer function con-
tains only the controllable and observable subsystem
represented by the state-space model {A,B,C,D}.

10.1.3 Matrix Fraction Description

Transfer functions can be factorized in several ways. As
matrices, in general, do not commute, the matrix frac-
tion description (MFD) form exists as a result of right
and left factorization, respectively [10.2, 6, 13]

G(s) = BR(s)A−1
R (s) = A−1

L (s)BL(s) ,

where AR(s), BR(s), AL(s), and BL(s) are all stable
transfer function matrices. In [10.2] it is shown that
the right and left MFDs can be related to stabiliz-
able and detectable state-space models, respectively. To
outline the procedure consider first the right matrix frac-
tion description (RMFD) G(s) = BR(s)A−1

R (s). For the
sake of simplicity the practical case of D = 0 will be
considered. Assuming that {A,B} is stabilizable, ap-
ply a state feedback to stabilize the closed-loop system
using a gain matrix K ∈ R

nu× nx

u(t) =−Kx(t) ,

then the RMFD components can be derived in
a straightforward way as

BR(s) = C(sI−A+BK)−1B ,

AR(s) = I−K(sI−A+BK)−1B .

It can be shown that G(s) = BR(s)A−1
R (s) will not be

a function of the stabilizing gain matrix K, however,
the proof is rather involved [10.2]. Also, following the
above procedure, both BR(s) and AR(s) will be stable
transfer function matrices.

In a similar way, assuming that {A,C} is detectable,
apply a state observer to detect the closed-loop system
using a gain matrix L. Then the left matrix fraction
description (LMFD) components can be obtained as

BL(s) = C(sI−A+LC)−1B ,

AL(s) = I−C(sI−A+LC)−1L ,

being stable transfer function matrices. Again, G(s) =
A−1

L (s)BL(s) will be independent of L.
Concerning the coprime factorization, an important

relation, the Bezout identity, will be used, which holds
for the components of the RMFD and LMFD coprime
factorization(

XL(s) YL(s)

−BL(s) AL(s)

)(
AR(s) −YR(s)

BR(s) XR(s)

)

=
(

AR(s) −YR(s)

BR(s) XR(s)

)(
XL(s) YL(s)

−BL(s) AL(s)

)
= I ,

where

YR(s) = K(sI−A+BK)−1L ,

XR(s) = I+C(sI−A+BK)−1L ,

YL(s) = K(sI−A+LC)−1L ,

XL(s) = I+K(sI−A+LC)−1B .

Note that the Bezout identity plays an important role
in control design. A good review on this can be found
in [10.1]. Also note that a MFD factorization can be
accomplished by using the Smith–McMillan form of
G(s) [10.1]. As a result of this procedure, however,
AR(s), BR(s), AL(s), and BL(s) will be polynomial ma-
trices. Moreover, both AR(s) and AL(s) will be diagonal
matrices.

10.2 All Stabilizing Controllers

In general, a feedback control system follows the struc-
ture shown in Fig. 10.5, where the control configuration
consists of two subsystems. In this general setup any
of the subsystems S1(s) or S2(s) may play the role of
the process or the controller [10.3]. Here {u1, u2} and
{y1, y2} are multivariable external input and output sig-

nals in general sense, respectively. Moreover, S1(s) and
S2(s) represent transfer function matrices according to

y1(s) = S1(s)[u1(s)+ y2(s)] ,
y2(s) = S2(s)[u2(s)+ y1(s)] .
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S1(s)
u1 e1 y1

S2(s)
e2 u2y2

Fig. 10.5 A general feedback configuration

Being restricted to linear systems the closed-loop
system is internally stable if and only if all the four
entries of the transfer function matrix

(
H11(s) H12(s)

H21(s) H22(s)

)

are asymptotically stable, where

(
e1(s)

e2(s)

)
=
(

u1(s)+ y2(s)

u2(s)+ y1(s)

)

=
(

H11(s) H12(s)

H21(s) H22(s)

)(
u1(s)

u2(s)

)

=
(

[I−S2(s)S1(s)]−1 [I−S2(s)S1(s)]−1S2(s)

[I−S1(s)S2(s)]−1S1(s) [I−S1(s)S2(s)]−1

)

×

(
u1(s)

u2(s)

)
.

Also, from

e1(s) = u1(s)+ y2(s) = u1(s)+S2(s)e2(s) ,

e2(s) = u2(s)+ y1(s) = u2(s)+S1(s)e1(s) ,

we have

(
e1

e2

)
=
(

H11(s) H12(s)

H21(s) H22(s)

)(
u1(s)

u2(s)

)

=
(

I −S2(s)

−S1(s) I

)−1 (
u1

u2

)
,

P (s)
z

yu

w

K (s)

Fig. 10.6 General control system configuration

K (s)Wr (s)

Wz1
(s)

z1

Wz2
(s)

z2

r

–
G (s)

Wd (s)
d

Gd (s)

u y

Fig. 10.7 A sample closed-loop control system

so for internal stability we need the transfer function
matrix(

[I−S2(s)S1(s)]−1 [I−S2(s)S1(s)]−1S2(s)

[I−S1(s)S2(s)]−1S1(s) [I−S1(s)S2(s)]−1

)

=
(

I −S2(s)

−S1(s) I

)−1

to be asymptotically stable [10.13].
In the control system literature a more practical, but

still general closed-loop control scheme is considered,
as shown in Fig. 10.6 with a generalized plant P(s) and
controller K(s) [10.6,13,14]. In this configuration u and
y represent the process input and output, respectively, w
denotes external inputs (command signal, disturbance
or noise), z is a set of signals representing the closed-
loop performance in general sense. The controller K(s)
is to be adjusted to ensure a stable closed-loop system
with appropriate performance.

As an example Fig. 10.7 shows a possible control
loop for tracking and disturbance rejection. Once the
disturbance signal d and the command signal (or set
point) signal r are combined to a vector-valued signal w,
the block diagram can easily be redrawn to match the
general scheme in Fig. 10.6. Note the Wd(s), Wr (s),
and Wz(s) filters introduced just to shape the system
performance. Since any closed-loop system can be re-
drawn to the general configuration shown in Fig. 10.5,

G (s)
d1 u y

K (s)
e – r

Fig. 10.8 Control system configuration including set point
and input disturbance
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the block diagram in Fig. 10.8 will be considered in the
sequel.

Adopting the condition earlier developed for inter-
nal stability with S1(s) = G(s) and S2(s) = −K(s) it
is seen that now we need asymptotic stability for the
following four transfer functions(

[I+K(s)G(s)]−1 [I+K(s)G(s)]−1K(s)

−[I+G(s)K(s)]−1G(s) [I+G(s)K(s)]−1

)
.

At the same time the block diagram of Fig. 10.8
suggests

e(s) = r(s)− y(s) = r(s)−G(s)K(s)e(s)

⇒ e(s) = [I+G(s)K(s)]−1r(s) ,

which leads to

u(s) = K(s)e(s) = K(s)[I+G(s)K(s)]−1r(s)

= Q(s)r(s) ,

where

Q(s) = K(s)[I+G(s)K(s)]−1 .

It can easily be shown that, in the case of a stable
G(s) plant, any stable Q(s) transfer function, in other
words Q parameter, results in internal stability. Rear-
ranging the above equation K(s) parameterized by Q(s)
exhibits all stabilizing controllers

K(s) = [I−Q(s)G(s)]−1Q(s) .

This result is known as the Youla parameteriza-
tion [10.13, 16]. Recalling u(s) = Q(s)r(s) and y(s) =
G(s)u(s) = G(s)Q(s)r(s) allows one to draw the block
diagram of the closed-loop system explicitly using Q(s)
(Fig. 10.9). The control scheme shown in Fig. 10.9 satis-
fies u(s) = Q(s)r(s) and y(s) = G(s)Q(s)r(s), moreover
the process modeling uncertainties (G(s) of the phys-
ical process and G(s) of the model, as part of the
controller are different) are also taken into account.
This is the well-known internal model controller (IMC)
scheme [10.17, 18].

Q (s)
r

–

–
Model

Controller

Plant

G (s)

G (s)

u y

Fig. 10.9 Internal model controller

A quick evaluation for the Youla parameterization
should point out a fundamental difference between de-
signing an overall transfer function T(s) from the r(s)
reference signal to the y(s) output signal using a nonlin-
ear parameterization by K(s)

y(s) = T(s)r(s) = G(s)K(s)[I+G(s)K(s)]−1r(s)

versus a design by

y(s) = T(s)r(s) = G(s)Q(s)r(s)

linear in Q(s).
Further analysis of the relation by y(s) = T(s)r(s) =

G(s)Q(s)r(s) indicates that Q(s) = G−1(s) is a reason-
able choice to achieve an ideal servo controller to ensure
y(s) = r(s). However, to intend to set Q(s) = G−1(s) is
not a practical goal for several reasons [10.2]:

• Non-minimum-phase processes would exhibit un-
stable Q(s) controllers and closed-loop systems• Problems concerning the realization of G−1(s) are
immediately seen regarding processes with positive
relative degree or time delay• The ideal servo property would destroy the distur-
bance rejection capability of the closed-loop system• Q(s) = G−1(s) would lead to large control effort• Effects of errors in modeling the real process by
G(s) need further analysis.

Replacing the exact inverse G−1(s) by an approximated
inverse is in harmony with practical demands.

To discuss the concept of handling processes with
time delay consider single-input single-output (SISO)
systems and assume that

G(s) = Gp(s)e−sTd ,

where Gp(s) = B(s)/A(s) is a proper transfer function
with no time delay and Td > 0 is the time delay. Recog-
nizing that the time delay characteristics is not invertible

y(s) = Tp(s)e−sTdr(s) = Gp(s)Q(s)e−sTdr(s)

can be assigned as the overall transfer function to
be achieved. Updating Fig. 10.9 for G(s) = B(s)/
A(s)e−sTd , Fig. 10.10 illustrates the control scheme.
A key point is here, however, that the parameteriza-
tion by Q(s) should consider only Gp(s) to achieve
Gp(s)Q(s) specified by the designer. Note that, in the
model shown in Fig. 10.10, uncertainties in Gp(s) and in
the time delay should both be taken into account when
studying the closed-loop system.
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Q (s)
r

–

–

Model

Controller

Plant

B (s)
A(s)

e–sTd
u y

B (s)
A(s)

e–sTd

Fig. 10.10 IMC control of a plant with time delay

K (s)
r

––

–

Model

Controller

Plant

B (s)
A(s)

e–sTd
u y

B (s)
A(s) e–sTd

Fig. 10.11 Controller using Smith predictor

The control scheme in Fig. 10.10 has been im-
mediately derived by applying the Youla param-
eterization concept for processes with time delay.
The idea, however, of letting the time delay ap-
pear in the overall transfer function and restricting
the design procedure to a process with no time
delay is more than 50 years old and comes from
Smith [10.19].

The fundamental concept of the design procedure
called the Smith predictor is to set up a closed-loop sys-
tem to control the output signal predicted ahead by the
time delay. Then, to meet the causality requirement, the
predicted output is delayed to derive the real system out-
put. All these conceptional steps can be summarized in
a control scheme; just redraw Fig. 10.10 to Fig. 10.11

G (s)

Q (s)

YL
0(s)

AL(s)BL(s)

XL
0–1

(s)

u

r

–

Plant

y

–

G (s)

Q (s)

YR
0 (s)

BR(s)AR(s)

XR
0–1

(s)

u

r

–

Plant

y

–

Fig. 10.12 Two different realizations of all stabilizing controllers for unstable processes

with

Q(s) = K (s)[I +Gp(s)K (s)]−1 .

The fact that the output of the internal loop can be
considered as the predicted value of the process output
explains the name of the controller. Note that the Smith
predictor is applicable for unstable processes as well.

In the case of unstable plants, stabilization of the
closed-loop system needs a more involved discussion.
In order to separate the unstable (in a more general
sense, the undesired) poles both the plant and the con-
troller transfer function matrices will be factorized to
(right or left) coprime transfer functions

G(s) = BR(s)A−1
R (s) = A−1

L (s)BL(s) ,

K(s) = YR(s)X−1
R (s) = X−1

L (s)YL(s) ,

where BR(s), AR(s), BL(s), AL(s), YR(s), XR(s), YL(s),
and XL(s) are all stable coprime transfer functions. Sta-
bility implies that BR(s) should contain all the right half
plane (RHP)-zeros of G(s), and AR(s) should contain
as RHP-zeros all the RHP-poles of G(s). Similar state-
ments are valid for the left coprime pairs. As far as the
internal stability analysis is concerned, assuming that
G(s) is strictly proper and K(s) is proper, the coprime
factorization offers the stability analysis via checking
the stability of
(

AR(s) −YR(s)

BR(s) XR(s)

)−1

and

(
XL(s) YL(s)

−BL(s) AL(s)

)−1

,

respectively. According to the Bezout identity [10.6,
13, 20] there exist XL(s) and YL(s) as stable transfer
function matrices satisfying

XL(s)AR(s)+YL(s)BR(s) = I .
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G (s)

K (sI–A+LC)–1L

C (sI–A+LC)–1L

K (sI–A+LC)–1B

C (sI–A+LC)–1B

u y
–

–

–

Q (s)

Plant r

Fig. 10.13 State-space realization of all stabilizing controllers de-
rived from LMFD components

G (s)

C (sI–A+BK)–1L

C (sI–A+BK)–1B

K (sI–A+BK)–1L

K (sI–A+BK)–1B

u y
–

–

–

Q (s)

Plant r

Fig. 10.14 State-space realization of all stabilizing controllers de-
rived from RMFD components

G (s)

Q (s)

L

A

∫...dt

K
–

–

CB

u y –

–

Plant r

Fig. 10.15 State-space realization of all stabilizing controllers

In a similar way, a left coprime pair of transfer func-
tion matrices XR(s) and YR(s) can be found by

BL(s)YR(s)+AL(s)XR(s) = I .

P (s)

Q (s)

z

yu

w

J (s)

Fig. 10.16 General control system using Youla
parameterization

The stabilizing K(s) = YR(s)X−1
R (s) = X−1

L (s)YL(s)
controllers can be parameterized as follows. Assume
that the Bezout identity results in a given stabilizing
controller K = Y0

R(s)X0
R
−1

(s) = X0
L
−1

(s)Y0
L(s), then

XR(s) = X0
R(s)−BR(s)Q(s) ,

YR(s) = Y0
R(s)+AR(s)Q(s) ,

XL(s) = X0
L(s)−Q(s)BL(s) ,

YL(s) = Y0
L(s)+Q(s)AL(s) ,

delivers all stabilizing controllers parameterized by any
stable proper Q(s) transfer function matrix with appro-
priate size.

Though the algebra of the controller design proce-
dure may seem rather involved, in terms of block dia-
grams it can be interpreted in several ways. In Fig. 10.12
two possible realizations are shown to support the
reader in comparing the results obtained for unstable
processes with those shown earlier in Fig. 10.9 to con-
trol stable processes.

Another obvious interpretation of the general design
procedure can also be read out from the realizations
of Fig. 10.12. Namely, the immediate loops around
G(s) along Y0

L(s) and X0
L
−1

(s) or along X0
R
−1

(s) and
Y0

R(s), respectively, stabilize the unstable plant, then
Q(s) serves the parameterization in a similar way as
originally introduced for stable processes.

Having the general control structure developed us-
ing LMFD or RMFD components (Fig. 10.12 gives
the complete review), respectively, we are in the po-
sition to show how the control of the state-space
model introduced earlier in Sect. 10.1 can be param-
eterized with Q(s). To visualize this capability recall
K(s) = X−1

L (s)Y0
L(s) and

BL(s) = C(sI−A+LC)−1B ,

AL(s) = I−C(sI−A+LC)−1L ,
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and apply these relations in the control scheme
of Fig. 10.12 using LMFD components.

Similarly, recall K(s) = Y0
R(s)X0

R
−1

(s) and

BR(s) = C(sI−A+BK)−1B ,

AR(s) = I−K(sI−A+BK)−1B ,

and apply these relations in the control scheme
of Fig. 10.12 using RMFD components.

To complete the discussion on the various interpre-
tations of the all stabilizing controllers, observe that
the control schemes in Figs. 10.13 and 10.14 both use
4 × n state variables to realize the controller dynamics
beyond Q(s). As Fig. 10.15 illustrates, equivalent reduc-
tion of the block diagrams of Figs. 10.13 and 10.14,
respectively, both lead to the realization of the all sta-
bilizing controllers. Observe that the application of the

LMFD and RMFD components lead to identical control
scheme.

In addition, any of the realizations shown in
Figs. 10.12–10.15 can directly be redrawn to form the
general control system scheme most frequently used
in the literature to summarize the structure of the
Youla parameterization. This general control scheme is
shown in Fig. 10.16. In fact, the state-space realization
by Fig. 10.15 follows the general control scheme shown
in Fig. 10.16, assuming z = 0 and w = r. The transfer
function J(s) itself is realized by the state estimator

and state feedback using the gain matrices L and K, as
shown in Fig. 10.15. Note that Fig. 10.16 can also be de-
rived from Fig. 10.6 by interpreting J(s) as a controller

stabilizing P(s), thus allowing one to apply an additional
all stabilizing Q(s) controller.

10.3 Control Performances

So far we have derived various closed-loop structures
and parameterizations attached to them only to ensure
internal stability. Stability, however, is not the only is-
sue for the control system designer. To achieve goals
in terms of the closed-loop performance needs further
considerations [10.2, 6, 13, 17]. Just to see an example:
in control design it is a widely posed requirement to
ensure zero steady-state error while compensating step-
like changes in the command or disturbance signals.
The practical solution suggests one to insert an inte-
grator into the loop. The same goal can be achieved
while using the Youla parameterization, as well. To il-
lustrate this action SISO systems will be considered.
Apply stable Q1(s) and Q2(s) transfer functions to form

Q(s) = sQ1(s)+ Q2(s) .

Then Fig. 10.9 suggests the transfer function between r
and r − y to be

1− Q(s)G(s) .

To ensure

1−[Q(s)G(s)]s=0 = 0

we need

Q2(s)(0) = [G(0)]−1 .

Alternatively, using state models the selection accord-
ing to

Q(0) = 1/[C(−A+BK+LC)−1B]
will insert an integrator to the loop.

Several criteria exist to describe the required per-
formances for the closed-loop performance. To be able
to design closed-loop systems with various perfor-
mance specifications, appropriate norms for the signals
and systems involved should be introduced [10.13,
17].

10.3.1 Signal Norms

One possibility to characterize the closed-loop perfor-
mance is to integrate various functions derived from the
error signal. Assume that a generalized error signal z(t)
has been constructed. Then

‖z(t)‖v =
( ∞∫

0

|z|v dt

)1/v

defines the Lv norm of z(t) with v as a positive integer.
The relatively easy calculations required for the

evaluations made the L2 norm the most widely used cri-
terion in control. A further advantage of the quadratic
function is that energy represented by a given signal
can also be taken into account in this way in many
cases. Moreover, applying the Parseval’s theorem the L2
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norm can be evaluated using the signal described in the
frequency domain. Namely having z(s) as the Laplace
transform of z(t)

z(s) =
∞∫

0

z(t)e−st dt

the Parseval’s theorem offers the following closed form
to calculate the L2 norm as

‖z(t)‖2 = ‖z(s)
∣∣
s=iω‖2 = ‖z(iω)‖2

=̂
(

1

2π

∞∫
−∞

|z(iω)|2 dω

)1/2

.

Another important selection for v takes v → ∞, which
results in

‖z(t)‖∞ = sup
t

|z(t)|

and is interpreted as the largest or worst-case error.

10.3.2 System Norms

Frequency functions are extremely useful tools to an-
alyze and design SISO closed-loop control systems.
MIMO systems, however, exhibit an input-dependent,
variable gain at a given frequency. Consider a MIMO
system given by a transfer function matrix G(s) and
driven by an input signal w and delivering an output sig-
nal z. The norm ‖z(iω)‖ = ‖G(iω)w(iω)‖ of the system
output z depends on both the magnitude and direction
of the input vector w(iω), where ‖. . .‖ denotes Eu-
clidean norm. The associated norms are therefore called
induced norms. Bounds for ‖z(iω)‖ are given by

σ(G(iω)) ≤ ‖G(iω)w(iω)‖
‖w(iω)‖ ≤ σ (G(iω)) ,

where σ (G(iω)) and σ (G(iω)) denote the minimum and
maximum values of the singular values of G(iω), re-
spectively. The most frequently used system norms are
the H2 and H∞ norms defined as follows

‖G‖2 =
(

1

2π

∞∫
−∞

trace[G�
(−iω)G(iω)]dω

)1/2

and

‖G‖∞ = sup
ω

σ (G(iω)) .

It is clear that the system norms – as induced norms
– can be expressed by using signal norms. Introducing

g(t) as the unit impulse response of G(s) the Parseval’s
theorem suggests expressing the H2 system norm by the
L2 signal norm

‖G‖2
2 =

∞∫
0

trace[g�
(t)g(t)]dt .

Further on, the H∞ norm can also be expressed as

‖G‖∞ = sup
ω

max
w

(‖G(iω)w‖
‖w‖ where w 
= 0

and w ∈ C
nw

)
,

where w denotes a complex-valued vector. For a dy-
namic system the above expression leads to

‖G‖∞ = sup
w

( ‖z(t)‖2

‖w(t)‖2
where ‖w(t)‖2 
= 0

)
,

if G(s) is stable and proper. The above expression
means that the H∞ norm can be expressed by L2 signal
norm.

Assume a linear system given by a state model
{A,B,C} and calculate its H2 and H∞ norms. Trans-
forming the state model to a transfer function matrix

G(s) = C(sI−A)−1B

the H2 norm is obtained by

‖G‖2
2 = trace(CP0C

�
) = trace(B

�
PcB) ,

where Pc and P0 are delivered by the solution of the
Lyapunov equations

AP0 +P0A
� +BB

� = 0 ,

PcA+A
�

Pc +C
�

C = 0 .

The calculation of the H∞ norm can be performed via
an iterative procedure, where in each step an H2 norm
is to be minimized. Assuming a stable system, construct
the Hamiltonian matrix

H =
(

A 1
γ 2 BB

�

−C
�

C −A
�

)
.

For large γ the matrix H has nx eigenvalues with neg-
ative real part and nx eigenvalues with positive real
part. As γ decreases these eigenvalues eventually hit the
imaginary axis. Thus

‖G‖∞ = inf
γ>0

(γ ∈ R : H has no eigenvalues

with zero real part) .
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Note that each step within the γ -iteration procedure
is after all equivalent to solve an underlying Riccati
equation. The solution of the Riccati equation will be
detailed later on in Sect. 10.4.

So far stability issues have been discussed and sig-
nal and system norms, as performance measures, have
been introduced to evaluate the overall operation of

the closed-loop system. In the sequel the focus will
be turned on design procedures resulting in both stable
operation and expected performance. Controller design
techniques to achieve appropriate performance mea-
sures via optimization procedures related to the H2
and H∞ norms will be discussed, respectively [10.6,
21].

10.4 H2 Optimal Control

To start the discussion consider the general control sys-
tem configuration shown in Fig. 10.6 describe the plant
by the transfer function(

z
y

)
=
(

G11 G12

G21 G22

)(
w

u

)

or equivalently, by a state model⎛
⎜⎝

ẋ
z
y

⎞
⎟⎠=

⎛
⎜⎝

A B1 B2

C1 0 D12

C2 D21 0

⎞
⎟⎠
⎛
⎜⎝

x
w

u

⎞
⎟⎠ .

Assume that (A,B1) is controllable, (A,B2) is stabiliz-
able, (C1,A) is observable, and (C2,A) is detectable.
For the sake of simplicity nonsingular D

�
12D12 and

D21D
�
21 matrices, as well as D

�
12C1 = 0 and D21B

�
1 = 0

will be considered.
Using a feedback via K(s)

u =−K(s)y ,

the closed-loop system becomes

z = F[G(s),K(s)]w ,

where

F[G(s),K(s)] = G11(s)−G12(s)[I+K(s)G22(s)]−1

K(s)G21(s) .

Aiming at designing optimal control in H2 sense the
J2 = ‖F(G(iω),K(iω))‖2

2 norm is to be minimized by
a realizable K(s). Note that this control policy can be
interpreted as a special case of the linear quadratic
(LQ) control problem formulation. To show this rela-
tion assume a weighting matrix Qx assigned for the state
variables and a weighting matrix Ru assigned for the
input variables. Choosing

C1 =
(

Q1/2
x

0

)
and D12 =

(
0

R1/2
u

)

and

z = C1x+D12u

as an auxiliary variable the well-known LQ loss func-
tion can be reproduced with

Qx = (Q1/2
x
)�

Q1/2
x and Ru = (R1/2

u
)�

R1/2
u .

Up to this point the feedback loop has been set up and
the design problem has been formulated to find K(s)
minimizing J2 = ‖F(G(iω),K(iω))‖2

2. Note that the op-
timal controller will be derived as a solution of the
state-feedback problem. The optimization procedure is
discussed below.

10.4.1 State-Feedback Problem

If all the state variables are available then the state vari-
able feedback

u(t) =−K2x(t)

is used with the gain

K2 = (D
�
12D12)−1B

�
2 Pc ,

where Pc represents the positive-definite or positive-
semidefinite solution of the

A
�

Pc +PcA−PcB2
(
D

�
12D12

)−1B
�
2 Pc +C

�
1 C1 = 0

Riccati equation. According to this control law the

A−B2K2

matrix will determine the closed-loop stability.
As far as the solution of the Riccati equation is

concerned, an augmented problem setup can turn this
task to an equivalent eigenvalue–eigenvector decompo-
sition (EVD). In details, the EVD decomposition of the
Hamiltonian matrix

H =
(

A −B2
(
D

�
12D12

)−1B
�
2

−C
�
1 C1 −A

�

)
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will separate the eigenvectors belonging to stable and
unstable eigenvalues, then the positive-definite Pc ma-
trix can be calculated from the eigenvectors belonging
to the stable eigenvalues. Denote � the diagonal ma-
trix containing the stable eigenvalues and collect the
associated eigenvectors to a block matrix(

F
G

)
,

i. e.,

H

(
F
G

)
=
(

F
G

)
� .

Then it can be shown that the solution of the Riccati
equation is obtained by

Pc = GF−1 .

At the same time it should be noted that there exist
further, numerically advanced procedures to find Pc.

10.4.2 State-Estimation Problem

The optimal state estimation (state reconstruction) is
the dual of the optimal control task [10.1, 4]. The esti-
mated states are derived as the solution of the following
differential equation:

˙̂x(t) = Ax̂(t)+B2u(t)+L2[y(t)−C2 x̂(t)] ,
where

L2 = P0C
�
2 (D21D

�
21)−1

and the P0 matrix is the positive-definite or positive-
semidefinite solution of the Riccati equation

P0A
� +AP0 −P0C

�
2

(
D21D

�
21

)−1C2P0 +B1B
�
1 = 0 .

Note that the

A−P0C
�
2

(
D21D

�
21

)−1C2

matrix characterizing the closed-loop system is stable,
i. e., all its eigenvalues are on the left-hand half plane.

Remark 1: Putting the problem just discussed so far into
a stochastic environment the above state es-
timation is also called a Kalman filter.

Remark 2: The gains L2 ∈ R
nx × ny and K2 ∈ R

nu× nx

have been introduced and applied in earlier
stages in this chapter to create the LMFD
and RMFD descriptions, respectively. Here
their optimal values have been derived in H2
sense.

B

A

∫ dt
–

CL
x̂ ŷ

u

y

C

A

∫ dt
–

KB

a)

b)

u x

y

ur

Fig. 10.17 Duality of state control and state estimation

Remark 3: State control and state estimation exhibit
dual properties and share some common
structural features. Comparing Fig. 10.17a
and b it is seen that the structure of the state
feedback control and that of the full order
observer resemble each other to a large ex-
tent. The output signal, as well as the L
and C matrices in the observer, play iden-
tical role as the control signal, as do the B
and K matrices in state feedback control.
Parameters in the matrices L and K are to
be freely adjusted for the observer and for
the state feedback control, respectively. In
a sense, calculating the controller and ob-
server feedback gain matrices represent dual
problems. In this case duality means that
any of the structures shown in Fig. 10.17a,b
can be turned to its dual form by revers-
ing the direction of the signal propagation,
interchanging the input and output signals
(u ↔ y), and transforming the summation
points to signal nodes and vice versa.

10.4.3 Output-Feedback Problem

If the state variables are not available for feedback the
optimal control law utilizes the reconstructed states. In
case of designing optimal control in H2 sense the con-
trol law u(t) =−K2x(t) is replaced by u(t) =−K2 x̂(t).
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It is important to prove that the joint state estimation and
control lead to stable closed-loop control. The proof is
based on observing that the complete system satisfies
the following state equations(

ẋ
ẋ− ˙̂x

)
=
(

A−B2K2 B2K2

0 A−L2C2

)(
x

x− x̂

)

+
(

B1

B1 −L2D21

)
w .

This form clearly shows that the poles introduced by the
controller and those introduced by the observer are sep-
arated from each other. The concept is therefore called
the separation principle. The importance of this obser-
vation lies in the fact that, in the course of the design
procedure the controller poles and the observer poles
can be assigned independently from each other. Note
that the control law u(t) =−K2 x̂(t) still exhibits an op-
timal controller in the sense that ‖F(G(iω),K(iω))‖2 is
minimized.

10.5 H∞ Optimal Control

Herewith below the optimal control in H∞ sense will be
discussed. The H∞ optimal control minimizes the H∞
norm of the overall transfer function of the closed-loop
system

J∞ = ‖F(G(iω),K(iω))‖∞
using a state variable feedback with a constant gain,
where F[G(s),K(s)] denotes the overall transfer func-
tion matrix of the closed-loop system [10.2,6,6,13]. To
minimize J∞ requires rather involved procedures. As
one option, γ -iteration has already been discussed ear-
lier. In short, as earlier discussions on the norms pointed
out, the H∞ norm can be calculated using L2 norms by

J∞=̂ sup

( ‖z‖2

‖w‖2
: ‖w‖2 
= 0

)
.

10.5.1 State-Feedback Problem

If all the state variables are available then the state vari-
able feedback

u(t) =−K∞x(t)

is used with the gain K∞ minimizing J∞. Similarly to
the H2 optimal control discussed earlier, in each step
of the γ -iteration K∞ can be obtained via Pc as the
symmetrical positive-definite or positive-semidefinite
solution of the

A
�

Pc +PcA−PcB2
(
D

�
12D12

)−1B
�
2 Pc

+γ−2PcB1B
�
1 Pc +C

�
1 C1 = 0

Riccati equation, provided that the matrix

A−B2
(
D

�
12D12

)−1B
�
2 Pc +γ−2B1B

�
1 Pc

represents a stable system (i. e., all the eigenvalues are
on the left-hand half plane). Once Pc belonging to the
minimal γ value has been found the state variable feed-
back is realized by using the feedback gain matrix of

K∞ = (D
�
12D12)−1B

�
2 Pc .

10.5.2 State-Estimation Problem

The optimal state estimation in H∞ sense requires to
minimize

J0∞=̂ sup

(‖z − ẑ‖2

‖w‖2
: ‖w‖2 
= 0

)

as a function of L. Again, minimization can be per-
formed by γ -iteration. Specifically, γmin is looked for to
satisfy J0∞ < γ with γ > 0 for all w. To find the optimal
L∞ gain the symmetrical positive-definite or positive-
semidefinite solution of the following Riccati equation
is required

P0A
� +AP0 −P0C

�
2

(
D12D

�
12

)−1C2P0

+γ−2P0C
�
1 C1P0 +B1B

�
1 = 0

provided that

A−P0C
�
2

(
D12D

�
12

)−1C2 +γ−2P0C
�
1 C1

represents a stable system, i. e., it has all its eigenval-
ues on the left-hand half plane. Finding the solution P0
belonging to the minimal γ value, the optimal feedback
gain matrix is obtained by

L∞ = P0C
�
2

(
D21D

�
21

)−1
.

Then

˙̂x(t) = Ax̂(t)+B2u(t)+L∞[y(t)−C2 x̂(t)]
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is in complete harmony with the filtering procedure ob-
tained earlier for the state reconstruction in H2 sense.

10.5.3 Output-Feedback Problem

If the state variables are not available for feedback then
a K(s) controller satisfying J∞ < γ is looked for. This
controller, similarly to the procedure followed by the
H2 optimal control design, can be determined in two
phases: first the unavailable states are to be estimated,
then state feedback driven by the estimated states is to
be realized. As far as the state feedback is concerned,
similarly to the H2 optimal control law, the H∞ optimal
control is accomplished by

u(t) =−K∞ x̂(t) .

However, the H∞ optimal state estimation is more in-
volved than the H2 optimal state estimation. Namely
the H∞ optimal state estimation includes the worst-case
estimation of the exogenous w input, and the feedback
matrix L∞ needs to be modified, too. The L∗∞ modified
feedback matrix takes the following form

L∗∞ = (I−γ−2P0Pc
)−1L∞

= (I−γ−2P0Pc
)−1P0C

�
2 (D21D

�
21)−1 ,

then the state estimation applies the above gain accord-
ing to

˙̂x(t) = (A+B1γ
−2B

�
1 Pc)x̂(t)+B2u(t)

+L∗∞[y(t)−C2 x̂(t)] .
Reformulating the above results into a transfer function
form gives

K(s) = K∞
(
sI−A−B1γ

−2B
�
1 Pc +B2K∞

+L∗∞C2
)−1L∗∞ .

The above K(s) controller satisfies the norm inequal-
ity ‖F(G(iω),K(iω))‖∞ < γ and it results in a stable
control strategy if the following three conditions are
satisfied [10.6]:

• Pc is a symmetrical positive-semidefinite solution of
the algebraic Riccati equation

A
�

Pc +PcA−PcB2
(
D

�
12D12

)−1B
�
2 Pc

+γ−2PcB1B
�
1 Pc +C

�
1 C1 = 0 ,

provided that

A−B2(D
�
12D12)−1B

�
2 Pc +γ−2B1B

�
1 Pc

is stable.• P0 is a symmetrical positive-semidefinite solution of
the algebraic Riccati equation

P0A
� +AP0 −P0C

�
2

(
D21D

�
21

)−1C2P0

+γ−2P0C
�
1 C1P0 +B1B

�
1 = 0 ,

provided that

A−P0C
�
2

(
D21D

�
21

)−1C2 +γ−2P0C
�
1 C1

is stable.• The largest eigenvalue of PcP0 is smaller than γ 2

ρ(PcP0) < γ 2 .

The H∞ optimal output feedback control design pro-
cedure minimizes the ‖F(G(iω),K(iω))‖∞ norm via
γ -iteration and while γmin is looked for all the three con-
ditions above should be satisfied. The optimal control in
H∞ sense is accomplished by K(s) belonging to γmin.

Remark: Now that we are ready to design optimal
controllers in H2 or H∞ sense, respectively, it is worth
devoting a minute to analyze what can be expected from
these procedures. To compare the nature of the H2 ver-
sus H∞ norms a relation for ‖G‖2 should be found,
where the ‖G‖2 norm is expressed by the singular val-
ues. It can be shown that

‖G‖2 =
(

1

2π

∞∫
−∞

∑
i

σ2
i (G(iω))dω

)1/2

.

Comparing now the above expression with

‖G‖∞ = sup
ω

σ (G(iω))

it is seen that ‖G‖∞ represents the largest possible sin-
gular value, while ‖G‖2 represents the sum of all the
singular values over all frequencies [10.6].

10.6 Robust Stability and Performance

When designing control systems, the design proce-
dure needs a model of the process to be controlled.
So far it has been assumed that the design procedure

is based on a perfect model of the process. Stabil-
ity analysis based on the nominal process model can
be qualified as nominal stability (NS) analysis. Sim-
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ilarly, closed-loop performance analysis based on the
nominal process model can be qualified as nominal
performance (NP) analysis. It is evident, however, that
some uncertainty is always present in the model. More-
over, an important purpose of using feedback is even
to reduce the effects of uncertainty involved in the
model. The classical approach introduced the notions
of the phase margin and gain margin as measures to
handle uncertainty. However, these measures are rather
crude and contradictory [10.13, 22]. Though they work
fine in a number of practical applications, they are not
capable of supporting the design for processes exhibit-
ing unusual frequency behavior (e.g., slightly damped
poles). The postmodern era of control theory places
special emphasis on modeling of uncertainties. Specif-
ically, wide classes of structured, as well as additively
or multiplicatively unstructured uncertainties have been
introduced and taken into account in the design proce-
dure. Modeling, analysis, and synthesis methods have
been developed under the name robust control [10.17,
23, 24]. Note that the linear quadratic regulator (LQR)
design method inherits some measures of robustness,
however, in general the pure structure of the LQR regu-
lators does not guarantee stability margins [10.1, 6].

As far as the unstructured uncertainties are con-
cerned, let G0(s) denote the nominal transfer function
matrix of the process. Then the true plant behavior can
be expressed by

G(s) = G0(s)+�a(s) ,

G(s) = G0(s)[I+�i(s)] ,
G(s) = [I+�o(s)]G0(s) ,

where �a(s) represents an additive perturbation, �i(s)
an input multiplicative perturbation, and �o(s) an out-
put multiplicative perturbation. These perturbations are
assumed to be frequency independent with bounded
‖�•(s)‖∞ norms concerning their size. Frequency de-
pendence can easily be added to the perturbations by
using appropriate pre- and post-filters.

All the above three perturbation models can be
transformed to a common form

G(s) = G0(s)+W1(s)�(s)W2(s) ,

where ‖�(s)‖∞ ≤ 1. Uncertainties extend the gen-
eral control system configuration outlined earlier
in Fig. 10.6. The nominal plant now is extended by
a block representing the uncertainties and the feedback
is still applied in parallel as Fig. 10.18 shows. This stan-
dard model removes �(s), as well as the K(s) controller
from the closed-loop system and lets P(s) represent the

ΔΔ (s)

K (s)

z

yΔ

y

uΔ

u

w P (s)

Fig. 10.18 Standard model of control system extended by
uncertainties

rest of the components. It may involve additional output
signals (z) and a set of external signals (w) including the
set point.

Using a priori knowledge on the plant the concept
of the uncertainty modeling can further be improved.
Separating identical and independent technological
components into groups the perturbations can be ex-
pressed as structured uncertainties

�(s) = diag [�1(s),�2(s), . . . ,�r (s)] , where

‖�i (s)‖∞ ≤ 1 i = 1 . . . r .

Structured uncertainties clearly lead to less conserva-
tive design as the unstructured uncertainties may want
to take care of perturbations never occurring in practice.

Consider the following control system (Fig. 10.19)
as one possible realization of the standard model shown
in Fig. 10.18. As a matter of fact here the common
form of the perturbations is used. Derivation is also
straightforward from the standard form of Fig. 10.18
with z = 0 and w = r. Handling the nominal plant and
the feedback as one single unit described by R(s) = [I+
K(s)G0(s)]−1K(s), condition for the robust stability can
easily be derived by applying the small gain theorem
(Fig. 10.20). The small gain theorem is the most funda-
mental result in robust stabilization under unstructured
perturbations. According to the small gain theorem any
closed-loop system consisting of two stable subsystems
G1(s) and G2(s) results in stable closed-loop system
provided that

‖G1(iω)‖∞‖G2(iω)‖∞ < 1 .

W1(s)Δ(s)W2(s)

y
G0(s)K (s)

u

–

r

Fig. 10.19 Control system with uncertainties
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R (s)

W1(s)ΔΔ (s)W2(s)

–

Fig. 10.20 Reduced control system with uncertainties

Applying the small gain theorem to the stabil-
ity analysis of the system shown in Fig. 10.20, the
condition

‖W2(iω)R(iω)W1(iω)�(iω)‖∞ < 1

guarantees closed-loop stability. As

‖W2(iω)R(iω)W1(iω)�(iω)‖∞ ≤
‖W2(iω)R(iω)W1(iω)‖∞‖�‖∞ and

‖�(iω)‖∞ ≤ 1 ,

thus the stability condition reduces to

‖W2(iω)R(iω)W1(iω)‖∞ < 1 .

To support the closed-loop design procedure for
robust stability introduce the γ -norm ‖W2(iω)R(iω)
W1(iω) �(iω)‖∞ = γ < 1. Finding K(s) such that the
γ -norm is kept at its minimum the maximally stable
robust controller can be constructed.

The performance of a closed-loop system can be
rather conservative in case of having structural infor-
mation on the uncertainties. To avoid this drawback in
the design procedure the so-called structural singular
value is used instead of the H∞ norm (being equal to the
maximum of the singular value). The structured singular
value of a matrix M is defined as

μΔ(M)=̂[min(k| det(I− kMΔ) = 0

for structured Δ, σ (Δ) ≤ 1)
]−1

,

where Δ has a block-diagonal form of Δ = diag(. . .
Δi . . .) and σ (Δ) ≤ 1. This definition suggests the fol-
lowing interpretation: a large value of μΔ(M) indicates
that even a small perturbation can make the I−MΔ

matrix singular. On the other hand a small value of
μΔ(M) represents favorable conditions in this sense.
The structured singular value can be considered as the
generalization of the maximal singular value [10.6, 13].

Using the notion of the structured singular value the
condition for robust stability (RS) can be formulated
as follows. Robust stability of the closed-loop system
is guaranteed if the maximum of the structured singu-
lar value of W2(iω)R(iω)W1(iω) lies within the unity
uncertainty radius

sup
ω

μΔ(W2(iω)R(iω)W1(iω)) < 1 .

Designing robust control systems is a far more in-
volved task than testing robust stability. The design
procedure minimizing the supremum of the structured
singular value is called structured singular value syn-
thesis or μ-synthesis. At this moment there is no direct
method to synthesize a μ-optimal controller. Related
algorithms to perform the minimization are discussed
in the literature under the term DK-iteration [10.6].
In [10.6] not only a detailed discussion is presented,
but also a MATLAB program is shown to provide bet-
ter understanding of the iterations to improve the robust
performance conditions.

So far the robust stability issue has been discussed in
this section. It has been shown that the closed-loop sys-
tem remains stable, i. e., it is robustly stable, if stability
is guaranteed for all possible uncertainties. In a simi-
lar way, the notion of robust performance (RP) is to be
worked out. The closed-loop system exhibits robust per-
formance if the performance measures are kept within
a prescribed limit even for all possible uncertainties,
including the worst case, as well. Design considera-
tions for the robust performance have been illustrated
in Fig. 10.18.

As the system performance is represented by the
signal z, robust performance analysis is based on inves-
tigating the relation between the external input signal w

and the performance output z

z = F[G(s),K(s),Δ(s)]w .

Defining a performance measure on the transfer func-
tion matrix F[G(s),K(s),Δ(s)] by

J[F(G,K,Δ)]
the performance of the transfer function from the ex-
ogenous inputs w and to outputs z can be calculated.
The maximum of the performance – even in the worst
case possibly delivered by the uncertainties – can be
evaluated by

sup
Δ

{J[F(G,K,Δ)] : ‖Δ‖∞ < 1} .

Based on this value the robust performance of the sys-
tem can be judged. If the robust performance analysis is
to be performed in H∞ sense, the measure to be applied
is

J∞ = ‖F[G(iω),K(iω),Δ(iω)]‖∞ .

In this case the prespecified performance can be normal-
ized and the limit can be selected as 1. So equivalently,
the robust performance requirement can be formulated
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ΔΔ(s)

ΔΔp(s)

K (s)

z

yΔ

y

uΔ

u

w P (s)

Fig. 10.21 Design for robust performance traced back to
robust stability

as

‖F[G(iω),K(iω),Δ(iω)]‖∞ < 1 ,

∀‖Δ(iω)‖∞ ≤ 1 .

Robust performance analysis can formally be traced
back to robust stability analysis. In this case a fictitious
Δp uncertainty block representing the nominal perfor-
mance requirements should be inserted across w and z
(Fig. 10.21). Then introducing the

(
Δp 0
0 Δ

)

matrix of the uncertainties gives a pleasant way to trace
back the robust performance problem to the robust sta-
bility problem.

If robust performance synthesis is used the per-
formance measure must be minimized. In this case
μ-optimal design problem can be solved as an extended
robust stability design problem.

10.7 General Optimal Control Theory

In the previous sections design techniques have been
presented to control linear or linearized plants. Min-
imization of L2, H2 or H∞ loss functions all resulted in
linear control strategies. In practice, however, both the
processes and the control actions are mostly nonlinear,
e.g., control inputs are typically constrained or saturated
in various technologies, and time-optimal control needs
to alter the control input instantaneously.

To cover a wider class of control problems the con-
trol tasks minimizing loss functions can be formulated
in a more general framework [10.25–31]. Restricted to
deterministic problems consider the following process
to be controlled

ẋ(t) = f (x(t),u(t), t) , 0 ≤ t ≤ T ,

x(0) : given ,

where x(t) denotes the state variables available for state
feedback, and u(t) is the control input. The control per-
formance is expressed via the loss function constructed
by penalizing terms VT and V

J = VT (x(T ), T )+
T∫

0

V [x(t),u(t), t]dt .

Designing an optimal controller is equivalent to mini-
mize the above loss function.

Denote by J∗(x(t), t) the optimal value of the loss
function while the system is governed from an initial

state x(0) to a final state x(T ). The principle of dynamic
programming [10.32] determines the optimal control
law by

min
u∈U

{
V [x(t),u(t), t]+ ∂J∗[x(t), t]

∂x� f [x(t),u(t), t]
}

=−∂J∗[x(t), t]
∂t

,

where the optimal loss function satisfies

J∗[x(T ), T ] = VT [x(T ), T ] .
The equation of the optimal control law is called the
Hamilton–Jacobi–Bellman (HJB) equation in the con-
trol literature.

Note that the L2 and H2 optimal control policies dis-
cussed earlier can be regarded as the special case of the
dynamic programming, where the process is linear and
the loss function is quadratic, and moreover the control
horizon is infinitely large and the control input is not
restricted. Thus the linear system

ẋ(t) = Ax(t)+Bu(t)

with the loss function

J = 1

2

∞∫
0

(
x
�

Qx x+u
�

Ruu
)

dt

requires the optimal control via state-variable feedback

u(t) =−R−1
u B

�
Px(t) ,
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Fig. 10.22 Relay, relay with dead zone, and saturation function to be applied for each vector entry

where Qx ≥ 0 and Ru > 0, and finally the P matrix is
derived as the solution of the following algebraic Ric-
cati equation

A
�

P+PA−PBR−1
u B

�
P+Qx = 0 .

At this point it is important to restate the importance
of stabilizability and detectability conditions. Without
satisfying these conditions, an optimizing controller
merely optimizes the cost function and may not stabilize
the closed-loop system. In particular, for the LQR prob-
lem just discussed, it is important to state that {A,B} is
stabilizable and {A,Q1/2

x } is detectable.
The HJB equation can be reformulated. To do so,

introduce the auxiliary variable λ(t) along the optimal
trajectory by

λ(t)=̂∂J[x(t), t]
∂x

.

Apply λ(t) to define the following Hamiltonian function

H(x, u, t)=̂V (x, u, t)+λ
�

f (x, u, t) .

Then according to the Pontryagin minimum principle

∂H

∂λ
= ẋ(t) ,

∂H

∂x
=−λ̇(t) ,

as well as

u∗(t) = arg min
u∈U

H

hold. (Note that if the control input is not restricted then
the last equation can be written as ∂H/∂u = 0.)

Applying the minimum principle for time-invariant
linear dynamic systems with constrained input (|ui | ≤ 1,
i = 1 . . . nu), various loss functions will lead to special

optimal control laws. Having the Hamiltonian function
in a general form of

H(x, u) = V (x, u)+λ
�

(Ax+Bu) ,

various optimal control strategies can be formulated by
assigning suitable V (x(t), t) loss functions:

• If the goal is to achieve minimal transfer time, then
assign V (x, u) = 1.• If the goal is to minimize fuel consumption, then
assign V (x, u) = u

�
sign (u).• If the goal is to minimize energy consumption, then

assign V (x, u) = 1
2 u

�
u.

Then the application of the minimum principle provides
closed forms for the optimal control, namely:

• Minimal transfer time requires u0(t) =−sign (B
�
λ)

(relay control)• Minimal fuel consumption requires u0(t) = −sgzm
(B

�
λ) (relay with dead zone)• Minimal energy consumption requires u0(t) =

−sat (B
�
λ) (saturation).

These examples clarify that even for linear systems the
optimal control policies can be (and typically are) non-
linear. The nonlinear relations participating in the above
control laws are shown in Fig. 10.22.

Dynamic programming is a general concept allow-
ing the exact mathematical handling of various control
strategies. Apart from the simplest cases, however, the
optimal control law needs demanding computer-aided
calculations. In the next section a special class of op-
timal controllers will be considered. These controllers
are called predictive controllers and they require re-
stricted calculation complexity, however, result in good
performance.
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10.8 Model-Based Predictive Control

As we have seen so far most control system design
methods assume a mathematical model of the process
to be controlled. Given a process model and knowl-
edge on the external system inputs the process output
can be predicted to some extent. To characterize the
behavior of the closed-loop system a combined loss
function can be constructed from the values of the pre-
dicted process outputs and that of the associated control
inputs. Control strategies minimizing this loss function
are called model-based predictive control (MPC). Re-
lated algorithms using special loss functions can be
interpreted as an LQ (linear quadratic) problem with
finite horizon. The performance of well-tuned predic-
tive control algorithms is outstanding for processes
with dead time. Specific model-based predictive control
algorithms are also known as dynamic matrix con-
trol (DMC), generalized predictive control (GPC), and
receding horizon control (RHC) [10.33–41]. Due to
the nature of the model-based control algorithms the
discrete-time (sampled-data) version of the control al-
gorithms will be discussed in the sequel. Also, most of
the detailed discussion is reduced for SISO systems in
this section.

The fundamental idea of predictive control can
be demonstrated through the DMC algorithm [10.40],
where the process output sample y(k+1) is predicted
by using all the available process input samples up to
the discrete time instant k (k = 0, 1, 2 . . .) via a linear
function func

ŷ(k+1) = func[u(k), u(k−1), u(k−2),

u(k−3), . . .] .

Repeating the above one-step-ahead prediction for fur-
ther time instants as

ŷ(k+2) = func[u(k+1), u(k), u(k−1),

u(k−2), . . .] ,
ŷ(k+3) = func[u(k+2), u(k+1), u(k),

u(k−1), . . .] ,
...

requires the knowledge of future control actions u(k+
1), u(k+2), u(k+3), . . . , as well. Introduce the free re-
sponse involving the future values of the process input
obtained provided no change occurs in the control input

at time k

y∗(k+1) = func[u(k) = u(k−1), u(k−1),

u(k−2), u(k−3), . . .] ,
y∗(k+2) = func[u(k+1) = u(k−1), u(k) =

u(k−1), u(k−1), u(k−2), . . .] ,
y∗(k+3) = func[u(k+2) = u(k−1), u(k+1) =

u(k−1), u(k) = u(k−1), u(k−1), . . .] ,
...

Using the free response just introduced above the pre-
dicted process outputs can be expressed by

ŷ(k+1) = s1Δu(k)+ y∗(k+1)

ŷ(k+2) = s1Δu(k+1)+ s2Δu(k)+ y∗(k+2)

ŷ(k+3) = s1Δu(k+2)+ s2Δu(k+1)+ s3Δu(k)

+ y∗(k+3) ,
...

where

Δu(k+ i) = u(k+ i)−u(k+ i −1) ,

and si denotes the i-th sample of the discrete-time-step
response of the process. Now a more compact form of

Predicted value = Forced response+Free response

is looked for in vector/matrix form

⎛
⎜⎜⎜⎜⎝

ŷ(k+1)

ŷ(k+2)

ŷ(k+3)
...

⎞
⎟⎟⎟⎟⎠=

⎛
⎜⎜⎜⎜⎝

s1 0 0 . . .

s2 s1 0 . . .

s3 s2 s1 . . .
...

...
...

. . .

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

Δu(k)

Δu(k+1)

Δu(k+2)
...

⎞
⎟⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎝

y∗(k+1)

y∗(k+2)

y∗(k+3)
...

⎞
⎟⎟⎟⎟⎠ .
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Apply here the following notations

S =

⎛
⎜⎜⎜⎜⎝

s1 0 0 . . .

s2 s1 0 . . .

s3 s2 s1 . . .
...

...
...

. . .

⎞
⎟⎟⎟⎟⎠ ,

Ŷ = [ŷ(k+1), ŷ(k+2), ŷ(k+3), . . .]� ,

ΔU = [Δu(k),Δu(k+1),Δu(k+2), . . .]� ,

Y∗ = [y∗(k+1), y∗(k+2), y∗(k+3), . . .]� .

Utilizing these notations

Ŷ = SΔU +Y∗

holds. Assuming that the reference signal (set point)
yref(k) is available for the future time instants, define
the loss function to be minimized by

Ny∑
i=1

[
yref(k+ i)− ŷ(k+ i)

]2
.

If no restriction for the control signal is taken into ac-
count the minimization leads to

ΔUopt = S−1(Yref −Y∗) ,
where Yref has been constructed from the samples of the
future set points.

The receding horizon control concept utilizes only
the very first element of the ΔUopt vector according to

Δu(k) = 1ΔUopt ,

where 1 = (1, 0, 0, . . .). Observe that RHC needs to re-
calculate Y∗ and to update ΔUopt in each step. The
application of the RHC algorithm results in zero steady-
state error; however, it requires considerable control
effort while minimizing the related loss function.

Smoothing in the control input can be achieved:

• By extending the loss function with another compo-
nent penalizing the control signal or its change• By reducing the control horizon as follows

ΔU = [Δu(k),Δu(k+1),Δu(k+2), . . . ,

Δu(k+ Nu −1), 0, 0, . . . , 0]� .

Accordingly, define the loss function by
Ny∑

i=1

[
yref(k+ i)− ŷ(k+ i)

]2

+λ

Nu∑
i=1

[u(k+ i)−u(k+ i −1)]2 ,

then the control signal becomes

Δu(k) = 1(S
�

S+λI)−1S
�(

Yref −Y∗) ,
where

S =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

s1 0 . . . 0 0

s2 s1 . . . 0 0

s3 s2 . . . 0 0
...

...
. . .

...
...

sNy−1 sNy−2 . . . sNy−Nu+1 sNy−Nu

sNy sNy−1 . . . sNy−Nu+2 sNy−Nu+1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

All the above relations can easily be modified to cover
the control of processes with known time delay. Simply
replace y(k+1) by y(k+d +1) to consider y(k+d +1)
as the earliest sample of the process output effected by
the control action taken at time k, where d > 0 repre-
sents the discrete time delay.

As the idea of the model-based predictive control
is quite flexible, a number of variants of the above dis-
cussed algorithms exist. The tuning parameters of the
algorithm are the prediction horizon Ny, the control
horizon Nu , and the λ penalizing factor. Predictions re-
lated to disturbances can also be included. Just as an
example, a loss function
(
Ŷ −Yref

)�
Wy
(
Ŷ −Yref

)+U
�
c WuUc

can be assigned to incorporate weighting matrices Wu
and Wy, respectively, and a reduced version of the con-
trol signals can be applied according to

U = TcUc ,

where Tc is an a priori defined matrix typically con-
taining zeros and ones. Then minimization of the loss
function results in

Δu(k) = 1Tc
(
T

�
c S

�
WySTc +Wu

)−1T
�
c S

�
Wy

(Yref −Y∗) .

Constraints existing for the control input open a new
class for the control algorithms. In this case a quadratic
programming problem (conditional minimization of
a quadratic loss function to satisfy control constraints
represented by inequalities) should be solved in each
step. In detail, the loss function
(
Ŷ −Yref

)�
Wy
(
Ŷ −Yref

)+U
�
c WuUc

is to be minimized again by Uc, where

Ŷ = STcUc +Y∗
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under the constraint

Δumin ≤ Δu( j) ≤ Δumax or

umin ≤ u( j) ≤ umax .

The classical DMC approach is based on the sam-
ples of the step response of the process. Obviously, the
process model can also be represented by a unit impulse
response, a state-space model or a transfer function.
Consequently, beyond the control input, the process out-
put prediction can utilize the process output, the state
variables or the estimated state variables, as well. Note
that the original DMC is an open-loop design method
in nature, which should be extended by a closed-loop
aspect or be combined with an IMC-compatible con-
cept to utilize the advantages offered by the feedback
concept.

A further remark relates to stochastic process mod-
els. As an example, the generalized predictive control
concept [10.38, 39] applies the model

A(q−1)y(k) = B(q−1)u(k−d)+ C(q−1)

Δ
ζk .

where A(q−1), B(q−1), and C(q−1) are polynomials
of the backward shift operator q−1, and Δ = 1−q−1.
Moreover, ζk is a discrete-time white-noise sequence.
Then the conditional expected value of the loss function

E
[(

Ŷ −Yref
)�

Wy(Ŷ −Yref)+U
�
c WuUc|k

]

is to be minimized by Uc. Note that model-based pre-
dictive control algorithms can be extended for MIMO
and nonlinear systems.

While LQ design supposing infinite horizon pro-
vides stable performance, predictive control with finite
horizon using receding horizon strategy lacks stability
guarantees. Introduction of terminal penalty in the cost
function including the quadratic deviations of the states
from their final values is one way to ensure stable per-
formance. Other methods leading to stable performance
with detailed stability analysis, as well as proper han-
dling of constraints, are discussed in [10.35, 36, 42],
where mainly sufficient conditions have been derived
for stability.

For real-time applications fast solutions are re-
quired. Effective numerical methods to solve optimiza-
tion problems with reduced computational demand and
suboptimal solutions have been developed [10.33].

MPC with linear constraints and uncertainties can
be formulated as a multiparametric programming prob-
lem, which is a technique to obtain the solution of
an optimization problem as a function of the uncer-
tain parameters (generally the states). For the different
ranges of the states the calculation can be executed of-
fline [10.33,43]. Different predictive control approaches
for robust constrained predictive control of nonlinear
systems are also in the forefront of interest [10.33,
44].

10.9 Control of Nonlinear Systems

In this section results available for linear control sys-
tems will be extended for a special class of nonlinear
systems. For the sake of simplicity only SISO systems
will be considered.

In practice all control systems exhibit nonlinear
behavior to some extent [10.45, 46]. To avoid facing
problems caused by nonlinear effects linear models
around a nominal operating point are considered. In
fact, most systems work in a linear region for small
changes. However, at various operating points the lin-
earized models are different from each other according
to the nonlinear nature. In this section transformation
methods will be discussed making the operation of non-
linear dynamic systems linear over the complete range
of their operation. Clearly, this treatment, even though
the original process to be controlled remains nonlinear,
will allow us to apply all the design techniques de-
veloped for linear systems. As a common feature the

transformation methods developed for a special class
of nonlinear systems all apply state-variable feedback.
In the past decades a special tool, called Lie algebra,
was developed by mathematicians to extend notions
such as controllability or observability for nonlinear
systems [10.45]. The formalism offered by the Lie alge-
bra will not be discussed here; however, considerations
behind the application of this methodology will be
presented.

10.9.1 Feedback Linearization

Define the state vector x ∈ R
n and the mappings

{ f (x), g(x) : R
n → R

n} as functions of the state vector.
Then the Lie derivative of g(x) is defined by

L f g(x)=̂∂g(x)

∂x� f (x)
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and the Lie product of g(x) and f (x) is defined by

ad f g(x)=̂∂g(x)

∂x� f (x)− ∂ f (x)

∂x� g(x)

= L f g(x)− ∂g(x)

∂x� f (x) .

Consider now a SISO nonlinear dynamic system
given by

ẋ = f (x)+ g(x)u ,

y = h(x) ,

where x = (x1, x2, . . . , xn)
�

is the state vector, u
is the input, and y is the output, while f , g,
and h are unknown smooth nonlinear functions with
{ f (x), g(x) : R

n → R
n}, {h(x) : R

n → R}, and f (0) = 0.
The above SISO system has relative degree r at a point
x0 if:

• Lg Lk
f h(x) = 0 for all x in a neighborhood of x0 and

for all k < r −1• Lg Lr−1
f h(x0) 
= 0.

It can be shown that the above system equation can
be transformed to a form having identical structure for
the first r entries

ż1 = z2 ,

ż2 = z3 ,

...

żr−1 = zr ,

żr = a(z)+b(z)u ,

żr+1 = qr+1(z) ,

...

żn = qn(z) ,

and

y = z1 ,

where the last n − r equations are called the zero dy-
namics. The above equation will be referred to later
on as canonical form, where the new state vector is
z = (z1, z2, . . . , zn)

�
. Using the Lie derivatives, a(z)

and b(z) can be found by

a(z) = Lg Lr−1
f h(x) ,

b(z) = Lr
f h(x) .

The normal form related to the original system equa-
tions can be defined by the diffeomorphism T as follows

z1 = T1(x) = y = h(x) ,

z2 = T2(x) = ẏ = ∂h

∂x� ẋ = L f h(x) ,

...

zr = Tr (x) = y(r) = ∂Lr−2
f h(x)

∂x� ẋ = Lr−1
f h(x) .

Assuming that

Lgh(x) = 0 ,

Lg L f h(x) = 0 ,

...

Lg Lr−2
f h(x) = 0 ,

all the remaining

Tr+1(x), . . . , Tn(x)

elements of the transformation matrix can be deter-
mined in a similar way. The geometric conditions for
the existence of such a global normal form have been
studied in [10.45].

Now, concerning the feedback linearization, the fol-
lowing result serves as a starting point for further
analysis: a nonlinear system with the above assumptions
can be locally transformed into a controllable linear
system by state feedback. The transformation of coor-
dinates can be achieved if and only if

rank
{
g(x0), ad f g(x0), . . . , adn−1

f g(x0)
}= n

at a given x0 point and{
g, ad f g, . . . , adn−2

f g
}

is involutive near x0. Introducing

v = żr

and using the canonical form it is seen that the feedback
according to u = [v−a(z)]/b(z) results in a linear rela-
tionship between v and y in such a way that v is simply
the r-th derivative of y. In other words the linearizing
feedback establishes a relation from v to y equivalent to
r cascaded integrators. Note that the outputs of the in-
tegrators determine r states, while the remaining (n −r)
states correspond to the zero dynamics.
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The importance of the feedback linearization lies in
the fact that the linearized structure allows us to ap-
ply the wide selection in the control design methods
available for linear systems. Before going into the de-
tails of such applications an engineering interpretation
of the design aspects of the feedback linearization will
be given. Specifically, the feedback linearization tech-
nique developed for nonlinear systems will be applied
for linear plants.

10.9.2 Feedback Linearization
Versus Linear Controller Design

Assume a single-input single-output linear system given
by the following state-space representation

ẋ = Ax+Bu ,

y = Cx .

The derivatives of the output can sequentially be gener-
ated as

y = Cx ,

ẏ = Cẋ = CAx ,

ÿ = CAẋ = CA2x ,

...

y(r) = CAr−1 ẋ = CAr x+CAr−1Bu ,

where CAiB = 0 for i < r −1 and CAr−1B 
= 0 with r
being the relative degree. Note that r is invariant to sim-
ilarity transformations. Observe that this derivation is in
close harmony with the canonical form derived earlier.
The conditions of the exact state control (r = n) are that:

• The system is controllable: rank(B,AB,A2B, . . .) =
n• The relative degree is equal to the system order
(r = n), which could be interpreted as the involutive
condition for the linear case.

A more direct relation between the feedback lin-
earization and the linear control design is seen if the
linear system is assumed to be given by an input–output
(transfer function) representation

y

u
= Bn−r (s)

An(s)
,

where the transfer function of the process has appro-
priate Bn−r (s) and An(s) polynomials of the complex
frequency operator s. The subindices refer to the degree
of the polynomials. If the system has a relative degree

of r, the feedback generates

y(r) = v ,

which is formally equivalent to a series compensator of

C(s) = An(s)

Bn−r (s)

1

sr
.

The above compensator is realizable in the sense
that the numerator and the denominator polynomials are
of identical order n. To satisfy practical needs when
realizing a controller in a stable manner it is required
that the zeros of the process must be in the left half
plane. This condition is equivalent to the requirement
that the zero dynamics remains exponentially stable as
the feedback linearization has been performed.

10.9.3 Sliding-Mode Control

Coming back to the nonlinear case, now a solution is
looked for to transform nonlinear dynamic systems via
state-variable feedback to dynamic systems with rel-
ative degree of 1. Achieving this goal the nonlinear
dynamic system with n state variables could be handled
as one single integrator, which is evidently easy to con-
trol [10.47]. The key point of the solution is to create
a fictitious system with relative degree of 1. Addition-
ally, it will be explained that the internal dynamics of
the closed-loop system can be defined by the designer.

For the sake of simplicity assume that the nonlinear
system is given in controllable form by

y(n) = f (x)+ g(x)u ,

where the state variables are

x = (y, ẏ, ÿ, . . . , y(n−1)) .

Create the fictitious output signal as the linear combina-
tion of these state variables

z = h
�

x = h0 y+h1 ẏ+h2 ÿ+ . . .+ y(n−1) .

Now use the method elaborated earlier for the feedback
linearization. Consider the derivative of the fictitious
output signal and, taking y(n) = f (x)+ g(x)u into ac-
count,

ż = h
�

ẋ = h0 ẏ+h1 ÿ+h2
...
y + . . .+ f (x)+ g(x)u

is obtained. Observe that ż appears to be a function of
the input u, meaning that the relative degree of the ficti-
tious system is 1. Now expressing u, and just as before,
introducing the new input signal v,

u = 1

g(x)

[
v−h0 ẏ−h1 ÿ−h2

...
y − . . .−hn−2 y(n−1)

− f (x)
]
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is obtained. Consequently, the complete system can be-
come realized as one single integrator by ż = v.

The internal dynamics of the closed-loop system is
governed by the hi coefficients. Using Laplace trans-
forms and defining

H(s) = h0 +h1s+ . . .+hn−2sn−2 + sn−1 ,

z(s) can be expressed by

z(s) = H(s)y(s) .

Introduce the zref reference signal for z

z̃(s) = z(s)− zref(s) = H(s)[y(s)− yref(s)]
= H(s)ỹ(s) ,

where

zref(s) = H(s)yref(s) .

The question is, what happens to ỹ(t) = L−1[ỹ(s)] if
z̃(t) = L−1[z̃(s)] tends to zero in steady state. Clearly,
having all the roots of H(s) on the left half plane, ỹ(t)
will tend to zero together with z̃(t) according to

ỹ(s) = 1

H(s)
z̃(s) .

Both y(t) → yref(t) and z̃(t) → 0 is highly expected
from a well-designed control loop. In addition, the dy-
namic behavior of the y(t) → yref(t) transient response
depends on the location of the roots of H(s). One pos-
sible setting for H(s) is H(s) = (s+λ)n−1.

Note that in practice, taking model uncertainties into
account, the relation between v and z becomes ż ≈ v.
To see how to control an approximated integrator ef-
fectively recall the Lyapunov stability theory with the
Lyapunov function

V (z̃(t)) = 1

2
z̃(t)2 .

Then z̃(t) → 0 if V̇ (z̃) = ˙̃zz̃ < 0; moreover, z̃(t) = 0 can
be reached in finite time, if the above Lyapunov function
satisfies

V̇ (z̃) < −η|z̃(t)| ,

where η is some positive constant. By differentiating
V (z̃) the above stability condition reduces to

˙̃z(t) ≤ −η sign[z̃(t)] .
The above control technique is called the reaching law.
Here η is to be tuned by the control engineer to com-
pensate the knowledge about the uncertainties involved.

According to the above considerations the control
loop discussed earlier should be extended with a dis-
continuous component given by

v(t) =−Kssign[z̃(t)] ,
where Ks > η. To reduce the switching gain and to
increase the speed of convergence, the discontinuous
part of the controller can be extended by a proportional
feedback

v(t) =−Kssign[z̃(t)]− K pz̃(t) .

Note that the application of the above control law may
lead to chattering in the control signal. To avoid this
undesired phenomenon the saturation function is used
instead of the signum function in practice.

To conclude the discussion on sliding control it has
been shown that this concept consists of two phases. In
the first phase the sliding surface is to be reached (reach-
ing mode), while in the second the system is controlled
to move along the sliding surface (sliding mode). In fact,
these two phases can be designed independently from
each other. Reaching the sliding surface can be realized
by appropriate switching elements. The way to reach the
sliding surface can be modified via the parameters in the
discontinuous part of the controller. Forcing the system
to move along the sliding surface can be effected by as-
signing various parameters in the H(s). The algorithm
shown here can be regarded as a special version of the
variable-structure controller design.

10.10 Summary

In this chapter advanced control system design meth-
ods have been discussed. Advanced methods reflect the
current state of the art of the related applied research ac-
tivity in the field and a number of advanced methods are
available today for demanding control applications. One
of the driving forces behind browsing among various
advanced techniques has been the applicability of the

control algorithms for practical applications. Starting
with the stability issues, then covering performance and
robustness issues, MIMO techniques, optimal control
strategies, and predictive control algorithms have been
discussed. The concept of feedback linearization for
certain nonlinear systems has also been shown. Sliding
control as a representative of the class of variable-
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structure controllers has been outlined. To check the
detailed operation of the presented control techniques

in numerical examples the reader is kindly asked to use
the various toolboxes [10.48].
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Control of Unc11. Control of Uncertain Systems

Jianming Lian, Stanislaw H. Żak

Novel direct adaptive robust state and output
feedback controllers are presented for the out-
put tracking control of a class of nonlinear systems
with unknown system dynamics and disturbances.
Both controllers employ a variable-structure radial
basis function (RBF) network that can determine
its structure dynamically to approximate unknown
system dynamics. Radial basis functions are added
or removed online in order to achieve the de-
sired tracking accuracy and prevent to network
redundancy. The raised-cosine RBF is employed
to enable fast and efficient training and output
evaluation of the RBF network. The direct adaptive
robust output feedback controller is constructed
by utilizing a high-gain observer to estimate
the tracking error for the controller implemen-
tation. The closed-loop systems driven by the
variable neural direct adaptive robust controllers
are actually switched systems.
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Automation is commonly understood as the replace-
ment of manual operations by computer-based methods.
Automation is also defined as the condition of be-
ing automatically controlled or operated. Thus control
is an essential ingredient of automation. The goal of
control is to specify the controlled system inputs that
force the system outputs to behave in a prespecified
manner. This specification of the appropriate system
inputs is realized by a controller being developed
by a control engineer. In any controller design prob-
lem, the first step is to construct the so-called truth
model of the dynamics of the process to be controlled,
where the process is often referred to as the plant.
Because the truth model contains all the relevant char-
acteristics of the plant, it is too complicated to be
used for the controller design and is mainly used as
a simulation model to test the performance of the de-
veloped controller [11.1]. Thus, a simplified model

that contains the essential features of the plant has to
be derived to be used as design model for the con-
troller design. However, it is often infeasible in real
applications to obtain a quality mathematical model be-
cause the underlying dynamics of the plant may not
be understood well enough. Thus, the derived mathe-
matical model may contain uncertainties, which may
come from lack of parameter values, either constant
or time varying, or result from imperfect knowledge
of system inputs. In addition, the inaccurate model-
ing can introduce uncertainties to the mathematical
model as well. Examples of uncertain systems are
robotic manipulators or chemical reactors [11.2]. In
robotic manipulators, inertias as seen by the drive mo-
tors vary with the end-effector position and the load
mass so that the robot’s dynamical model varies with
the robot’s attitude. For chemical reactors, their trans-
fer functions vary according to the mix of reagents
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and catalysts in the vessel and change as the reaction
progresses [11.2]. Hence, effective approaches to the

control of uncertain systems with high performance are
in demand.

11.1 Background and Overview

One approach to the control of uncertain systems is so-
called deterministic robust control. Deterministic robust
controllers use fixed nonlinear feedback control to en-
sure the stability of the closed-loop system over a spec-
ified range of a class of parametric variations [11.3].
Deterministic control includes variable-structure con-
trol and Lyapunov min–max control. Variable structure
control was first introduced by Emel’yanov et al. in the
early 1960s. It is a nonlinear switching feedback con-
trol, which has discontinuity on one or more manifolds
in the state space [11.4]. A particular type of variable-
structure control is sliding mode control [11.5,6]. Under
sliding mode control, the system states are driven to
and are then constrained within a neighborhood of the
intersection of all the switching manifolds. The Lya-
punov min–max control was proposed in [11.7], where
nonlinear controllers are developed based on Lyapunov
functions and uncertainty bounds. Deterministic robust
controllers can guarantee transient performance and fi-
nal tracking accuracy by compensating for parametric
uncertainties and input disturbances with robustifying
components. However, they usually involve high-gain
feedback or switching, which, in turn, results in high-
frequency chattering in the responses of the controlled
systems. On the other hand, high-frequency chattering
may also excite the unmodeled high-frequency dynam-
ics. Smoothing techniques to eliminate high-frequency
chattering were proposed in [11.8]. The resulting con-
trollers are continuous within a boundary layer in
the neighborhood of the switching manifold so that
the high-frequency chattering can be prevented. How-
ever, this is achieved at the price of degraded control
performance.

Another effective approach to the control of un-
certain systems is adaptive control [11.9–11]. Adaptive
controllers are different from deterministic robust con-
trollers because they have a learning mechanism that
adjusts the controller’s parameters automatically by
adaptation laws in order to reduce the effect of the un-
certainties. There are two kinds of adaptive controllers:
indirect and direct adaptive controllers. In indirect
adaptive control strategies, the plant’s parameters are
estimated online and the controller’s parameters are
adjusted based on these estimates, see [11.12, p. 14]
and [11.13, p. 14]. In contrast, in direct adaptive con-

trol strategies, the controller’s parameters are directly
adjusted to improve a given performance index with-
out the effort to identify the plant’s parameters [11.12,
p. 14]. Several adaptive controller design methodolo-
gies for uncertain systems have been introduced such
as adaptive feedback linearization [11.14, 15], adap-
tive backstepping [11.11, 16–18], nonlinear damping
and swapping [11.19] and switching adaptive con-
trol [11.20–22]. Adaptive controllers are capable of
achieving asymptotic stabilization or tracking for sys-
tems subject to only parametric uncertainties without
high-gain feedback. However, the adaptation laws of
adaptive controllers may lead to instability even when
small disturbances appears [11.23]. When adaptive
controllers utilize function approximators to approxi-
mate unknown system dynamics, the robustness of the
adaptation laws to approximation errors needs to be
considered as well. The robustness issues make the ap-
plicability of adaptive controllers questionable, because
there are always disturbances, internal or external, in
real systems. To address this problem, robust adap-
tive controllers were developed to ensure the stability
of adaptive controllers [11.23–26]. However, there is
a disadvantage shared by adaptive controllers and robust
adaptive controllers: their transient performance cannot
be guaranteed and the final tracking accuracy usually
depends on the approximation errors and disturbances.
Thus, adaptive robust controllers, which effectively
combine the design techniques of adaptive control and
deterministic robust control, were proposed [11.27–33].

In particular, various adaptive (robust) control
strategies for feedback linearizable uncertain systems
have been proposed. A feedback linearizable system
model can be transformed into equivalent linear models
by a change of coordinates and a static-state feedback
so that linear control design methods can be applied
to achieve the desired performance. This approach
has been successfully applied to the control of both
single-input single-output (SISO) systems [11.10, 27–
29, 32–40] and multi-input multi-output (MIMO) sys-
tems [11.41–46]. The above adaptive (robust) control
strategies have been developed under the assumption
that all system states are available in the controller im-
plementation. However, in practical applications, only
the system outputs are usually available. To overcome
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Table 11.1 Limitations of different tracking control
strategies

L1 Prior knowledge of f and/or g

L2 No disturbance

L3 Needs fuzzy rules describing the system operation

L4 Requires offline determination of the appropriate

network structure

L5 Availability of the plant states

L6 Restrictive assumptions on the controller architecture

L7 Tracking performance depends on function

approximation error

the problem of inaccessibility of the system states, out-
put feedback controllers that employ state observers
in feedback implementation were developed. In partic-
ular, a high-gain observer has been employed in the
design of output feedback-based control strategies for
nonlinear systems [11.38, 46–51]. The advantage of us-
ing a high-gain observer is that the control problem can
be formulated in a standard singular perturbation for-
mat and then the singular perturbation theory can be
applied to analyze the closed-loop system stability. The
performance of the output feedback controller utilizing
a high-gain observer would asymptotically approach the
performance of the state feedback controller [11.49].

To deal with dynamical uncertainties, adaptive (ro-
bust) control strategies often involve certain types of
function approximators to approximate unknown sys-
tem dynamics. The use of fuzzy-logic systems for
function approximation has been introduced [11.28,
29, 32, 33, 36, 39, 40, 42–44, 46]. However, the fuzzy
rules required by the fuzzy-logic systems may not be
available. On the other hand, one-layer neural-network-
based adaptive (robust) control approaches have been
reported [11.26, 27, 34, 38] that use radial basis func-
tion (RBF) networks to approximate unknown system
dynamics. However, fixed-structure RBF networks re-
quire offline determination of the appropriate network
structure, which is not suitable for the online opera-
tion. In [11.10,35,41], multilayer neural-network-based
adaptive robust control strategies were proposed to
avoid some limitations associated with one-layer neu-
ral network such as defining a basis function set or
choosing some centers and variations of radial basis
type of activation functions [11.35]. Although it is not
required to define a basis function set for multilayer
neural network, it is still necessary to predetermine the
number of hidden neurons. Moreover, compared with
multilayer neural networks, RBF networks are charac-

Table 11.2 Advantages of different tracking control
strategies

A1 Uses system outputs only

A2 Guaranteed transient performance

A3 Guaranteed final tracking accuracy

A4 Avoids defining basis functions

A5 No need for offline neural network structure

determination

A6 Removes the controller singularity problem completely

terized by simpler structures, faster computation time,
and superior adaptive performance. Variable-structure
neural-network-based adaptive (robust) controllers have
recently been proposed for SISO feedback linearizable
uncertain systems. In [11.52], a constructive wavelet-
network-based adaptive state feedback controller was
developed. In [11.53–56], variable-structure RBF net-
works are employed in the adaptive (robust) controller
design. Variable-structure RBF networks preserve the
advantages of the RBF network and, at the same time,
overcome the limitations of fuzzy-logic systems and
the fixed-structure RBF network. In [11.53], a growing
RBF network was utilized for function approximation,
and in [11.54–57] self-organizing RBF networks that
can both grow and shrink were used. However, all
these variable-structure RBF networks are subject to
the problem of infinitely fast switching between dif-
ferent structures because there is no time constraint
on two consecutive switchings. To overcome this prob-
lem, a dwelling-time requirement is introduced into the
structure variation of the RBF network in [11.58].

In this chapter, the problem of output tracking
control is considered for a class of SISO feedback lin-
earizable uncertain systems modeled by

⎧⎪⎪⎨
⎪⎪⎩

ẋi = xi+1, i = 1, . . . , n −1

ẋn = f (x)+ g(x)u +d

y = x1,

(11.1)

where x = (x1, . . . , xn)
� ∈ R

n is the state vector, u ∈ R

is the input, y ∈ R is the output, d models the distur-
bance, and f (x) and g(x) are unknown functions with
g(x) bounded away from zero. A number of adaptive
(robust) tracking control strategies have been reported
in the literature. In this chapter, novel direct adaptive ro-
bust state and output feedback controllers are presented.
Both controllers employ the variable-structure RBF
network presented in [11.58], which is an improved
version of the network considered in [11.56, 57], for
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Table 11.3 Types of tracking control strategies

T1 Direct state feedback adaptive controller

T2 Direct output feedback adaptive controller

T3 Includes robustifying component

T4 Fuzzy logic system based function approximation

T5 Fixed-structure neural-network-based function

approximation

T6 Multilayer neural-network-based function

approximation

T7 Variable-structure neural-network-based function

approximation

function approximation. This variable-structure RBF
network avoids selecting basis functions offline by
determining its structure online dynamically. It can
add or remove RBFs according to the tracking per-
formance in order to ensure tracking accuracy and
prevent network redundancy simultaneously. Moreover,
a dwelling-time requirement is imposed on the structure

Table 11.4 Comparison of different tracking control strategies

Controller Reference Limitations Advantages

types L1 L2 L3 L4 L5 L6 L7 A1 A2 A3 A4 A5 A6

[11.50]
√ √ √ √ √ √

T2 T3 [11.62]
√ √ √ √ √

[11.49]
√ √ √ √ √ √

[11.40]
√ √ √ √

T1 T3 T4 [11.32]
√ √ √ √

[11.29]
√ √ √ √ √

T1 T4 [11.36]
√ √ √ √

[11.28]
√ √ √ √ √ √

T1 T5 [11.37]
√ √ √ √ √ √

[11.63]
√ √ √ √ √ √

T1 T3 T5 [11.27]
√ √ √ √ √

[11.34]
√ √ √ √ √

T2 T3 T5 [11.38]
√ √ √ √ √

T1 T6 [11.64]
√ √ √ √ √ √

T1 T3 T6 [11.10]
√ √ √ √ √

[11.35]
√ √ √ √

T1 T7 [11.54]
√ √ √ √ √

[11.52]
√ √ √ √ √ √

T1 T3 T7 [11.53]
√ √ √ √ √

[11.55]
√ √ √ √

T2 T3 T7 [11.56, 57]
√ √ √ √

variation to avoid the problem of infinitely fast switch-
ing between different structures as in [11.52, 59]. The
raised-cosine RBF presented in [11.60] is employed in-
stead of the commonly used Gaussian RBF because the
raised-cosine RBF has compact support, which can sig-
nificantly reduce computations for the RBF network’s
training and output evaluation [11.61]. The direct adap-
tive robust output feedback controller is constructed
by incorporating a high-gain observer to estimate the
tracking error for the controller implementation. The
closed-loop systems driven by the direct adaptive robust
controllers are characterized by guaranteed transient
performance and final tracking accuracy. The lists of
limitations and advantages of different tracking control
strategies found in the recent literature are given in Ta-
bles 11.1 and 11.2, respectively. In Table 11.3, different
types of tracking control strategies are listed. In Ta-
ble 11.4, these tracking control strategies are compared
with each other. The control strategy in this chapter
shares the same disadvantages and advantages as that
in [11.56, 57].
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11.2 Plant Model and Notation

The system dynamics (11.1) can be represented in
a canonical controllable form as⎧⎨

⎩
ẋ = Ax+b

(
f (x)+ g(x)u +d

)
,

y = cx ,
(11.2)

where

A =
(

0n−1 In−1

0 0
�
n−1

)
, b =

(
0n−1

1

)
,

c
� =

(
1

0n−1

)
,

and 0n−1 denotes the (n −1)-dimensional zero vector.
For the above system model, it is assumed in this chap-
ter that f (x) and g(x) are unknown Lipschitz continuous
functions. Without loss of generality, g(x) is assumed to
be strictly positive such that 0 < g ≤ g(x) ≤ g, where
g and g are lower and upper bounds of g(x). The
disturbance d could be in the form of d(t), d(x) or
d(x, t). It is assumed that d is Lipschitz-continuous in
x and piecewise-continuous in t. It is also assumed that
|d| ≤ d0, where d0 is a known constant. The control ob-
jective is to develop a tracking control strategy such
that the system output y tracks a reference signal yd as
accurately as possible. It is assumed that the desired tra-
jectory yd has bounded derivatives up to the n-th order,
that is, y(n)

d ∈ Ω yd , where Ω yd is a compact subset of R.
The desired system state vector xd is then defined as

xd =
(

yd, ẏd, . . . , y(n−1)
d

)�

.

We have xd ∈ Ωxd , where Ωxd is a compact subset of
R

n . Let

e = y− yd (11.3)

denote the output tracking error and let

e = x− xd = (e, ė, . . . , e(n−1))� (11.4)

denote the system tracking error. Then the tracking error
dynamics can be described as

ė = Ae+b
[

y(n) − y(n)
d

]
(11.5)

= Ae+b
[

f (x)+ g(x)u − y(n)
d +d

]
. (11.6)

Consider the following controller,

ua = 1

ĝ(x)

[
− f̂ (x)+ y(n)

d −ke
]
, (11.7)

where f̂ (x) and ĝ(x) are approximations of f (x) and
g(x), respectively, and k is selected such that Am = A−
bk is Hurwitz. The controller ua in (11.7) consists of
a feedforward term − f̂ (x)+ y(n)

d for model compensa-
tion and a linear feedback term −ke for stabilization.
Substituting (11.7) into (11.6), the tracking error dy-
namics become

ė = Ame+bd̃ , (11.8)

where

d̃ = [ f (x)− f̂ (x)
]+ [g(x)− ĝ(x)

]
ua +d . (11.9)

It follows from (11.8) that, if only ua is applied to the
plant, the tracking error does not converge to zero if d̃ is
present. Therefore, an additional robustifying compo-
nent is required to ensure the tracking performance in
the presence of approximation errors and disturbances.

11.3 Variable-Structure Neural Component

In this section, the variable-structure RBF network em-
ployed to approximate f (x) and g(x) over a compact
set Ωx ⊂ R

n is first introduced. This variable-structure
RBF network is an improved version of the self-
organizing RBF network considered in [11.56], which
in turn was adapted from [11.61]. The RBF adding
and removing operations are improved and a dwelling
time Td is introduced into the structure variation of

the network to prevent fast switching between different
structures.

The employed self-organizing RBF network has
N different admissible structures, where N is de-
termined by the design parameters discussed later.
For each admissible structure illustrated in Fig. 11.1,
the self-organizing RBF network consists of n input
neurons, Mv hidden neurons, where v ∈ {1, . . . , N}
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Input layer Output layerHidden layer

f̂υ(x)

ĝυ(x)

x1

x2

xn

�1,υ

�2,υ

�Mυ ,υ

ωf1,υ

ωf 2,υ

ωg1,υ
ωg2,υ

ωfMυ,υ

ωgMυ,υ

Fig. 11.1 Self-organizing radial basis function network

denotes the scalar index, and two output neurons cor-
responding to f̂v(x) and ĝv(x). For a given input
x = (x1, x2, . . . , xn)

�
, the output f̂v(x) is represented as

f̂v(x) =
Mv∑
j=1

ω f j,vξ j,v(x) (11.10)

=
Mv∑
j=1

ω f j,v

n∏
i=1

ψ

(∣∣xi − cij,v
∣∣

δij,v

)
, (11.11)

where ω f j,v is the adjustable weight from the j-th hid-
den neuron to the output neuron and ξ j,v(x) is the
radial basis function for the j-th hidden neuron. The
parameter cij,v is the i-th coordinate of the center of
ξ j,v(x), δij,v is the radius of ξ j,v(x) in the i-th coordi-
nate, and ψ : [0,∞) → R

+ is the activation function. In
the above, the symbol R

+ denotes the set of nonnega-
tive real numbers. Usually, the activation function ψ is
constructed so that it is radially symmetric with respect
to its center. The largest value of ψ is obtained when
xi = cij,v, and the value of ψ vanishes or becomes very
small for large

∣∣xi − cij,v
∣∣. Let

ω f,v = (ω f 1,v, ω f 2,v, . . . , ω fMv,v

)�
(11.12)

be the weight vector and let

ξv(x) = (ξ1,v(x), ξ2,v(x), . . . , ξMv,v(x)
)�

. (11.13)

Then (11.11) can be rewritten as f̂v(x) = ω
�
f,vξv(x), and

the output ĝv(x) can be similarly represented as ĝv(x) =
ω

�
g,vξv(x).

One of the most popular types of radial basis func-
tions is the Gaussian RBF (GRBF) that has the form

ξ(x) = exp

(
− (x − c)2

2δ2

)
. (11.14)

Fig. 11.2 Plot of one-dimensional (1-D) raised-cosine ra-
dial basis functions

The support of the GRBF is unbounded. The com-
pact support of the RBF plays an important role in
achieving fast and efficient training and output eval-
uation of the RBF network, especially as the size of
the network and the dimensionality of the input space
increase. Therefore, the raised-cosine RBF (RCRBF)
presented in [11.60] which has compact support is em-
ployed herein. The one-dimensional raised-cosine RBF
shown in Fig. 11.2 is described as

ξ(x) =

⎧⎪⎨
⎪⎩

1
2

[
1+ cos

(
π(x−c)

δ

)]
if |x − c| ≤ δ

0 if |x − c| > δ ,

(11.15)

whose support is the compact set [c− δ, c+ δ]. In the
n-dimensional space, the raised-cosine RBF centered
at c = [c1, c2, . . . , cn] with δ = [δ1, δ2, . . . , δn] can be
represented as the product of n one-dimensional raised-
cosine RBFs

ξ(x) =
n∏

i=1

ξ(xi ) (11.16)

=

⎧⎪⎪⎨
⎪⎪⎩

∏n
i=1

1
2

[
1+ cos

(
π(xi−ci )

δi

)]
if |xi − ci | ≤ δi for all i ,

0 if |xi − ci | > δi for some i .
(11.17)

A plot of a two-dimensional raised-cosine RBF is
shown in Fig. 11.3.

Unlike fixed-structure RBF networks that require
offline determination of the network structure, the
employed self-organizing RBF network is capable
of determining the parameters Mv, cij,v, and δij,v
dynamically according to the tracking performance.
Detailed descriptions are given in the following sub-
sections.
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Fig. 11.3 Plot of a two-dimensional (2-D) raised-cosine ra-
dial basis function

11.3.1 Center Grid

Recall that the unknown functions are approximated
over a compact set Ωx ⊂ R

n . It is assumed that Ωx can
be represented as

Ωx = {x ∈ R
n : xl ≤ x ≤ xu

}
(11.18)

= {x ∈ R
n : xli ≤ xi ≤ xui , 1 ≤ i ≤ n

}
, (11.19)

where the n-dimensional vectors xl and xu denote lower
and upper bounds of x, respectively. To locate the cen-
ters of RBFs inside the approximation region Ωx , an
n-dimensional center grid with layer hierarchy is uti-
lized, where each grid node corresponds to the center of
one RBF. The center grid is initialized with its nodes
located at (xl1, xu1) × (xl2, xu2) × · · ·× (xln, xun), where
× denotes the Cartesian product. The 2n grid nodes of
the initial center grid are referred to as boundary grid

Potential grids nodes
Boundary nodes

Layer

5

4

3

2

1

Fig. 11.4 Example of determining potential grid nodes in
one coordinate

nodes and cannot be removed. Additional grid nodes
will be added and then can be removed within this
initial grid as the controlled system evolves in time.
The centers of new RBFs can only be placed at the
potential locations. The potential grid nodes are deter-
mined coordinate-wise. In each coordinate, the potential
grid nodes of the first layer are the two fixed bound-
ary grid nodes. The second layer has only one potential
grid node in the middle of the boundary grid nodes.
Then the potential grid nodes of the subsequent lay-
ers are in the middle of the adjacent potential grid
nodes of all the previous layers. The determination
of potential grid nodes in one coordinate is illustrated
in Fig. 11.4.

11.3.2 Adding RBFs

As the controlled system evolves in time, the out-
put tracking error e is measured. If the magnitude of
e exceeds a predetermined threshold emax, and if the
dwelling time of the current network structure has been
greater than the prescribed Td, the network tries to add
new RBFs at potential grid nodes, that is, add new grid
nodes. First, the nearest-neighboring grid node, denoted
c(nearest), to the current input x is located among existing
grid nodes. Then the nearer-neighboring grid node de-
noted c(nearer) is located, where ci(nearer) is determined
such that xi is between ci(nearest) and ci(nearer). Next,
the adding operation is performed for each coordinate
independently.

In the i-th coordinate, if the distance between xi
and ci(nearest) is smaller than a prescribed threshold
di(threshold) or smaller than a quarter of the distance
between ci(nearest) and ci(nearer), no new grid node is
added in the i-th coordinate. Otherwise, a new grid
node located at half of the sum of ci(nearest) and ci(nearer)
is added in the i-th coordinate. The design parameter
di(threshold) specifies the minimum grid distance in the i-
th coordinate. The above procedures for adding RBFs
are illustrated with two-dimensional examples shown
in Fig. 11.5. In case 1, no RBFs are added. In case 2,
new grid nodes are added out of the first coordinate. In
case 3, new grid nodes are added out of both coordi-
nates. In summary, a new grid node is added in the i-th
coordinate if the following conditions are satisfied:

1. |e| > emax.
2. The elapsed time since last operation, adding or re-

moving, is greater than Td.
3.
∣∣xi − ci(nearest)

∣∣
> max

{∣∣ci(nearest) − ci(nearer)
∣∣/4, di(threshold)

}
.

Part
B

1
1
.3



206 Part B Automation Theory and Scientific Foundations

Case 1

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

d1(threshold)

d2(threshold)

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

Case 2

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

Case 3

The nearest-neighboring center c(nearest)

The nearer-neighboring center c(nearer)

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

New RBFs
out of first
coordinate

New RBFs
out of first
coordinate

No new RBFs
out of first
coordinate

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

No new
RBFs out of 
second coordinate

No new RBFs
out of  second
coordinate

c2(nearest)

c2(nearer)

c1(nearer)c1(nearest)

New RBFs
out of 
second
coordinate

Fig. 11.5 Two-dimensional examples of adding RBFs

The layer of the i-th coordinate assigned to the newly
added grid node is one level higher than the highest
layer of the two adjacent existing grid nodes in the same
coordinate. A possible scenario of formation of the layer
hierarchy in one coordinate is shown in Fig. 11.6. The
white circles denote potential grid nodes, and the black
circles stand for existing grid nodes. The number in

Layer No.1 5 4 5 3 5 4 5 2 5 4 5 3 5 4 5 1

1 3 5 2 4 7 6 1

Fig. 11.6 Example of formation of the layer hierarchy in one coor-
dinate

the black circles shows the order in which the corre-
sponding grid node is added. The two black circles with
number 1 are the initial grid nodes in this coordinate,
so they are in the first layer. Suppose the adding oper-
ation is being implemented in this coordinate after the
grid initialization. Then a new grid node is added in the
middle of two boundary nodes 1 – see the black cir-
cle with number 2 in Fig. 11.6. This new grid node is
assigned to the second layer because of the resulting res-
olution it yields. Then all the following grid nodes are
added one by one. Note that nodes 3 and 4 belong to the
same third layer because they yield the same resolution.
On the other hand, node 5 belongs to the fourth layer
because it yields higher resolution than nodes 2 and 3.
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Nodes 6 and 7 are assigned to their layers in a similar
fashion.

11.3.3 Removing RBFs

When the magnitude of the output tracking error e
falls within the predetermined threshold emax and the
dwelling-time requirement has been satisfied, the net-
work attempts to remove some of the existing RBFs,
that is, some of the existing grid nodes, in order to avoid

1

2

1

Layer No. 1 2 1

1

2

1

Layer No.

Remove RBFs
out of first
coordinate

RBFs not removed
out of first coordinate

Remove RBFs
out of first coordinate

Remove RBFs
out of
second
coordinate

RBFs not removed
out of second
coordinate

Remove RBFs
out of second
coordinate

1

Case 1: All conditions are satisfied for both coordinates

1

1

2

1

Layer No. 1 1

1

2

1

Layer No. 1 2 1

1

2

1

Layer No. 1

Case 2: The third condition is not satisfied for the first coordinate

1

1

2

1

Layer No. 1 1

1

2

1

Layer No. 1

3 3 3

2 1

1

2

1

Layer No. 1

Case 3: The fourth condition is not satisfied for the second coordinate

1

1

2

1

Layer No. 1 1

The nearest-neighboring center c(nearest)

The gride node in the i-th coordinate with its i-th coordinate to be ci (nearest)

Fig. 11.7 Two-dimensional examples of removing RBFs

network redundancy. The RBF removing operation is
also implemented for each coordinate independently. If
ci(nearest) is equal to xli or xui , then no grid node is
removed from the i-th coordinate. Otherwise, the grid
node located at ci(nearest) is removed from the i-th coor-
dinate if this grid node is in the higher than or in the
same layer as the highest layer of the two neighbor-
ing grid nodes in the same coordinate, and the distance
between xi and ci(nearest) is smaller than a fraction τ

of the distance between ci(nearest) and ci(nearer), where
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the fraction τ is a design parameter between 0 and 0.5.
The above conditions for the removing operation to take
place in the i-th coordinate can be summarized as:

1. |e| ≤ emax.
2. The elapsed time since last operation, adding or re-

moving, is greater than Td.
3. ci(nearest) /∈ (xli , xui

)
.

4. The grid node in the i-th coordinate with its coordi-
nate equal to ci(nearest) is in a higher than or in the
same layer as the highest layer of the two neighbor-
ing grid nodes in the same coordinate.

5.
∣∣xi −ci(nearest)

∣∣< τ
∣∣ci(nearest) −ci(nearer)

∣∣, τ ∈ (0, 0.5).

Two-dimensional examples of removing RBFs are illus-
trated in Fig. 11.7, where the conditions (1), (2), and (5)
are assumed to be satisfied for both coordinates.

11.3.4 Uniform Grid Transformation

The determination of the radius of the RBF is much eas-
ier in a uniform grid than in a nonuniform grid because
the RBF is radially symmetric with respect to its cen-
ter. Unfortunately, the center grid used to locate RBFs
is usually nonuniform. Moreover, the structure of the
center grid changes after each adding or removing oper-
ation, which further complicates the problem. In order
to simplify the determination of the radius, the one-
to-one mapping z(x) = [z1(x1), z2(x2), . . . , zn(xn)]� ,
proposed in [11.60], is used to transform the center grid
into a uniform grid. Suppose that the self-organizing
RBF network is now with the v-th admissible struc-
ture after the adding or removing operation and
there are Mi,v distinct elements in Si , ordered as
ci(1) < ci(2) < · · · < ci(Mi,v), where ci(k) is the k-th el-
ement with ci(1) = xli and ci(Mi,v) = xui . Then the
mapping function zi (xi ) : [xli , xui ]→ [1, Mi,v] takes the
following form:

zi (xi ) = k+ xi − ci(k)

ci(k+1) − ci(k)
, ci(k) ≤ xi < ci(k+1) ,

(11.20)

which maps ci(k) into the integer k. Thus, the transfor-
mation z(x) : Ωx → R

n maps the center grid into a grid
with unit spacing between adjacent grid nodes such that
the radius of the RBF can be easily chosen. For the
raised-cosine RBF, the radius in every coordinate is se-
lected to be equal to one unit, that is, the radius will
touch but not extend beyond the neighboring grid nodes
in the uniform grid. This particular choice of the ra-
dius guarantees that for a given input x, the number of

nonzero raised-cosine RBFs in the uniform grid is at
most 2n .

To simplify the implementation, it is helpful to
reorder the Mv grid nodes into a one-dimensional ar-
ray of points using a scalar index j. Let the vector
qv ∈ R

n be the index vector of the grid nodes, where
qv = (q1,v, . . . , qn,v)

�
with 1 ≤ qi,v ≤ Mi,v. Then the

scalar index j can be uniquely determined by the index
vector qv, where

j = (qn,v −1)Mn−1,v · · · M2,vM1,v +· · ·
+ (q3,v −1)M2,vM1,v + (q2,v −1)M1,v +q1,v .

(11.21)

Let c j,v = (c1 j,v, . . . , cn j,v)
�

denote the location of the
qv-th grid node in the original grid. Then the corre-
sponding grid node in the uniform grid is located at
z j,v = z(c j,v) = (q1,v, . . . , qn,v)

�
. Using the scalar in-

dex j in (11.21), the output f̂i,v(x) of the self-organizing
raised-cosine RBF network implemented in the uniform
grid can be expressed as

f̂v(x) =
Mv∑
j=1

ω f j,vξ j,v(x)

=
Mv∑
j=1

ω f j,v

n∏
i=1

ψ
(∣∣zi (xi )−qi,v

∣∣) , (11.22)

where the radius is one unit in each coordinate.
When implementing the output feedback controller,

the state vector estimate x̂ is used rather than the actual
state vector x. It may happen that x̂ /∈ Ωx . In such a case,
the definition of the transformation (11.20) is extended
as ⎧⎨

⎩
zi (x̂i ) = 1 if x̂i < ci(1)

zi (x̂i ) = Mi,v if x̂i > ci(Mi,v) ,
(11.23)

for i = 1, 2, . . . , n. If x̂ ∈ Ωx , the transformation (11.20)
is used. Therefore, it follows from (11.20) and (11.23)
that the function z(x) maps the whole n-dimensional
space R

n into the compact set [1, M1,v]× [1, M2,v]×
· · ·× [1, Mn,v].

11.3.5 Remarks

1. The internal structure of the self-organizing RBF
network varies as the output tracking error trajectory
evolves. When the output tracking error is large, the
network adds RBFs in order to achieve better model
compensation so that the large output tracking error
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can be reduced. When, on the other hand, the output
tracking error is small, the network removes RBFs
in order to avoid a redundant structure. If the design
parameter emax is too large, the network may stop
adding RBFs prematurely or even never adjust its
structure at all. Thus, emax should be at least smaller
than |e(t0)|. However, if emax is too small, the net-
work may keep adding and removing RBFs all the
time and cannot approach a steady structure even
though the output tracking error is already within
the acceptable bound. In the worst case, the network
will try to add RBFs forever. This, of course, leads
to an unnecessary large network size and, at the
same time, undesirable high computational cost. An
appropriate emax may be chosen by trial and error
through numerical simulations.

2. The advantage of the raised-cosine RBF over the
Gaussian RBF is the property of the compact sup-
port associated with the raised-cosine RBF. The
number of terms in (11.22) grows rapidly with the
increase of both the number of grid nodes Mi in
each coordinate and the dimensionality n of the in-
put space. For the GRBF network, all the terms
will be nonzero due to the unbounded support,
even though most of them are quite small. Thus,
a lot of computations are required for the net-

work’s output evaluation, which is impractical for
real-time applications, especially for higher-order
systems. However, for the RCRBF network, most
of the terms in (11.22) are zero and therefore do not
have to be evaluated. Specifically, for a given in-
put x, the number of nonzero raised-cosine RBFs
in each coordinate is either one or two. Conse-
quently, the number of nonzero terms in (11.22)
is at most 2n . This feature allows one to speed up
the output evaluation of the network in compari-
son with a direct computation of (11.22) for the
GRBF network. To illustrate the above discussion,
suppose Mi = 10 and n = 4. Then the GRBF net-
work will require 104 function evaluations, whereas
the RCRBF network will only require 24 func-
tion evaluations, which is almost three orders of
magnitude less than that required by the GRBF
network. For a larger value of n and a finer grid,
the saving of computations is even more dramatic.
The same saving is also achieved for the network’s
training. When the weights of the RCRBF net-
work are updated, there are also only 2n weights
to be updated for each output neuron, whereas
n × M weights has to be updated for the GRBF
network. Similar observations were also reported
in [11.60, p. 6].

11.4 State Feedback Controller Development

The direct adaptive robust state feedback controller pre-
sented in this chapter has the form

u = ua,v +us,v

= 1

ĝv(x)

(
− f̂v(x)+ y(n)

d −ke
)
+us,v , (11.24)

where f̂v(x) = ω
�
f,vξv(x), ĝv(x) = ω

�
g,vξv(x) and us,v is

the robustifying component to be described later. To
proceed, let Ωe0 denote the compact set including all
the possible initial tracking errors and let

ce0 = max
e∈Ωe0

1

2
e
�

Pme , (11.25)

where Pm is the positive-definite solution to the con-
tinuous Lyapunov matrix equation A

�
mPm +PmAm =

−2Qm for Qm = Q
�
m > 0. Choose ce > ce0 and let

Ωe =
{

e : 1

2
e
�

Pme ≤ ce

}
. (11.26)

Then the compact set Ωx is defined as

Ωx = {x : x = e+ xd, e ∈ Ωe, xd ∈ Ωxd

}
,

over which the unknown functions f (x) and g(x) are
approximated.

For practical implementation, ω f,v and ωg,v are con-
strained, respectively, to reside inside compact sets Ω f,v
and Ωg,v defined as

Ω f,v = {ω f,v : ω f ≤ ω f j,v ≤ ω f , 1 ≤ j ≤ Mv

}
(11.27)

and

Ωg,v =
{
ωg,v : 0 <ωg ≤ ωg j,v ≤ ωg , 1 ≤ j ≤ Mv

}
,

(11.28)

where ω f , ω f , ωg and ωg are design parameters.
Let ω∗

f,v and ω∗
g,v denote the optimal constant weight

vectors corresponding to each admissible network
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structure, which are used only in the analytical analysis
and defined, respectively, as

ω∗
f,v = argmin

ω f,v∈Ω f,v

max
x∈Ωx

∣∣ f (x)−ω
�
f,vξv(x)

∣∣ (11.29)

and

ω∗
g,v = argmin

ωg,v∈Ωg,v

max
x∈Ωx

∣∣g(x)−ω
�
g,vξv(x)

∣∣ . (11.30)

For the controller implementation, let

d f = max
v

(
max
x∈Ωx

∣∣ f (x)−ω∗
f,v

�
ξv(x)

∣∣) (11.31)

and

dg = max
v

(
max
x∈Ωx

∣∣g(x)−ω∗
g,v

�
ξv(x)

∣∣) , (11.32)

where maxv(·) denotes the maximization taken over all
admissible structures of the self-organizing RBF net-
works. Let φ f,v = ω f,v −ω∗

f,v and φg,v = ωg,v −ω∗
g,v,

and let

c f = max
v

(
max

ω f,v,ω
∗
f,v∈Ω f,v

1

2η f
φ

�
f,vφ f,v

)
(11.33)

and

cg = max
v

(
max

ωg,v,ω∗
g,v∈Ωg,v

1

2ηg
φ

�
g,vφg,v

)
, (11.34)

where η f and ηg are positive design parameters of-
ten referred to as learning rates. It is obvious that
c f (or cg) will decrease as η f (or ηg) increases. Let
σ = b

�
Pme. The following weight vector adaptation

laws are employed, respectively, for the weight vectors
ω f and ωg,

ω̇ f,v = Proj
[
ω f,v, η f σξv(x)

]
(11.35)

and

ω̇g,v = Proj
[
ωg,v, ηgσξv(x)ua,v

]
, (11.36)

where Proj(ωv, θv) denotes Proj(ω j,v, θ j,v) for j =
1, . . . , Mv and

Proj(ω j,v, θ j,v) =

⎧⎪⎪⎨
⎪⎪⎩

0 if ω j,v = ω and θ j,v < 0 ,

0 if ω j,v = ω and θ j,v > 0 ,

θ j,v otherwise ,

(11.37)

is a discontinuous projection operator proposed
in [11.65]. The robustifying component us,v is designed
as

us,v =−1

g
ks,v sat

(
σ

ν

)
, (11.38)

where ks,v = d f +dg|ua,v|+d0 and sat(·) is the satura-
tion function with small ν > 0. Let

ks = d f +dg max
v

(
max |ua,v|

)+d0 , (11.39)

where the inner maximization is taken over e ∈ Ωe, xd ∈
Ωxd , y(n)

d ∈ Ω yd , ω f,v ∈ Ω f,v, and ωg,v ∈ Ωg,v.
It can be shown [11.58] that, for the plant (11.2)

driven by the proposed direct adaptive robust state feed-
back controller (DARSFC) (11.24) with the robustify-
ing component (11.38) and the adaptation laws (11.35)
and (11.36), if one of the following conditions is
satisfied:

• The dwelling time Td of the self-organizing RBF
network is selected such that

Td ≥ 1

μ
ln

(
3

2

)
, (11.40)

• The constants c f , cg, and ν satisfy the inequality

0 < c f + cg <
exp(μTd)−1

3−2 exp(μTd)

ksν

4μ
, (11.41)

where μ is the ratio of the minimal eigenvalve of Qm
to the maximal eigenvalue of Pm. If η f , ηg, and ν are
selected such that

ce ≥max

{
ce0 + c f + cg, 2

(
c f + cg + ksν

8μ

)

+ c f + cg

}
, (11.42)

then e(t) ∈ Ωe and x(t) ∈ Ωx for t ≥ t0. Moreover, there
exists a finite time T ≥ t0 such that

1

2
e
�

(t)Pme(t) ≤ 2

(
c f + cg + ksν

8μ

)
+ c f + cg

(11.43)

for t ≥ T . If, in addition, there exists a finite time Ts ≥ t0
such that v= vs for t ≥ Ts, then there exists a finite time
T ≥ Ts such that

1

2
e
�

(t)Pme(t) ≤ 2

(
c f + cg + ksν

8μ

)
(11.44)

for t ≥ T . It can be seen from (11.43) and (11.44) that
the tracking performance is inversely proportional to η f
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and ηg, and proportional to ν. Therefore, larger learn-
ing rates and smaller saturation boundary imply better
tracking performance.

11.4.1 Remarks

1. For the above direct adaptive robust controller, the
weight vector adaptation laws are synthesized to-
gether with the controller design. This is done for
the purpose of reducing the output tracking error
only. However, the adaptation laws are limited to
be of gradient type with ceratin tracking errors as
driving signals, which may not have as good con-
vergence properties as other types of adaptation
laws such as the ones based on the least-squares
method [11.66]. Although this design methodology
can achieve excellent output tracking performance,
it may not achieve the convergence of the weight
vectors. When good convergence of the weight vec-
tors is a secondary goal to be achieved, an indirect
adaptive robust controller [11.66] or an integrated
direct/indirect adaptive robust control [11.65] have
been proposed to overcome the problem of poor
convergence associated with the direct adaptive ro-
bust controllers.

2. It seems to be desirable to select large learning rates
and small saturation boundary based on (11.43)
and (11.44). However, it is not desirable in prac-
tice to choose excessively large η f and ηg. If η f

and ηg are too large, fast adaptation could excite
the unmodeled high-frequency dynamics that are
neglected in the modeling. On the other hand, the
selection of ν cannot be too small either. Otherwise,
the robustifying component exhibits high-frequency
chattering, which may also excite the unmodeled
dynamics. Moreover, smaller ν requires higher
bandwidth to implement the controller for small
tracking error. To see this more clearly, consider the
following first-order dynamics,

ė = ae+ ( f + gu − ẏd +d
)
, (11.45)

which is a special case of (11.6). Applying the fol-
lowing controller,

u = 1

ĝ

(− f̂ + ẏd − ke
)− 1

g
ks sat

(
σ

ν

)
, (11.46)

where σ = e, one obtains

ė = −ame+ d̃ − g

g
ks sat

(
e

ν

)
, (11.47)

where −am = a− k < 0. When |e| ≤ ν, (11.47)
becomes

ė = −
(

am + g

g

ks

ν

)
e+ d̃ , (11.48)

which implies that smaller ν results in higher con-
troller bandwidth.

11.5 Output Feedback Controller Construction

The direct adaptive robust state feedback controller pre-
sented in the previous section requires the availability
of the plant states. However, often in practice only the
plant outputs are available. Thus, it is desirable to de-
velop a direct adaptive robust output feedback controller
(DAROFC) architecture. To overcome the problem of
inaccessibility of the system states, the following high-
gain observer [11.38, 49],

˙̂e = Aê+ l
(
e− cê

)
, (11.49)

is applied to estimate the tracking error e. The observer
gain l is chosen as

l =
(
α1

ε
,
α2

ε2
, . . . ,

αn

εn

)�

, (11.50)

where ε ∈ (0, 1) is a design parameter and αi , i = 1, 2,
. . . , n, are selected so that the roots of the poly-
nomial equation, sn +α1sn−1 +· · ·+αn−1s +αn = 0,

have negative real parts. The structure of the above
high-gain tracking error observer is shown in Fig. 11.8.
Substituting e with ê in the controller u defined in
(11.24) with (11.38) gives

û = ûa,v + ûs,v , (11.51)

where

ûa,v = 1

ĝv(x̂)

[
− f̂v(x̂)+ y(n)

d −kê
]

(11.52)

and

ûs,v =−1

g
k̂s,v sat

(
σ̂

ν

)
, (11.53)

with x̂ = xd + ê, k̂s,v = d f + dg|ûa,v|+ d0 and σ̂ =
b
�

Pm ê. Let

k̂s = d f +dg max
v

(
max |ûa,v|

)+d0 ,
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ê (n–1)

αn–1

εn–1
αn

εn

ê

∫
ê (n–2)

∫++
ê (1)ê (2)

α1

ε1
α2

ε2

∫
ê

e

∫++++

–+
Fig. 11.8 Diagram of the high-gain
observer

and the inner maximization is taken over ê ∈ Ω ê,
xd ∈ Ωxd , y(n)

d ∈ Ω yd , ω f,v ∈ Ω f,v, and ωg,v ∈ Ωg,v. For
the high-gain observer described by (11.49), there exist
peaking phenomena [11.67]. Hence, the controller û de-
fined in (11.51) cannot be applied to the plant directly.
To eliminate the peaking phenomena, the saturation is
introduced into the control input û in (11.51). Let

Ω ê =
{

e : 1

2
e
�

Pme ≤ cê

}
, (11.54)

where cê > ce. Let

S ≥ max
v

[
max

∣∣∣∣u
(

e, xd, y(n)
d ,ω f,v,ωg,v

)∣∣∣∣
]
,

(11.55)

where u is defined in (11.24) and the inner maxi-
mization is taken over e ∈ Ω ê, xd ∈ Ωxd , y(n)

d ∈ Ω yd ,
ω f,v ∈ Ω f,v, and ωg,v ∈ Ωg,v. Then the proposed di-
rect adaptive robust output feedback controller takes the
form

us = S sat

(
ûa,v + ûs,v

S

)
. (11.56)

ê

ê

x̂

x̂ ê

ĝυ

f̂υ

k

Adaptation
algorithms

Robustifying
component

yd
(n)

ûa,υ

ûs,υ

us

÷
+
––

++

Fig. 11.9 Diagram of the direct adaptive robust output feedback
controller (DAROFC)

The adaptation laws for the weight vectors ω f,v and
ωg,v change correspondingly and take the following
new form, respectively

ω̇ f,v = Proj
[
ω f,v, η f σ̂ξv(x̂)

]
(11.57)

and

ω̇g,v = Proj
[
ωg,v, ηgσ̂ξv(x̂)ûa,v

]
. (11.58)

A block diagram of the above direct adaptive robust
output feedback controller is shown in Fig. 11.9, while
a block diagram of the closed-loop system is given
in Fig. 11.10.

For the high-gain tracking error observer (11.49),
it is shown in [11.68] that there exists a con-
stant ε∗1 ∈ (0, 1) such that, if ε ∈ (0, ε∗1), then ‖e(t)−
ê(t)‖ ≤ βε with β > 0 for t ∈ [t0 +T1(ε), t0 +T3), where
T1(ε) is a finite time and t0 +T3 is the moment when
the tracking error e(t) leaves the compact set Ωe for
the first time. Moreover, we have limε→0+ T1(ε) = 0
and ce1 = 1

2 e(t0 +T1(ε))
�

Pme(t0 +T1(ε)) < ce. For the
plant (11.2) driven by the direct adaptive robust output
feedback controller given by (11.56) with the adapta-
tion laws (11.57) and (11.58), if one of the following
conditions is satisfied:

ê

x̂

c

e

Self-organizing
RCRBF

Network-based
DAROFC

Plant

High-gain
observer

Reference
signal

generator

yd
(n)

us

xd

yd

y

+
–

++

Fig. 11.10 Diagram of the closed-loop system driven by the
output feedback controller
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• The dwelling time Td of the self-organizing RBF
network is selected such that

Td ≥ 1

μ
ln

(
3

2

)
, (11.59)

• The constants c and ν satisfy the inequality

0 < c f + cg <
exp(μTd)−1

3−2 exp(μTd)

(
k̂sν

4μ
+ rε

)
,

(11.60)

and if η f , ηg, and ν are selected such that

ce ≥ ce1 + c f + cg (11.61)

and

ce > 2

(
c f + cg + k̂sν

8μ

)
+ c f + cg , (11.62)

there exists a constant ε∗ ∈ (0, 1) such that, if ε ∈ (0, ε∗),
then e(t) ∈ Ωe and x(t) ∈ Ωx for t ≥ t0. Moreover, there

exists a finite time T ≥ t0 +T1(ε) such that

1

2
e(t)

�
Pme(t) ≤ 2

(
c f + cg + k̂sν

8μ

)
+ rε+ c f + cg

(11.63)

with some r > 0 for t ≥ T . In addition, suppose that
there exists a finite time Ts ≥ t0 +T1(ε) such that v= vs
for t ≥ Ts . Then there exists a finite time T ≥ Ts such
that

1

2
e
�

(t)Pme(t) ≤ 2

(
c f + cg + k̂sν

8μ

)
+ rε (11.64)

for t ≥ T . A proof of the above statement can be found
in [11.58]. It can be seen that the performance of the
output feedback controller approaches that of the state
feedback controller as ε approaches zero.

11.6 Examples

In this section, two example systems are used to il-
lustrate the features of the proposed direct adaptive
robust controllers. In Example 11.1, a benchmark prob-
lem from the literature is used to illustrate the controller
performance under different situations. Especially, the
reference signal changes during the operation in or-
der to demonstrate the advantage of the self-organizing

0 5 10 15 20
Time (s)

2.5

2

1.5

1

0.5

0

–0.5

–1

–1.5

–2

Fig. 11.11 Disturbance d in example 11.1

RBF network. In Example 11.2, the Duffing forced
oscillation system is employed to test the controller per-
formance for time-varying systems.
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Fig. 11.12 Reference signal and its time derivatives
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Fig. 11.13a,b Controller performance without disturbance
in example 11.1. (a) State feedback controller, (b) output
feedback controller
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Fig. 11.14a,b Controller performance with disturbance in
Example 11.1. (a) State feedback controller, (b) output
feedback controller

Part
B

1
1
.6



Control of Uncertain Systems 11.6 Examples 215

Example 11.1:The nonlinear plant model used in this
example is given by

ÿ = f (y, ẏ)+ g(y)u +d

= 16
sin(4πy)

4πy

(
sin(π ẏ)

π ẏ

)2

+{2+ sin[3π(y−0.5)]}u +d ,

which, if d = 0, is the same plant model as in [11.27,
34, 38], used as a testbed for proposed controllers. It is
easy to check that the above uncertain system dynamics
are in the form of (11.2) with x = [y, ẏ]� . For the sim-
ulation, the disturbance d is selected to be band-limited
white noise generated using SIMULINK (version 6.6)
with noise power 0.05, sample time 0.1 s, and seed value
23 341, which is shown in Fig. 11.11.

The reference signal is the same as in [11.38],
which is the output of a low-pass filter with the
transfer function (1+0.1s)−3, driven by a unity am-
plitude square-wave input with frequency 0.4 Hz and
a time average of 0.5 s. The reference signal yd and
its derivatives ẏd and ÿd are shown in Fig. 11.12.
The grid boundaries for y and ẏ, respectively, are se-
lected to be (−1.5, 1.5) and (−3.5, 3.5), that is,
xl = (−1.5,−3.5)

�
and xu = (1.5, 3.5)

�
. The rest of

the network’s parameters are dthreshold = (0.2, 0.3),
emax = 0.005, Td = 0.2 s, ω f = 25, ω f =−25, ωg = 5,
ωg = 0.1, and η f = ηg = 1000. The controller’s param-
eters are k = (1, 2), Qm = 0.5I2, d f = 5, dg = 2, d0 = 3,
ν = 0.01, and S = 50. The observer’s parameters are
ε = 0.001, α1 = 10, and α2 = 25. The initial conditions
are y(0) = −0.5 and ẏ(0) = 2.0. The controller per-
formance without disturbance is shown in Fig. 11.13,
whereas the controller performance in the presence of
disturbance is illustrated in Fig. 11.14.

In order to demonstrate the advantages of the self-
organizing RBF network in the proposed controller ar-
chitectures, a different reference signal, yd(t) = sin(2t),
is applied at t = 25 s. It can be seen from Fig. 11.15 that
the self-organizing RCRBF network-based direct adap-
tive robust output feedback controller performs very
well for both reference signals. There is no need to
adjust the network’s or the controller’s parameters of-
fline when the new reference signal is applied. The
self-organizing RBF network determines its structure
dynamically by itself as the reference signal changes.

Example 11.2:In this example, the direct adaptive robust
output feedback controller is tested on a time-varying
system. The plant is the Duffing forced oscillation sys-
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0
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0 50
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5010 20 30 40 455 15 25 35
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0 50

Tracking error
0.5
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–0.5
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10 20 30 40 455 15 25 35

Fig. 11.15 Output feedback controller performance with varying ref-
erence signals in Example 11.1

tem [11.28] modeled by

ẋ1 = x2

ẋ2 =−0.1x2 − x3
1 +12 cos(t)+u .
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Fig. 11.16 Phase portrait of the uncontrolled system in Ex-
ample 11.2
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Fig. 11.18 Output feedback controller performance in Example 11.2

The phase portrait of the uncontrolled system is
shown in Fig. 11.16 for x1(0) = x2(0) = 2, t0 = 0,

–2 –1.5 –1 –0.5 0 0.5 1 1.5 2 2.5

x2

x1

2

1.5

1

0.5

0

–0.5

–1

–1.5

Fig. 11.17 Phase portrait of the closed-loop system driven
by the output feedback controller in Example 11.2

and t f = 50. The disturbance d is set to be
zero.

The reference signal, yd(t) = sin(t), is used, which
is the unit circle in the phase plane. The grid bound-
aries for y and ẏ, respectively, are [−2.5, 2.5] and
[−2.5, 2.5]. The design parameters are chosen to be
the same as in example 11.1except that emax = 0.05,
d f = 15, and ν = 0.001. The phase portrait of the
closed-loop system is shown in Fig. 11.17. It follows
from Fig. 11.18 that the controller performs very well
for this time-varying system.

11.7 Summary

Novel direct adaptive robust state and output feedback
controllers have been presented for the output tracking
control of a class of nonlinear systems with unknown
system dynamics. The presented techniques incorpo-
rate a variable-structure RBF network to approximate
the unknown system dynamics. The network structure
varies as the output tracking error trajectory evolves in
order to ensure tracking accuracy and, at the same time,
avoid redundant network structure. The Gaussian RBF
and the raised-cosine RBF are compared in the sim-
ulations. The property of compact support associated
with the raised-cosine RBF results in significant reduc-
tion of computations required for the network’s training
and output evaluation [11.61]. This feature becomes es-
pecially important when the center grid becomes finer
and the dimension of the network input becomes higher.

The effectiveness of the presented direct adaptive robust
controllers are illustrated with two examples.

In order to evaluate and compare different pro-
posed control strategies for the uncertain system given
in (11.1), it is necessary to use performance measures.
In the following, a list of possible performance in-
dices [11.69] is given.

• Transient performance

eM = max
t0≤t≤t f

{|e(t)|}

• Final tracking accuracy

eF = max
t∈[t f −2,t f ]

{|e(t)|}
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• Average tracking performance

L2(e) =

√√√√√ 1

t f

t f∫
t0

|e(τ)|2 dτ

• Average control input

L2(u) =

√√√√√ 1

t f

t f∫
t0

|u(τ)|2 dτ

• Degree of control chattering

cu = L2(Δu)

L2(u)
,

where

L2(Δu) =

√√√√√ 1

N

N∑
j=1

∣∣u( jΔT )−u[( j −1)ΔT ]∣∣2

The approach presented in this chapter has been
used as a starting point towards the development of di-
rect adaptive robust controllers for a class of MIMO

uncertain systems in [11.58]. The MIMO uncertain
system considered in [11.58] can be modeled by the
following set of equations

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

y(n1)
1 = f1(x)+

p∑
j=1

g1 j (x)u j +d1

y(n2)
2 = f2(x)+

p∑
j=1

g2 j (x)u j +d2

...

y
(n p)
p = f p(x)+

p∑
j=1

gp j (x)u j +dp ,

(11.65)

where u = (u1, u2, . . . , u p
)�

is the system input vector,

y = (y1, y2, . . . , yp
)�

is the system output vector, d =(
d1, d2, . . . , dp

)�
models the bounded disturbance, x =(

x
�
1 , x

�
2 , . . . , x

�
p

)� ∈ R
n is the system state vector with

xi =
(
yi , ẏi , . . . , y(ni−1)

i

)�
and n =∑p

i=1 ni , and fi (x)
and gij (x) are unknown Lipschitz-continuous functions.
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Cybernetics a12. Cybernetics and Learning Automata

John Oommen, Sudip Misra

Stochastic learning automata are probabilistic
finite state machines which have been used to
model how biological systems can learn. The
structure of such a machine can be fixed or can
be changing with time. A learning automaton
can also be implemented using action (choosing)
probability updating rules which may or may not
depend on estimates from the environment being
investigated. This chapter presents an overview
of the field of learning automata, perceived as
a completely new paradigm for learning, and
explains how it is related to the area of cybernetics.
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12.1 Basics

What is a learning automaton? What is learning all
about? what are the different types of learning automata
(LA) available? How are LA related to the general field
of cybernetics? These are some of the fundamental is-
sues that this chapter attempts to describe, so that we
can understand the potential of the mechanisms, and
their capabilities as primary tools which can be used to
solve a host of very complex problems.

The Webster’s dictionary defines cybernetics as:

. . . the science of communication and control theory
that is concerned especially with the comparative
study of automatic control systems (as the nervous
system, the brain and mechanical–electrical com-
munication systems).

The word cybernetics itself has its etymological ori-
gins in the Greek root kybernan, meaning to steer or
to govern. Typically, as explained in the Encyclopaedia
Britannica:

Cybernetics is associated with models in which
a monitor compares what is happening to a sys-
tem at various sampling times with some standard of
what should be happening, and a controller adjusts
the system’s behaviour accordingly.

Of course, the goal of the exercise is to design the
controller so as to appropriately adjust the system’s
behavior. Modern cybernetics is an interdisciplinary
field, which philosophically encompasses an ensemble
of areas including neuroscience, computer science, cog-
nition, control systems, and electrical networks.

The linguistic meaning of automaton is a self-
operating machine or a mechanism that responds to
a sequence of instructions in a certain way, so as to
achieve a certain goal. The automaton either responds
to a predetermined set of rules, or adapts to the en-
vironmental dynamics in which it operates. The latter
types of automata are pertinent to this chapter, and
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222 Part B Automation Theory and Scientific Foundations

are termed as adaptive automata. The term learning
in psychology means the act of acquiring knowledge
and modifying one’s behavior based on the experience
gained. Thus, in our case, the adaptive automaton we
study in this chapter adapts to the responses from the
environment through a series of interactions with it. It
then attempts to learn the best action from a set of possi-
ble actions that are offered to it by the random stationary
or nonstationary environment in which it operates. The
automaton thus acts as a decision maker to arrive at the
best action.

Well then, what do learning automata have to do
with cybernetics? The answer to this probably lies in
the results of the Russian pioneer Tsetlin [12.1, 2]. In-
deed, when Tsetlin first proposed his theory of learning,
his aim was to use the principles of automata theory
to model how biological systems could learn. Little did
he guess that his seminal results would lead to a com-
pletely new paradigm for learning, and a subfield of
cybernetics.

The operations of the LA can be best described
through the words of the pioneers Narendra and
Thathachar [12.3, p. 3]:

. . . a decision maker operates in the random en-
vironment and updates its strategy for choosing
actions on the basis of the elicited response. The
decision maker, in such a feedback configuration of
decision maker (or automaton) and environment, is
referred to as the learning automaton. The automa-
ton has a finite set of actions, and corresponding
to each action, the response of the environment can
be either favorable or unfavorable with a certain
probability.

LA, thus, find applications in optimization problems
in which an optimal action needs to be determined from
a set of actions. It should be noted that, in this con-
text, learning might be of best help only when there are
high levels of uncertainty in the system in which the
automaton operates. In systems with low levels of un-
certainty, LA-based learning may not be a suitable tool
of choice [12.3].

The first studies with LA models date back to the
studies by mathematical psychologists such as Bush and
Mosteller [12.4], and Atkinson et al. [12.5]. In 1961, the
Russian mathematician, Tsetlin [12.1, 2] studied deter-
ministic LA in detail. Varshavskii and Vorontsova [12.6]

introduced the stochastic variable structure versions of
the LA. Tsetlin’s deterministic automata [12.1, 2] and
Varshavskii and Vorontsova’s stochastic automata [12.6]
were the major initial motivators of further studies
in this area. Following them, several theoretical and
experimental studies have been conducted by several
researchers: Narendra, Thathachar, Lakshmivarahan,
Obaidat, Najim, Poznyak, Baba, Mason, Papadimitriou,
and Oommen, to mention a few. A comprehensive
overview of research in the field of LA can be found in
the classic text by Narendra and Thathachar [12.3], and
in the recent special issue of IEEE Transactions [12.7].

It should be noted that none of the work described
in this chapter is original. Most of the discussions, ter-
minologies, and all the algorithms that are explained in
this chapter are taken from the corresponding existing
pieces of literature. Thus, the notation and terminology
can be considered to be off the shelf, and fairly standard.

With regard to applications, the entire field of
LA and stochastic learning, has had a myriad of ap-
plications [12.3, 8–11], which (apart from the many
applications listed in these books) include solutions
for problems in network and communications [12.12–
15], network call admission, traffic control, quality-
of-service routing, [12.16–18], distributed schedul-
ing [12.19], training hidden Markov models [12.20],
neural network adaptation [12.21], intelligent vehicle
control [12.22], and even fairly theoretical problems
such as graph partitioning [12.23].

We conclude this introductory section by empha-
sizing that this brief chapter should not be considered
a comprehensive survey of the field of LA. In partic-
ular, we have not addressed the concept of LA which
possess an infinite number of actions [12.24], systems
which deal with teachers and liars [12.25], nor with
any of the myriad issues that arise when we deal with
networks of LA [12.11]. Also, the reader should not ex-
pect a mathematically deep exegesis of the field. Due to
space limitations, the results available are merely cited.
Additionally, while the results that are reported in the
acclaimed books are merely alluded to, we give spe-
cial attention to the more recent results – namely those
which pertain to the discretized, pursuit, and estimator
algorithms. Finally, we mention that the bibliography
cited here is by no means comprehensive. It is brief and
is intended to serve as a pointer to the representative
papers in the theory and applications of LA.
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Cybernetics and Learning Automata 12.3 Environment 223

12.2 A Learning Automaton

In the field of automata theory, an automaton can be de-
fined as a quintuple consisting of a set of states, a set
of outputs or actions, an input, a function that maps the
current state and input to the next state, and a function
that maps a current state (and input) into the current
output [12.3, 8–11].

Definition 12.1
A LA is defined by a quintuple 〈A, B, Q, F(·, ·), G(·)〉,
where:

(i) A = {α1, α2, . . . , αr} is the set of outputs or
actions, and α(t) is the action chosen by the au-
tomaton at any instant t.

(ii) B = {β1, β2, . . . , βm} is the set of inputs to the au-
tomaton. β(t) is the input at any instant t. The set B
can be finite or infinite. In this chapter, we consider
the case when m = 2, i. e., when B = {0, 1}, where
β = 0 represents the event that the LA has been re-
warded, and β = 1 represents the event that the LA
has been penalized.

(iii) Q = {q1, q2, . . . , qs} is the set of finite states,
where q(t) denotes the state of the automaton at
any instant t.

(iv) F(·, ·) : Q × B → Q is a mapping in terms of
the state and input at the instant t, such that,
q(t +1) = F(q(t), β(t)). It is called a transition
function, i. e., a function that determines the state
of the automaton at any subsequent time instant
t +1. This mapping can either be deterministic or
stochastic.

(v) G(·) is a mapping G : Q → A, and is called
the output function. Depending on the state at
a particular instant, this function determines the
output of the automaton at the same instant as
α(t) = G(q(t)). This mapping can, again, be either
deterministic or stochastic. Without loss of gener-
ality, G is deterministic.

If the sets Q, B, and A are all finite, the automaton is
said be finite.

12.3 Environment

The environment E typically refers to the medium in
which the automaton functions. The environment pos-
sesses all the external factors that affect the actions of
the automaton. Mathematically, an environment can be
abstracted by a triple 〈A,C, B〉. A, C, and B are defined
as:

(i) A = {α1, α2, . . . , αr} is the set of actions.
(ii) B = {β1, β2, . . . , βm} is the output set of the envi-

ronment. Again, we consider the case when m = 2,
i. e., with β = 0 representing a reward, and β = 1
representing a penalty.

(iii) C = {c1, c2, . . . , cr} is a set of penalty probabili-
ties, where element ci ∈ C corresponds to an input
action αi .

The process of learning is based on a learning
loop involving the two entities: the random environ-
ment (RE), and the LA, as illustrated in Fig. 12.1. In
the process of learning, the LA continuously interacts
with the environment to process responses to its vari-
ous actions (i. e., its choices). Finally, through sufficient
interactions, the LA attempts to learn the optimal ac-
tion offered by the RE. The actual process of learning is

represented as a set of interactions between the RE and
the LA.

The RE offers the automaton with a set of possible
actions {α1, α2, . . . , αr} to choose from. The automa-
ton chooses one of those actions, say αi , which serves
as an input to the RE. Since the RE is aware of the un-
derlying penalty probability distribution of the system,
depending on the penalty probability ci corresponding
to αi , it prompts the LA with a reward (typically de-
noted by the value 0), or a penalty (typically denoted
by the value 1). The reward/penalty information (corre-
sponding to the action) provided to the LA helps it to
choose the subsequent action. By repeating the above

Random
environment

Learning
automaton

� ∈ {0, 1}α ∈ {α1, ..., αr}

ci ∈ {c1, ..., cr}

Fig. 12.1 The automaton–environment feedback loop
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process, through a series of environment–automaton in-
teractions, the LA finally attempts to learn the optimal
action from the environment.

We now provide a few important definitions used
in the field. P(t) is referred to as the action probabil-
ity vector, where, P(t) = [p1(t), p2(t), . . . , pr (t)]�, in
which each element of the vector

pi (t) = Pr[α(t) = αi ] , i = 1, . . . , r , (12.1)

such that
r∑

i=1

pi (t) = 1 ∀t .

Given an action probability vector, P(t) at time t, the
average penalty is

M(t) = E[β(t)|P(t)] = Pr[β(t) = 1|P(t)]

=
r∑

i=1

Pr[β(t) = 1|α(t) = αi ]Pr[α(t) = αi ]

=
r∑

i=1

ci pi (t) . (12.2)

The average penalty for the pure-chance automaton is
given by

M0 = 1

r

r∑
i=1

ci . (12.3)

As t → ∞, if the average penalty M(t) < M0, at least
asymptotically, the automaton is generally considered
to be better than the pure-chance automaton. E[M(t)] is
given by

E[M(t)] = E{E[β(t)|P(t)]} = E[β(t)] . (12.4)

A LA that performs better than by pure chance is said
to be expedient.

Definition 12.2
A LA is considered expedient if

lim
t→∞ E[M(t)]< M0 .

Definition 12.3
A LA is said to be absolutely expedient if
E[M(t +1)|P(t)] < M(t), implying that E[M(t +1)] <
E[M(t)].

Definition 12.4
A LA is considered optimal if limt→∞E[M(t)] = cl ,
where cl = mini{ci}.

Definition 12.5
A LA is considered ε-optimal if

limn→∞E[M(t)] < cl + ε , (12.5)

where ε > 0, and can be arbitrarily small, by a suitable
choice of some parameter of the LA.

It should be noted that no optimal LA exist.
Marginally suboptimal performance, also termed above
ε-optimal performance, is what LA researchers attempt
to attain.

12.4 Classification of Learning Automata

12.4.1 Deterministic Learning Automata

An automaton is termed a deterministic automaton, if
both the transition function F(·, ·) and the output func-
tion G(·) defined in Sect. 12.2 are deterministic. Thus, in
a deterministic automaton, the subsequent state and ac-
tion can be uniquely specified, provided that the present
state and input are given.

12.4.2 Stochastic Learning Automata

If, however, either the transition function F(·, ·) or the
output function G(·) are stochastic, the automaton is

termed a stochastic automaton. In such an automaton,
if the current state and input are specified, the subse-
quent states and actions cannot be specified uniquely.
In such a case, F(·, ·) only provides the probabilities
of reaching the various states from a given state. Let
Fβ1 ,Fβ2 , . . . ,Fβm denote the conditional probability
matrices, where each of these conditional matrices Fβ

(for β ∈ B) is a s × s matrix, whose arbitrary element
f βij is

f βij = Pr[q(t +1) = q j |q(t) = qi , β(t) = β] ,
i, j = 1, 2, . . . , s . (12.6)
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In (12.6), each element f βij of the matrix Fβ represents
the probability of the automaton moving from state qi
to the state q j on receiving an input signal β from the
RE. Fβ is a Markov matrix, and hence

s∑
j=1

f βij = 1 , where β ∈ B; i = 1, 2, . . . , s .

(12.7)

Similarly, in a stochastic automaton, if G(·) is stochas-
tic, we have

gij = Pr{α(t) = α j |q(t) = qi} , i, j = 1, 2, . . . , s ,

(12.8)

where gij represents the elements of the conditional
probability matrix of dimension s ×r. Intuitively, gij de-
notes the probability that, when the automaton is in
state qi , it chooses the action α j . As in (12.7), we
have

r∑
j=1

gij = 1 , for each row i = 1, 2, . . . , s . (12.9)

Fixed Structure Learning Automata
In a stochastic LA, if the conditional probabilities f βij
and gij are constant, i. e., they do not vary with the
time step t and the input sequence, the automaton is
termed a fixed structure stochastic automaton (FSSA).
The popular examples of these types of automata were
proposed by Tsetlin [12.1, 2], Krylov [12.26], and
Krinsky [12.27] – all of which are ε-optimal. Their de-
tails can be found in [12.3].

Variable Structure Learning Automata
Unlike the FSSA, variable structure stochastic au-
tomata (VSSA) are those in which the state transition
probabilities are not fixed. In such automata, the state
transitions or the action probabilities themselves are up-
dated at every time instant using a suitable scheme.
The transition probabilities f βij and the output func-
tion gij vary with time, and the action probabilities
are updated on the basis of the input. These au-
tomata are discussed here in the context of linear
schemes, but the concepts discussed below can be ex-
tended to nonlinear updating schemes as well. The
types of automata that update transition probabilities
with time were introduced in 1963 by Varshavskii and
Vorontsova [12.6]. A VSSA depends on a random-
number generator for its implementation. The action

chosen is dependent on the action probability distri-
bution vector, which is, in turn, updated based on the
reward/penalty input that the automaton receives from
the RE.

Definition 12.6
A VSSA is a quintuple 〈Q, A, B, T 〉, where Q rep-
resents the different states of the automaton, A is
the set of actions, B is the set of responses from
the environment to the LA, G is the output func-
tion, and T is the action probability updating scheme
T : [0, 1]r × A × B → [0, 1]r , such that

P(t +1) = T [P(t), α(t), β(t)] , (12.10)

where P(t) is the action probability vector.

Normally, VSSA involve the updating of both the
state and action probabilities. For the sake of simplic-
ity, in practice, it is assumed that in such automata, each
state corresponds to a distinct action, in which case the
action transition mapping G becomes the identity map-
ping, and the number of states, s, is equal to the number
of actions, r (s = r < ∞).

VSSA can be analyzed using a discrete-time
Markov process, defined on a suitable set of states.
If a probability updating scheme T is time invariant,
{P(t)}t≥0 is a discrete-homogenous Markov process,
and the probability vector at the current time instant
P(t) (along with α(t) and β(t)) completely determines
P(t +1). Hence, each distinct updating scheme, T ,
identifies a different type of learning algorithm, as fol-
lows:

• Absorbing algorithms are those in which the updat-
ing scheme, T , is chosen in such a manner that the
Markov process has absorbing states;• Nonabsorbing algorithms are those in which the
Markov process has no absorbing states;• Linear algorithms are those in which P(t +1) is
a linear function of P(t);• Nonlinear algorithms are those in which P(t +1) is
a nonlinear function of P(t).

In a VSSA, if a chosen action αi is rewarded, the
probability for the current action is increased, and the
probabilities for all other actions are decreased. On the
other hand, if the chosen action αi is penalized, the
probability of the current action is decreased, whereas
the probabilities for the rest of the actions could, typi-
cally, be increased. This leads to the following different
types of learning schemes for VSSA:
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• Reward–penalty (RP): In both cases, i. e., when
the automaton is rewarded as well as penalized, the
action probabilities are updated;• Inaction–penalty (IP): When the automaton is pe-
nalized the action probability vector is updated,
whereas when the automaton is rewarded the action
probabilities are neither increased nor decreased;• Reward–inaction (RI): The action probability vec-
tor is updated whenever the automaton is rewarded,
and is unchanged whenever the automaton is penal-
ized.

A LA is considered to be a continuous automaton if
the probability updating scheme T is continuous, i. e.,
the probability of choosing an action can be any real
number in the closed interval [0, 1].

In a VSSA, if there are r actions operating in a sta-
tionary environment with β = {0, 1}, a general action
probability updating scheme for a continuous automa-
ton is described below. We assume that the action αi is
chosen, and thus, α(t) = αi . The updated action proba-
bilities can be specified as

for β(t) = 0 , ∀ j 
= i , p j (t +1) = p j (t)− g j [P(t)] ,
for β(t) = 1 , ∀ j 
= i , p j (t +1) = p j (t)+h j [P(t)] .

(12.11)

Since P(t) is a probability vector,
∑r

j=1 p j (t) = 1.
Therefore,

when β(t) = 0 ,

pi (t +1) = pi (t)+
r∑

j=1, j 
=i

g j [P(t)] ,

and when β(t) = 1 ,

pi (t +1) = pi (t)−
r∑

j=1, j 
=i

h j [P(t)] . (12.12)

Table 12.1 Properties of the continuous learning schemes

Learning Learning Usefulness Optimality Ergodic/absorbing

scheme parameters (good/bad) (when useful)

LRI a > 0, Good ε-optimal Absorbing

b = 0 as a → 0 (stationary E)

L IP a = 0, Very bad Not even Ergodic

b > 0 expedient (nonstationary E)

LRP a = b, Bad Never Ergodic

(symmetric) a, b > 0 ε-optimal (nonstationary E)

LR−εP a > 0, Good ε-optimal Ergodic

b � a as a → 0 (nonstationary E)

The functions h j and g j are nonnegative and continuous
in [0, 1], and obey

∀i = 1, 2, . . . , r , ∀P ∈ (0, 1)R ,

0 < g j (P) < p j , and

0 <

r∑
j=1, j 
=i

[p j +h j (P)] < 1 . (12.13)

For continuous linear VSSA, the following four learn-
ing schemes are extensively studied in the literature.
They are explained for the two-action case; their exten-
sion to the r-action case, where r > 2, is straightforward
and can be found in [12.3]. The four learning schemes
are:

• The linear reward–inaction scheme (LRI)• The linear inaction–penalty scheme (L IP)• The symmetric linear reward–penalty scheme
(LRP)• The linear reward–ε-penalty scheme (LR−εP).

For a two-action LA, let

gi[P(t)] = ap j (t) and

h j [P(t)] = b(1− p j (t)) . (12.14)

In (12.14), a and b are called the reward and penalty
parameters, and they obey the following inequalities:
0 < a < 1, 0 ≤ b < 1. Equation (12.14) will be used
further to develop the action probability updating equa-
tions. The above-mentioned linear schemes are quite
popular in LA because of their analytical tractability.
They exhibit significantly different characteristics, as
can be seen in Table 12.1.

The LRI scheme was first introduced by Nor-
man [12.28], and then studied by Shapiro and Naren-
dra [12.29]. It is based on the principle that, whenever
the automaton receives a favorable response (i. e., re-
ward) from the environment, the action probabilities are
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updated in a linear manner, whereas if the automaton re-
ceives an unfavorable response (i. e., penalty) from the
environment, they are unaltered.

The probability updating equations for this scheme
can be simplified to

p1(t +1) = p1(t)+a[1− p1(t)] ,
if α(t) = α1 , and β(t) = 0 ,

p1(t +1) = (1−a)p1(t) ,

if α(t) = α2 , and β(t) = 0 ,

p1(t +1) = p1(t) ,

if α(t) = α1 or α2 , and β(t) = 1 . (12.15)

We see that, if action αi is chosen, and a reward is re-
ceived, the probability pi (t) is increased, and the other
probability p j (t) (i. e., j 
= i) is decreased. If either α1 or
α2 is chosen, and a penalty is received, P(t) is unaltered.

Equation (12.15) shows that the LRI scheme has the
vectors [1, 0]� and [0, 1]� as two absorbing states. In-
deed, with probability 1, it gets absorbed into one of
these absorbing states. Therefore, the convergence of
the LRI scheme is dependent on the nature of the initial
conditions and probabilities. The scheme is not suitable
for nonstationary environments. On the other hand, for
stationary random environments, the LRI scheme is both
absolutely expedient, and ε-optimal [12.3].

The L IP and LRP schemes are devised similarly, and
are omitted from further discussions. They, and their
respective analysis, can be found in [12.3].

The so-called symmetry conditions for the functions
g(·) and h(·) to lead to absolutely expedient LA are also
derived in [12.3, 8].

Table 12.2 Properties of the discretized learning schemes

Learning Learning Usefulness Optimality Ergodic/absorbing

scheme parameters (good/bad) (as N → ∞) (when useful)

DLRI N > 0 Good ε-optimal Absorbing

(stationary E)

DLIP N > 0 Very bad Expedient Ergodic

(nonstationary E)

ADLIP N > 0 Good, sluggish ε-optimal Artificially absorbing

(stationary environments)

DLRP N > 0 Reasonable ε-optimal Ergodic

if cmin < 0.5 (nonstationary E)

ADLRP N > 0 Good ε-optimal Artificially absorbing

(stationary E)

MDLRP N > 0 Good ε-optimal Ergodic

(nonstationary E)

Discretized Learning Automata
The VSSA algorithms presented in Sect. 12.4.2 are con-
tinuous, i. e., the action probabilities can assume any
real value in the interval [0, 1]. In LA, the choice of
an action is determined by a random-number generator
(RNG). In order to increase the speed of convergence
of these automata, Thathachar and Oommen [12.30]
introduced the discretized algorithms for VSSA, in
which they suggested the discretization of the prob-
ability space. The different properties (absorbing and
ergodic) of these learning automata, and the updating
schemes of action probabilities for these discretized au-
tomata (like their continuous counterparts), were later
studied in detail by Oommen et al. [12.31–34].

Discretized automata can be perceived to be some-
what like a hybrid combination of FSSA and VSSA.
Discretization is conceptualized by restricting the prob-
ability of choosing the actions to only a fixed number
of values in the closed interval [0, 1]. Thus, the updat-
ing of the action probabilities is achieved in steps rather
than in a continuous manner as in the case of contin-
uous VSSA. Evidently, like FSSA, they possess finite
sets, but because they have action probability vectors
which are random vectors, they behave like VSSA.

Discretized LA can also be of two types:

(i) Linear – in which case the action probability values
are uniformly spaced in the closed interval [0, 1]

(ii) Nonlinear – in which case the probability values are
unequally spaced in the interval [0, 1] [12.30, 32–
34].

Perhaps the greatest motivation behind discretiza-
tion is overcoming the persistent limitation of con-
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tinuous learning automata, i. e., the slow rate of
convergence. This is achieved by narrowing the un-
derlying assumptions of the automata. Originally, the
assumption was that the RNGs could generate real val-
ues with arbitrary precision. In the case of discretized
LA, if an action probability is reasonably close to unity,
the probability of choosing that action increases to unity
(when the conditions are appropriate) directly, rather
than asymptotically [12.30–34].

The second important advantage of discretization is
that it is more practical in the sense that the RNGs used
by continuous VSSA can only theoretically be assumed
to adopt any value in the interval [0, 1], whereas almost
all machine implementations of RNGs use pseudo-
RNGs. In other words, the set of possible random values
is not infinite in [0, 1], but finite.

Last, but not the least, discretization is also im-
portant in terms of implementation and representation.
Discretized implementations of automata use integers
for tracking the number of multiples of 1/N of the ac-
tion probabilities, where N is the so-called resolution
parameter. This not only increases the rate of conver-
gence of the algorithm, but also reduces the time, in
terms of the clock cycles it takes for the processor to do
each iteration of the task, and the memory needed. Dis-
cretized algorithms have been proven to be both more
time and space efficient than the continuous algorithms.

Similar to the continuous LA paradigm, the dis-
cretized versions, the DLRI, DL IP, and DLRP automata,
have also been reported. Their design, analysis, and
properties are given in [12.30, 32–34], and are summa-
rized in Table 12.2.

12.5 Estimator Algorithms

12.5.1 Rationale and Motivation

As we have seen so far, the rate of convergence of
learning algorithms is one of the most important con-
siderations, which was the primary reason for designing
the family of discretized algorithms. With the same
goal Thathachar and Sastry designed a new-class of al-
gorithms, called the estimator algorithms [12.35–38],
which have faster rate of convergence than all the previ-
ous families. These algorithms, like the previous ones,
maintain and update an action probability vector. How-
ever, unlike the previous ones, these algorithms also
keep running estimates for each action that is rewarded,
using a reward–estimate vector, and then use those esti-
mates in the probability updating equations. The reward
estimates vector is, typically, denoted in the literature
by D̂(t) = [d̂1(t), . . . , d̂r (t)]�. The corresponding state
vector is denoted by Q(t) = 〈P(t), D̂(t)〉.

In a random environment, these algorithms help
in choosing an action by increasing the confidence in
the reward capabilities of the different actions; for ex-
ample, these algorithms initially process each action
a number of times, and then (in one version) could
increase the probability of the action with the high-
est reward estimate [12.39]. This leads to a scheme
with better accuracy in choosing the correct action.
The previous nonestimator VSSA algorithms update the
probability vector directly on the basis of the response
of the environment to the automaton, where, depend-
ing on the type of vector updating scheme being used,

the probability of choosing a rewarded action in the
subsequent time instant is increased, and the probabili-
ties of choosing the other actions could be decreased.
However, estimator algorithms update the probability
vector based on both the estimate vector and the current
feedback provided by the environment to the automa-
ton. The environment influences the probability vector
both directly and indirectly, the latter being as a re-
sult of the estimation of the reward estimates of the
different actions. This may, thus, lead to increases in ac-
tion probabilities different from the currently rewarded
action.

Even though there is an added computational cost
involved in maintaining the reward estimates, these es-
timator algorithms have an order of magnitude superior
performance than the nonestimator algorithms previ-
ously introduced. Lanctôt and Oommen [12.31] further
introduced the discretized versions of these estimator al-
gorithms, which were proven to have an even faster rate
of convergence.

12.5.2 Continuous Estimator Algorithms

Thathachar and Sastry introduced the class of con-
tinuous estimator algorithms [12.35–38] in which the
probability updating scheme T is continuous, i. e., the
probability of choosing an action can be any real
number in the closed interval [0, 1]. As mentioned sub-
sequently, the discretized versions of these algorithms
were introduced by Oommen and his co-authors, Lanc-
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tôt and Agache [12.31,40]. These algorithms are briefly
explained in Sect. 12.5.3.

Pursuit Algorithm
The family of pursuit algorithms is a class of estima-
tor algorithms that pursue an action that the automaton
currently perceives to be the optimal one. The first pur-
suit algorithm, called the CPRP algorithm, introduced
by Thathachar and Sastry [12.36, 41], pursues the op-
timal action by changing the probability of the current
optimal action whether it receives a reward or a penalty
by the environment. In this case, the currently perceived
best action is rewarded, and its action probability value
is increased with a value directly proportional to its
distance to unity, namely 1− pm(t), whereas the less
optimal actions are penalized, and their probabilities
decreased proportionally.

To start with, based on the probability distribution
P(t), the algorithm chooses an action α(t). Whether
the response was a reward or a penalty, it increases
that component of P(t) which has the maximal current
reward estimate, and it decreases the probability corre-
sponding to the rest of the actions. Finally, the algorithm
updates the running estimates of the reward probabil-
ity of the action chosen, this being the principal idea
behind keeping, and using, the running estimates. The
estimate vector D̂(t) can be computed using the fol-
lowing formula which yields the maximum-likelihood
estimate

d̂i (t) = Wi (t)

Zi (t)
, ∀i = 1, 2, . . . , r , (12.16)

where Wi (t) is the number of times the action αi has
been rewarded until the current time t, and Zi (t) is the
number of times αi has been chosen until the current
time t. Based on the above concepts, the CPRP algo-
rithm is formally given in [12.31, 39, 40].

The algorithm is similar in principle to the LRP al-
gorithm, because both the CPRP and the LRP algorithms
increase/decrease the action probabilities of the vector,
independent of whether the environment responds to
the automaton with a reward or a penalty. The major
difference lies in the way the reward estimates are main-
tained, used, and are updated on both reward/penalty. It
should be emphasized that, whereas the nonpursuit al-
gorithm moves the probability vector in the direction
of the most recently rewarded action, the pursuit algo-
rithm moves the probability vector in the direction of
the action with the highest reward estimate. Thathachar
and Sastry [12.41] have theoretically proven their ε-
optimality, and experimentally proven that these pursuit

algorithms are more accurate, and several orders of
magnitude faster than the nonpursuit algorithms.

The reward–inaction version of this pursuit al-
gorithm is also similar in design, and is described
in [12.31, 40]. Other pursuit-like estimator schemes
have also been devised and can be found in [12.40].

TSE Algorithm
A more advanced estimator algorithm, which we refer
to as the TSE algorithm to maintain consistency with
the existing literature [12.31, 39, 40], was designed by
Thathachar and Sastry [12.37, 38].

Like the other estimator algorithms, the TSE al-
gorithm maintains the running reward estimates vector
D̂(t) and uses it to calculate the action probability vec-
tor P(t). When an action αi (t) is rewarded, according
to the TSE algorithm, the probability components with
a reward estimate greater than d̂i (t) are treated differ-
ently from those components with a value lower than
d̂i (t). The algorithm does so by increasing the proba-
bilities for all the actions that have a higher estimate
than the estimate of the chosen action, and decreasing
the probabilities of all the actions with a lower esti-
mate. This is done with the help of an indicator function
Sij (t) which assumes the value 1 if d̂i (t) > d̂ j (t) and
the value 0 if d̂i (t) ≤ d̂ j (t). Thus, the TSE algorithm
uses both the probability vector P(t) and the reward
estimates vector D̂(t) to update the action probabili-
ties. The algorithm is formally described in [12.39]. On
careful inspection of the algorithm, it can be observed
that P(t +1) depends indirectly on the response of the
environment to the automaton. The feedback from the
environment changes the values of the components of
D̂(t), which, in turn, affects the values of the functions
f (·) and Sij (t) [12.31, 37–39].

Analyzing the algorithm carefully, we obtain three
cases. If the i-th action is rewarded, the probability val-
ues of the actions with reward estimates higher than
the reward estimate of the currently selected action are
updated using [12.37]

p j (t +1)

= p j (t)−λ

{
f
[
d̂i (t)− d̂ j (t)

] [pi (t)− p j (t)pi (t)]
r −1

}
;

(12.17)

when d̂i (t) < d̂ j (t), since the function f
[
d̂i (t)− d̂ j (t)

]
is monotonic and increasing, f

[
d̂i (t)− d̂ j (t)

]
is seen to

be negative. This leads to a higher value of p j (t +1)
than that of p j (t), which indicates that the probabil-
ity of choosing actions that have estimates greater than
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that of the estimates of the currently chosen action will
increase.

For all the actions with reward estimates smaller
than the estimate of the currently selected action, the
probabilities are updated based on

p j (t +1) = p j (t)−λ f
[
d̂i (t)− d̂ j (t)

]
p j (t) . (12.18)

The sign of the function f
[
d̂i (t)− d̂ j (t)

]
is negative,

which indicates that the probability of choosing actions
that have estimates less than that of the estimate of the
currently chosen action will decrease.

Thathachar and Sastry have proven that the TSE
algorithm is ε-optimal [12.37]. They have also experi-
mentally shown that the TSE algorithm often converges
several orders of magnitude faster than the LRI scheme.

Generalized Pursuit Algorithm
Agache and Oommen [12.40] proposed a generalized
version of the pursuit algorithm (CPRP) proposed by
Thathachar and Sastry [12.36, 41]. Their algorithm,
called the generalized pursuit algorithm (GPA), gen-
eralizes Thathachar and Sastry’s pursuit algorithm by
pursuing all those actions that possess higher reward
estimates than the chosen action. In this way the proba-
bility of choosing a wrong action is minimized. Agache
and Oommen experimentally compared their pursuit al-
gorithm with the existing algorithms, and found that
their algorithm is the best in terms of the rate of
convergence [12.40].

In the CPRP algorithm, the probability of the
best estimated action is maximized by first decreas-
ing the probability of all the actions in the following
manner [12.40]

p j (t +1) = (1−λ)p j (t) , j = 1, 2, . . . , r .

(12.19)

The sum of the action probabilities is made unity
by the help of the probability mass Δ, which is given
by [12.40]

Δ = 1−
r∑

j=1

p j (t +1) = 1−
r∑

j=1

(1−λ)p j (t)

= 1−
r∑

j=1

p j (t)+λ

r∑
j=1

p j (t) = λ . (12.20)

Thereafter, the probability mass Δ is added to the prob-
ability of the best estimated action. The GPA algorithm,
thus, equidistributes the probability mass Δ to the ac-
tion estimated to be superior to the chosen action. This

gives us [12.40]

pm(t +1) = (1−λ)pm(t)+Δ= (1−λ)pm(t)+λ ,

(12.21)

where d̂m = max j=1,2,...,r
[
d̂ j (t)

]
. Thus, the updating

scheme is given by [12.40]

p j (t +1) = (1−λ)p j (t)+ λ

K (t)
,

if d̂ j (t) > d̂i (t) , j 
= i ,

p j (t +1) = (1−λ)p j (t) ,

if d̂ j (t) ≤ d̂i (t) , j 
= i ,

pi (t +1) = 1−
∑
j 
=i

p j (t +1) , (12.22)

where K (t) denotes the number of actions that have esti-
mates greater than the estimate of the reward probability
of the action currently chosen. The formal algorithm is
omitted, but can be found in [12.40].

12.5.3 Discrete Estimator Algorithms

As we have seen so far, discretized LA are superior to
their continuous counterparts, and the estimator algo-
rithms are superior to the nonestimator algorithms in
terms of the rate of convergence of the learning algo-
rithms. Utilizing the previously proven capabilities of
discretization in improving the speed of convergence of
the learning algorithms, Lanctôt and Oommen [12.31]
enhanced the pursuit and the TSE algorithms. This
led to the designing of classes of learning algorithms,
referred to in the literature as the discrete estimator al-
gorithms (DEA) [12.31]. To this end, as done in the
previous discrete algorithms, the components of the ac-
tion probability vector are allowed to assume a finite set
of discrete values in the closed interval [0, 1], which is,
in turn, divided into a number of subintervals propor-
tional to the resolution parameter N . Along with this,
a reward estimate vector is maintained to keep an esti-
mate of the reward probability of each action [12.31].

Lanctôt and Oommen showed that, for each mem-
ber algorithm belonging to the class of DEAs to be
ε-optimal, it must possess a pair of properties known as
the property of moderation and the monotone property.
Together these properties help prove the ε-optimality of
any DEA algorithm [12.31].

Moderation Property
A DEA with r actions and a resolution parameter N is
said to possess the property of moderation if the max-
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imum magnitude by which an action probability can
decrease per iteration is bounded by 1/(rN).

Monotone Property
Suppose there exists an index m and a time instant
t0 <∞, such that d̂m(t) > d̂ j (t), ∀ j s.t. j 
= m and ∀t s.t.
t ≥ t0, where d̂m(t) is the maximal component of D̂(t).
A DEA is said to possess the monotone property if there
exists an integer N0 such that, for all resolution param-
eters N > N0, pm(t) → 1 with probability 1 as t → ∞,
where pm(t) is the maximal component of P(t).

The discretized versions of the pursuit algorithm,
and the TSE algorithm possessing the moderation and
monotone properties, are presented in the next section.

Discrete Pursuit Algorithm
The discrete pursuit algorithm (formally described
in [12.31]), is referred to as the DPA in the literature,
and is similar to a great extent to its continuous pursuit
counterpart, i. e., the CPRI algorithm, except that the up-
dates to the action probabilities for the DPA algorithm
are made in discrete steps. Therefore, the equations in
the CPRP algorithm that involve multiplication by the
learning parameter λ are substituted by the addition or
subtraction of quantities proportional to the smallest
step size.

As in the CPRI algorithm, the DPA algorithm op-
erates in three steps. If Δ = 1/(rN) (where N denotes
the resolution, and r the number of actions) denotes
the smallest step size, the integral multiples of Δ de-
note the step sizes in which the action probabilities
are updated. Like the continuous reward–inaction algo-
rithm, when the chosen action α(t) = αi is penalized,
the action probabilities remain unchanged. However,
when the chosen action α(t) = αi is rewarded, and the
algorithm has not converged, the algorithm decreases,
by the integral multiples of Δ, the action probabil-
ities which do not correspond to the highest reward
estimate.

Lanctôt and Oommen have shown that the DPA
algorithm possesses the properties of moderation and
monotonicity, and that it is thus ε-optimal [12.31].
They have also experimentally proved that, in differ-
ent ranges of environments from simple to complex,
the DPA algorithm is at least 60% faster than the CPRP
algorithm [12.31].

Discrete TSE Algorithm
Lanctôt and Oommen also discretized the TSE algo-
rithm, and have referred to it as the discrete TSE
algorithm (DTSE) [12.31]. Since the algorithm is based

on the continuous version of the TSE algorithm, it ob-
viously has the same level of intricacy, if not more.
Lanctôt and Oommen theoretically proved that, like
the DPA estimator algorithm, this algorithm also pos-
sesses the moderation and the monotone properties,
while maintaining many of the qualities of the contin-
uous TSE algorithm. They also provided the proof of
convergence of this algorithm.

There are two notable parameters in the DTSE algo-
rithm:

1. Δ = 1/(rNθ), where N is the resolution parameter
as before

2. θ, an integer representing the largest value by which
any of the action probabilities can change in a single
iteration.

A formal description of the DTSE algorithm is omit-
ted here, but can be found in [12.31].

Discretized Generalized Pursuit Algorithm
Agache and Oommen [12.40] provided a discretized
version of their GPA algorithm presented earlier.
Their algorithm, called the discretized generalized pur-
suit algorithm (DGPA), also essentially generalizes
Thathachar and Sastry’s pursuit algorithm [12.36, 41].
However, unlike the TSE, it pursues all those actions
that possess higher reward estimates than the chosen
action.

In essence, in any single iteration, the algorithm
computes the number of actions that have higher reward
estimates than the current chosen action, denoted by
K (t), whence the probability of all the actions that have
estimates higher than the chosen action is increased
by an amount Δ/K (t), and the probabilities for all the
other actions are decreased by an amount Δ/(r − K (t)),
where Δ = 1/(rN) denotes the resolution step, and N
the resolution parameter. The DGPA algorithm has been
proven to possess the moderation and monotone prop-
erties, and is thus ε-optimal [12.40]. The detailed steps
of the DGPA algorithm are omitted here.

12.5.4 Stochastic Estimator Learning
Algorithm (SELA)

The SELA algorithm belongs to the class of dis-
cretized LA, and was proposed by Vasilakos and
Papadimitriou [12.42]. It has, since then, been used
for solving problems in the domain of computer net-
works [12.18, 43]. It is an ergodic scheme, which has
the ability to converge to the optimal action irrespective
of the distribution of the initial state [12.18, 42].
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As before, let A = {α1, α2, . . . , αr} denote the set
of actions and B = {0, 1} denote the set of responses
that can be provided by the environment, where β(t)
represents the feedback provided by the environment
corresponding to a chosen action α(t) at time t. Let
the probability of choosing the k-th action at the t-th
time instant be pk(t). SELA updates the estimated en-
vironmental characteristics as the vector E(t), which
can be defined as E(t) = 〈D(t), M(t),U(t)〉, explained
below.

D(t) = {d1(t), d2(t), . . . , dr (t)} represents the vector
of the reward estimates, where

dk(t) =
W∑

i=1

βk(t) . (12.23)

In (12.23), the numerator on the right-hand side repre-
sents the total rewards received by the LA in the window
size representing the last W times a particular action αk
was selected by the algorithm. W is called the learning
window.

The second parameter in E(t) is called the oldness
vector, and is represented as M(t) = {m1(t),m2(t), . . . ,
mr (t)}, where mk(t) represents the time passed (counted
as the number of iterations) since the last time the action
αk(t) was selected.

The last parameter U(t) is called the stochas-
tic estimator vector and is represented as U(t) =
{u1(t), u2(t), . . . , ur (t)}, where the stochastic estimate
ui (t) of action αi is calculated using

ui (t) = di (t)+ N
[
0, σi

2(t)
]
, (12.24)

where N
[
0, σi

2(t)
]

represents a random number se-
lected from a normal distribution that has a mean of 0
and a standard deviation of σi (t) = min{σmax, a mi (t)},
and a is a parameter signifying the rate at which the
stochastic estimates become independent, and σmax rep-
resents the maximum possible standard deviation that
the stochastic estimates can have. In symmetrically dis-
tributed noisy stochastic environments, SELA is shown
to be ε-optimal, and has found applications for routing
in ATM networks [12.18, 43].

12.6 Experiments and Application Examples

All the continuous and the discretized versions of
the estimator algorithms presented above were ex-
perimentally evaluated [12.31, 40]. Lanctôt and Oom-
men [12.31] compared the rates of convergence between
the discretized and the continuous versions of the
pursuit and the TSE estimator algorithms. In their ex-
periments, they required that their algorithm achieve
a level of accuracy of not making any errors in
convergence in 100 experiments. To initialize the re-
ward estimates vector, 20 iterations were performed
for each action. The experimental results for the TSE
algorithms are summarized in Table 12.3. The corre-

Table 12.3 The number of iterations until convergence
in two-action environments for the TSE algorithms (af-
ter [12.31])

Probability of reward Mean iterations

Action 1 Action 2 Continuous Discrete

0.800 0.200 28.8 24.0

0.800 0.400 37.0 29.0

0.800 0.600 115.0 76.0

0.800 0.700 400.0 380.0

0.800 0.750 2200.0 1200.0

0.800 0.775 8500.0 5600.0

sponding results of the pursuit algorithms are provided
in Table 12.4 (the numbers indicate the number of it-
erations required to attain to convergence). The results
show that the discretized TSE algorithm is faster (be-
tween 50–76%) than the continuous TSE algorithm.
Similar observations were obtained for the pursuit algo-
rithm. The discretized versions of the pursuit algorithms
were found to be at least 60% faster than their con-
tinuous counterparts; for example, with d1 = 0.8 and
d2 = 0.6, the continuous TSE algorithm required an
average of 115 iterations to converge, whereas the dis-
cretized TSE took only 76. Another set of experimental

Table 12.4 The number of iterations until convergence in
two-action environments for the pursuit algorithms (af-
ter [12.31])

Probability of reward Mean iterations

Action 1 Action 2 Continuous Discrete

0.800 0.200 22 22

0.800 0.400 22 39

0.800 0.600 148 125

0.800 0.700 636 357

0.800 0.750 2980 1290

0.800 0.775 6190 3300
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Table 12.5 Comparison of the discrete and continuous
estimator algorithms in a benchmark with ten-action en-
vironments (after [12.31])

Environment Algorithm Continuous Discrete

EA Pursuit 1140 799

EA TSE 310 207

EB Pursuit 2570 1770

EB TSE 583 563

comparisons was performed between all the estima-
tor algorithms presented so far in several ten-action
environments [12.31]. Their results [12.31] are summa-
rized in Table 12.5, and show that the TSE algorithm
is much faster than the pursuit algorithm. Whereas the
continuous pursuit algorithm required 1140 iterations to
converge, the TSE algorithm took only 310. The same
observation applies to their discrete versions. Similarly,
it was observed that the discrete estimator algorithms
were much faster than the continuous estimator algo-
rithms; for example, for environment EA, while the

Table 12.6 Experimental comparison of the performance
of the GPA and the DGPA algorithms in benchmark ten-
action environments (after [12.40])

Environ- GPA DGPA

ment Number Number

λ of iterations N of iterations

EA 0.0127 948.03 24 633.64

EB 0.0041 2759.02 52 1307.76
Note: The reward probabilities for the actions are:
EA : 0.7 0.5 0.3 0.2 0.4 0.5 0.4 0.3 0.5 0.2
EB : 0.1 0.45 0.84 0.76 0.2 0.4 0.6 0.7 0.5 0.3

continuous algorithm took 1140 iterations to converge,
the discretized algorithm needed only 799 iterations.
The GPA and the DGPA algorithms were compared
for the benchmark ten-action environments. The results
are summarized in Table 12.6. The DGPA algorithm
was found to converge much faster than the GPA al-
gorithm. This, once again, proves the superiority of the
discretized algorithms over the continuous ones.

12.7 Emerging Trends and Open Challenges

Although the field of LA is relatively young, the
analytic results that have been obtained are quite phe-
nomenal. Simultaneously, however, it is also fair to
assert that the tools available in the field have been far
too underutilized in real-life problems.

We believe that the main areas of research that
will emerge in the next few years will involve apply-
ing LA to a host of application domains. Here, as the
saying goes, the sky is the limit, because LA can prob-
ably be used in any application where the parameters
characterizing the underlying system are unknown and
random. Some possible potential applications are listed
below:

1. LA could be used in medicine to help with the diag-
nosis process.

2. LA have potential applications in intelligent tuto-
rial (or tutorial-like) systems to assist in imparting
imperfect knowledge to classrooms of students,
where the teacher is also assumed to be imperfect.
Some initial work is already available in this re-
gard [12.44].

3. The use of LA in legal arguments and the associated
decision-making processes is open.

4. Although LA have been used in some robotic ap-
plications, as far as we know, almost no work has
been done for obstacle avoidance and intelligent
path planning of real-life robots.

5. We are not aware of any results that use LA in the
biomedical application domain. In particular, we be-
lieve that they can be fruitfully utilized for learning
targets, and in the drug design phase.

6. One of the earliest applications of LA was in the
routing of telephone calls over land lines, but the
real-life application of LA in wireless and multihop
networks is still relatively open.

We close this section by briefly mentioning that the
main challenge in using LA for each of these application
domains would be that of modeling what the environ-
ment and automaton are. Besides this, the practitioner
would have to consider how the response of a particular
solution can be interpreted as the reward/penalty for the
automaton, or for the network of automata.
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12.8 Conclusions

In this chapter we have discussed most of the
important learning mechanisms reported in the lit-
erature pertaining to learning automata (LA). Af-
ter briefly stating the concepts of fixed structure
stochastic LA, the families of continuous and dis-
cretized variable structure stochastic automata were

discussed. The chapter, in particular, concentrated on
the more recent results involving continuous and dis-
cretized pursuit and estimator algorithms. In each
case we have briefly summarized the theoretical
and experimental results of the different learning
schemes.
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13.1 Basic Considerations

13.1.1 Why Communication Is Necessary
in Automated Systems

Automated systems use local control systems that uti-
lize sensor information in feedback loops, process this
information, and send it as control commands to ac-
tuators to be implemented. Such closed-loop feedback
control is necessary because of the uncertainties in the
knowledge of the process and in the environmental con-
ditions. Feedback control systems rely heavily on the
ability to receive sensor information and send com-
mands using wired or wireless communications.

In automated systems there is control supervision,
and also health and safety monitoring via supervisory
control and data acquisition (SCADA) systems. Values
of important quantities (which may be temperatures,
pressures, voltages, etc.) are sensed and transmitted to
monitoring stations in control rooms. After processing

the information, decisions are made and supervisory
commands are sent to change conditions such as set
points or to engage emergency procedures. The data
from sensors and set commands to actuators are sent
via wired or wireless communication channels.

So, communication mechanisms are an integral part
of any complex automated system.

13.1.2 Communication Modalities

In any system there are internal communication mech-
anisms that allow components to interact and exhibit
a collective behavior, the system behavior; for example,
in an electronic circuit, transistors, capacitors, resis-
tances are connected so current can flow among them
and the circuit can exhibit the behavior it was designed
for. Such internal communication is an integral part of
any system. At a higher level, subsystems that can each
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238 Part B Automation Theory and Scientific Foundations

be quite complex interact via external communication
links that may be wired or wireless. This is the case,
for example, in antilock brake systems, vehicle stabil-
ity systems, and engine and exhaust control systems in
a car, or among unmanned aerial vehicles that com-
municate among themselves to coordinate their flight
paths. Such external to subsystems communication is
of prime interest in automated systems.

There are of course other types of communication,
for example, machine to machine via mechanical links
and human to machine, but here we will focus on elec-
tronic transmission of information and communication
networks in automated systems.

Such systems are present in refineries, process
plants, manufacturing, and automobiles, to mention but
a few. Advances in computer and communication tech-
nologies coupled with lower costs are the main driving
forces of communication methods in automated systems
today. Digital communications, shared wired commu-
nication links, and wireless communications make up
the communication networks in automated systems
today.

In the following, after an introduction to digital
communication fundamentals, the focus is on net-
worked control systems that use shared communication
links, which is common practice in automated systems.

13.2 Digital Communication Fundamentals

A digital communication system can generally be
thought of as a system which allows either a contin-
uous x(t) or discrete random source of information
to be transmitted through a channel to a given (set
of) sink(s) (Fig. 13.1). The information that arrives at
a given destination can be subject to delays, signal
distortion, and noise. The digital communication chan-
nel typically is treated as a physical medium through
which the information travels as an appropriately mod-
ulated analog signal, sm(t), subject to linear distortion
and additive (typically Gaussian) noise n(t). As is
done in [13.1] we choose to use the simplified single-
channel network shown in Fig. 13.1 in which the source
encoder/decoder and channel encoder/decoder are sep-
arate entities. The design of the source encoder/decoder
can usually be performed independently of the design of
the channel encoder/decoder. This is possible due to the
source-channel separation theorem (SCST) stated by
Shannon [13.2], which states that, as long as the average
information rate of bit/s from the source encoder Rs is
strictly below the channel capacity C, information can
be reliably transmitted with an appropriately designed

Transmitted
signal
sm(t)

Received
signal
r (t)

Information
sequence

{an}

Sample
function

x (t)
Source
input SinkChannel

encoder
Channel
decoder

Source
encoder 

x~k

Information
sequence

{an}

Sample
function

y (t)
Source
decoder

Noise
n (t)

Channel

+

Fig. 13.1 Digital communication network with separate source and channel coding

channel encoder. Conversely, if Rs is greater than or
equal to C then it is impossible to send any information
reliably. The interested reader should also see [13.3] for
a more recent discussion as how the SCST relates to
the single-channel case; [13.4] discusses the SCST as
it applies to single-source broadcasting to many users,
and [13.5] discusses how the SCST relates to many
sources transmitting to one sink.

In Sect. 13.2.1 we will restate some of Shannon’s
key theorems as they relate to digital communication
systems. With a clear understanding of the limitations
and principles associated with digital communication
systems we will address source encoder and decoder
design in Sect. 13.2.2 and channel encoder and decoder
design in the Appendix.

13.2.1 Entropy, Data Rates,
and Channel Capacity

Entropy is a measure of uncertainty of a data source and
is typically denoted by the symbol H . It can be seen as
a measure of how many bits are required to describe
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a specific output symbol of the data source. Therefore,
the natural unit of measure for entropy is bit/symbol and
can also be used in terms of bit/s, depending on the con-
text. Assuming that the source could have n outcomes in
which each outcome has a probability pi of occurrence
the entropy has the form [13.2, Theorem 2]

H = −
n∑

i=1

pi log2 pi . (13.1)

The entropy is greatest from a source where all sym-
bols are equally likely; for example, given a 2 bit source
in which each output symbol is {00, 01, 10, 11} with re-
spective output probabilities pi =

{ po
3 ,

po
3 ,

po
3 , 1− po

}
,

it will have the following entropy, which is maximized
when all outcomes are equally likely

H =− po

3

3∑
i=1

log2
po

3
− (1− po) log2(1− po)

=−1

4
log2

(
1

4

)
= log2(4) = 2 , (13.2)

po = 3

4
.

Figure 13.2 shows a plot of entropy as a function of
po; note that H = 0 bits when po = 0; since the source
would only generate the symbol 11 there is no need to
actually transmit it to the receiver. Note that our 2 bit
representations of our symbols is an inefficient choice;
for example if po = 0.2 we could represent this source
with only 1 bit. This can be accomplished by encoding
groups of symbols as opposed to considering individual
symbols. By determining the redundancy of the source,

0 0.2 0.4 0.6 0.8 1

H(bits)

po

2

1.5

1

0.5

0

Fig. 13.2 Entropy of four-symbol source
pi =

{ po
3 ,

po
3 ,

po
3 , 1− po

}

efficient compression algorithms can be derived, as dis-
cussed further in Sect. 13.2.2.

In digital communication theory we are typically
concerned with describing the entropy of joint events
H(x, y) in which events x and y have, respectively, m
and n possible outcomes with a joint probability of oc-
currence p(x, y). The joint probability can be computed
using

H(x, y) =−
∑
i, j

p(i, j) log2 p(i, j) ,

in which it has been shown [13.2] that the following
inequalities hold

H(x, y) ≤ H(x)+ H(y) (13.3)

= H(x)+ Hx(y) , (13.4)

H(y) ≥ Hx(y) . (13.5)

Equality for (13.3) holds if and only if both events
are independent. The uncertainty of y (H(y)) is never
increased by knowledge of x (Hx (y)), as indicated
by the conditional entropy inequality in (13.4). These
measures provide a natural way of describing channel
capacity when digital information is transmitted as an
analog waveform through a channel which is subject to
random noise. The effective rate of transmission, R, is
the difference of the source entropy H(x) from the av-
erage rate of conditional entropy, Hy(x). Therefore, the
channel capacity C is the maximum rate R achievable

R = H(x)− Hy(x) , (13.6)

C = max(H(x)− Hy(x)) . (13.7)

This naturally leads to the discrete channel capacity
theorem given by Shannon [13.2, Theorem 11]. The
theorem states that, if a discrete source has entropy H
that is less than the channel capacity C, their exists
an encoding scheme such that data can be transmit-
ted with an arbitrarily small frequency of errors (small
equivocation), otherwise the equivocation will approach
H −C + ε, where ε > 0 is arbitrarily small.

13.2.2 Source Encoder/Decoder Design

Source Data Compression
Shannon’s fundamental theorem for a noiseless channel
is the basis for understanding data compression algo-
rithms. In [13.2, Theorem 9] he states that, for a given
source with entropy H (bit/symbol) and channel capac-
ity C (bit/s), a compression scheme exists such that
one can transmit data at an average rate R = C

H − ε
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(symbol/second), where ε > 0 is arbitrarily small; for
example, if one had a 10 bit temperature measurement
of a chamber which 99% of the time is at 25 ◦C and
all other measurements are uniformly distributed for the
remaining 1% of the time then you would only send
a single bit to represent 25 ◦C instead of all 10 bits. As-
suming that the capacity of the channel is 100 bit/s, then
instead of sending data at an average rate of 10 = 100

10
measurements per second you will actually send data
at an average rate of 99.1 = (0.99 100

1 +0.01 100
10

)
mea-

surements per second.
Note that, as this applies to source coding theory,

we can also treat the channel capacity C as the ideal H
for the source, and so H is the actual bit rate achieved
R for a given source. Then R =∑n

i=1 pini , where pi
is the probability of occurrence for each code word of
length ni bit. When evaluating a source coding algo-
rithm we can look at the efficiency of the algorithm,
which is 100H/R%.

As seen in Fig. 13.2, if po = 0.19 then H =
1.0 bit/symbol. If we used our initial encoding for the
symbols, we would transmit on average 2 bits/symbol
with an efficiency of 50%. We will discover that by
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Fig. 13.3 Illustration of Huffman encoding algorithm

using a variable-length code and by making the follow-
ing source encoder map xk = {11, 00, 01, 10} → ak =
{0, 01, 011, 111} we can lower our average data rate to
R = 1.32 bit/symbol, which improves the efficiency to
76%. Note that both mappings satisfy the prefix con-
dition which requires that, for a given code word Ck
of length k with bit elements (b1, b2, . . . , bk), there
is no other code word of length l < k with elements
(b1, b2, . . . , bl) for 1 ≤ l < k [13.6]. Therefore, both
codes satisfy the Kraft inequality [13.6, p. 93].

In order to get closer to the ideal H = 1.0 bit/symbol
we will use the Huffman coding algorithm [13.6,
pp. 95–99] and encode pairs of letters before
transmission (which will naturally increase H to
2.0 bit/symbol−pair).

Figure 13.3 shows the resulting code words for
transmitting pairs of symbols. We see that the encod-
ing results in an efficiency of 95% in which H = 2.0
and the average achievable transmission rate is R = 2.1.
The table is generated by sorting in descending order
each code word pair and its corresponding probability
of occurrence. Next, a tree is made in which pairs are
generated by matching the two least probable events and
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are encoded with a corresponding 0 or 1. The proba-
bility of either event occurring is the sum of the two
least probable events, as indicated. The tree continues
to grow until all events have been accounted for. The
code is simply determined by reading the corresponding
0 and 1 sequence from left to right.

Source Quantization
Due to the finite capacity (due to noise and limited
bandwidth) of a digital communication channel, it is
impossible to transmit an exact representation of a con-
tinuous signal from a source x(t) since this would
require an infinite number of bits. The question to be
addressed is: how can the source be encoded in order to
guarantee some minimal distortion of the signal when
constrained by a given channel capacity C? For simplic-
ity we will investigate the case when x(t) is measured
periodically at time T ; the continuous sampled value is
denoted as x(k) and the quantized values is denoted as
x̂(k). The squared-error distortion is a commonly used
measure of distortion and is computed as

d
(
xk, x̂k

)= (xk − x̂k
)2

. (13.8)

Using Xn to denote n consecutive samples in a vector
and X̂n to denote the corresponding quantized samples,
the corresponding distortion for the n samples is

d
(
Xn, X̂n

)= 1

n

n∑
k=1

d
(
xk − x̂k

)
. (13.9)

Assuming that the source is stationary, the expected
value of the distortion of n samples is

D = E
[
d
(
Xn, X̂n

)]= E
[
d
(
xk − x̂k

)]
.

Given a memoryless and continuous random source
X with a probability distribution function (pdf) p(x)
and a corresponding quantized amplitude alphabet X̂ in
which x ∈ X and x̂ ∈ X̂, we define the rate distortion
function R(D) as

R(D) min
p(x̂|x):E[d(X,X̂)]≤D

I
(
X; X̂

)
, (13.10)

in which I
(
X; X̂

)
is denoted as the mutual informa-

tion between X and X̂ [13.7].
It has been shown that the rate distortion function

for any memoryless source with zero mean and finite
variance σ2

x can be bounded as follows

H(X)− 1

2
log2 2π eD ≤ R(D) ≤ 1

2
log2

(
σ2

x

D

)
,

0 ≤ D ≤ σ2
x . (13.11)

H(X) = ∫∞
−∞ p(x) log p(x)dx is called the differential

entropy. Note that the upper bound is the rate distor-
tion function for a Gaussian source Hg(X). Similarly,
the bounds on the corresponding distortion rate function
are

1

2π e
2−2(R−H(X)) ≤ D(R) ≤ 2−2Rσ2

x . (13.12)

The rate distortion function for a band-limited Gaussian
channel of width W normalized by σ2

X can be expressed
in decibels as [13.6, pp. 104–108]

10 log
Dg(R)

σ2
x

=−3R

W
. (13.13)

Thus, decreasing the bandwidth of the source of infor-
mation results in an exponential decrease in the rate
distortion function for a given data rate R.

Similar to the grouped Huffman encoding algo-
rithm, significant gains can be made by designing
a quantizer X̂ = Q(·) for a vector X of individual scalar
components {xk, 1 ≤ k ≤ n} which are described by the
joint pdf p(x1, x2, . . . , xn). The optimum quantizer is
the one which can achieve the minimum distortion
Dn(R)

Dn(R) min
Q(X)

E
[
d
(
X, X̂

)]
. (13.14)

As the dimension n → ∞ it can be shown that D(R) =
Dn(R) in the limit [13.6, p. 116–117]. One method to
implement such a vector quantization is the K -means
algorithm [13.6, p.117].

13.3 Networked Systems Communication Limitations

As we have seen in our review of communication the-
ory, there is no mathematical framework that guarantees
a bounded deterministic fixed delay in transmitting in-
formation through a wireless or a wired medium. All
digital representations of an analog waveform are trans-

mitted with an average delay and variance, which is
typically captured by its distortion measure. Clearly
wired media tend to have a relative low degree of
distortion when delivering information from a certain
source to destination; for example, receiving digitally
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encoded data from a wired analog-to-digital converter,
sent to a single digital controller at a fixed rate of
8 kbit/s, occurs with little data loss and distortion
(i. e., only the least-significant bits tend to have er-
rors). When sending digital information over a shared
network, the problem becomes much more complex,
in which the communication channel, medium access
control (MAC) mechanism, and the data rate of each
source on the network come into play [13.8]. Even
to determine the average delay of a relatively sim-
ple MAC mechanism such as time-division multiple
access (TDMA) is a fairly complex task [13.9]. In
practice there are wired networking protocols which
attempt to achieve a relatively constant delay profile
by using a token to control access to the network,
such as ControlNet and PROFIBUS-DP. Note that
the control area network (CAN) offers a fixed prior-
ity scheme in which the highest-priority device will
always gain access to the network, therefore allow-
ing it to transmit data with the lowest average delay,
whereas the lower-priority devices will have a cor-
responding increase in average delay [13.10, Fig. 4].
Protocols such as ControlNet and PROFIBUS-DP, how-

ever, allow each member on the network an equal
opportunity to transmit data within a given slot and
can guarantee the same average delay for each node
on a network for a given data rate. Usually the main
source of variance in these delays is governed by the
processing delays associated with the processors used
on the network, and the additional higher-layer pro-
tocols which are built on top of these lower-layer
protocols.

Wireless networks can perform as well as a wired
network if the environmental conditions are ideal, for
example, when devices have a clear line of sight for
transmission, and are not subject to interference (high-
gain microwave transmission stations). Unfortunately,
devices which are used on a factory floor are more
closely spaced and typically have isotropic antennas,
which will lead to greater interference and variance
of delays as compared with a wired network. Wire-
less token-passing protocols such as that described
in [13.11] are a good choice to implement for control
systems, since they limit interference in the network,
which limits variance in delays, while providing a rea-
sonable data throughput.

13.4 Networked Control Systems

One of the main advantages of using communication
networks instead of point-to-point wired connections is
the significantly reduced wiring together with the re-
duced failure rates of much lower connector numbers,
which have significant cost implications in automated
systems. Additional advantages include easier trou-
bleshooting, maintenance, interoperability of devices,
and integration of new devices added to the net-
work [13.10]. Automated systems utilize digital shared
communication networks. A number of communica-
tion protocols are used including Ethernet transmission
control protocol/Internet protocol (TCP/IP), DeviceNet,
ControlNet, WiFi, and Bluetooth. Each has different
characteristics such as data speed and delays. Data are
typically transmitted in packets of bits, for example an
Ethernet IEEE 802.3 frame has a 112 or 176 bit header
and a data field that must be at least 368 bits long.

Any automated system that uses shared digital wired
or wireless communication networks must address cer-
tain concerns, including:

1. Bandwidth limitations, since any communication
network can only carry a finite amount of informa-
tion per unit of time

2. Delay jitter, since uncertainties in network access
delay, or delay jitter, is commonly present

3. Packet dropouts, since transmission errors, buffer
overflows due to congestion, or long transmission
delays may cause packets to be dropped by the com-
munication system.

All these issues are currently being addressed
in ongoing research on networked control systems
(NCS) [13.12].

13.4.1 Networked Control Systems

Figure 13.4 depicts a typical automation network in
which two dedicated communication buses are used
in order to control an overall process Gp with a ded-
icated controller Gc. The heavy solid line represents
the control data network which provides timely sen-
sor information y to Gc and distributes the appropriate
control command u to the distributed controllers Gci .
The heavy dashed solid line represents the monitor and
configure data network, which allows the various con-
trollers and sensors to be configured and monitored
while Gp is being controlled. The control network usu-
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ally has a lower data capacity but provides a fairly
constant data delay with little variance in which field
buses such as CAN, ControlNet, and PROFIBUS-DP
are appropriate candidates. The monitoring and con-
figuring network should have a higher data capacity
but can tolerate more variance in its delays such that
standard Ethernet or wireless networks using TCP/IP
would be suitable. Sometimes the entire control net-
work is monitored by a programmable logic controller
(PLC) which acts as a gateway to the monitoring net-
work as depicted in [13.10, Fig. 12]. However, there
are advanced distributed controllers Gci which can
both receive and deliver timely data over a control
field bus such as CAN, yet still provide an Ether-
net interface for configuration and monitoring. One
such example is the πMFC, which is an advanced
pressure-insensitive mass flow controller that provides
both communication interfaces in which a low-cost
low-power dual-processor architecture provides dedi-
cated real-time control with advanced monitoring and
diagnostic capabilities offloaded to the communications
processor [13.13]. Although, not illustrated in this fig-
ure there is current research into establishing digital
safety networks, as discussed in [13.10]. In particu-
lar the safety networks discussed are implemented over
a serial–parallel line interface and implement the Safe-
tyBUS p protocol.

Automated control systems with spatially dis-
tributed components have existed for several decades.
Examples include chemical processes, refineries, power
plants, and airplanes. In the past, in such systems the
components were connected via hardwired connections
and the systems were designed to bring all the informa-
tion from the sensors to a central location, where the
conditions were monitored and decisions were taken on
how to act. The control policies were then implemented
via the actuators, which could be valves, motors etc. To-
day’s technology can put low-cost processing power at
remote locations via microprocessors, and information
can be transmitted reliably via shared digital networks
or even wireless connections. These technology-driven
changes are fueled by the high costs of wiring and
the difficulty in introducing additional components into
systems as needs change.

In 1983, Bosch GmbH began a feasibility study of
using networked devices to control different functions
in passenger cars. This appears to be one of the earli-
est efforts along the lines of modern networked control.
The study bore fruit, and in February 1986 the in-
novative communications protocol of the control area
network (CAN) was announced. By mid 1987, CAN

yi ui

uy

Monitor and
configure

–
Gp

Gpi

Gc

ypi

Gci

yiui

–
Gpi

ypi

Gci

Fig. 13.4 Typical automation network

hardware in the form of Intel’s 82526 chip had been in-
troduced, and today virtually all cars manufactured in
Europe include embedded systems integrated through
CAN. Networked control systems are found in abun-
dance in many technologies, and all levels of industrial
systems are now being integrated through various types
of data networks. Although networked control system
technologies are now fairly mature in a variety of in-
dustrial applications, the recent trend toward integrating
devices through wireless rather than wired commu-
nication channels has highlighted important potential
application advantages as well as several challenging
problems for current research.

These challenges involve the optimization of per-
formance in the face of constraints on communication
bandwidth, congestion, and contention for commu-
nication resources, delay, jitter, noise, fading, and
the management of signal transmission power. While
the greatest commercial impact of networked control
systems to date has undoubtedly been in industrial im-
plementations, recent research suggests great potential
together with significant technical challenges in new
applications to distributed sensing, reconnaissance and
other military operations, and a variety of coordinated
activities of groups of mobile robot agents. Taking
a broad view of networked control systems we find
that, in addition to the challenges of meeting real-
time demands in controlling data flow through various
feedback paths in the network, there are complexities
associated with mobility and the constantly changing
relative positions of agents in the network.

Networked control systems research lies primar-
ily at the intersection of three research areas: control
systems, communication networks and information the-
ory, and computer science. Networked control systems
research can greatly benefit from theoretical develop-
ments in information theory and computer science. The
main difficulties in merging results from these different
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fields of study have been the differences in empha-
sis in research so far. In information theory, delays
in the transmitted information are not of central con-
cern, as it is more important to transmit the message
accurately even though this may sometimes involve sig-
nificant delays in transmission. In contrast, in control
systems, delays are of primary concern. Delays are
much more important than the accuracy of the trans-
mitted information due to the fact that feedback control
systems are quite robust to such inaccuracies. Sim-
ilarly, in traditional computer science research, time
has not been a central issue since typical computer
systems were interacting with other computer systems
or a human operator and not directly with the physi-
cal world. Only recently have areas such as real-time
systems started addressing the issues of hard time con-
straints where the computer system must react within
specific time bounds, which is essential for embedded
processing systems that deal directly with the physical
world.

So far, researchers have focused primarily on a sin-
gle loop and stability. Some fundamental results have
been derived that involve the minimum average bit
rate necessary to stabilize a linear time-invariant (LTI)
system.

An important result relates the minimum bit rate
R of feedback information needed for stability (for
a single-input linear system) to the fastest unstable
mode of the system via

R > log2 exp
(∑

R(ai )
)

. (13.15)

Although progress has been made, much work re-
mains to be done. In the case of a digital network over
which information is typically sent in packets, the min-
imum average rate is not the only guide to control
design. A transmitted packet typically contains a pay-
load of tens of bytes, and so blocks of control data are
typically grouped together. This enters into the broader
set of research questions on the comparative value of
sending 1 bit/s or 1000 bits every 1000 s – for the same
average data rate. In view of typical actuator constraints,
an unstable system may not be able to recover af-
ter 1000 s.

An alternative measure is to see how infrequently
feedback information is needed to guarantee that
the system remains stable; see, for example, [13.14]
and [13.15], where this scheme has been combined
with model-based ideas for significant increases in the
periods during which the system is operating in an open-
loop fashion. Intermittent feedback is another way to

avoid taxing the networks that transmit sensor infor-
mation. In this case, every so often the loop is closed
for a certain fixed or varying period of time [13.16].
This may correspond to opportunistic, bursty situations
in which the sensor sends bursts of information when
the network is available. The original idea of intermit-
tent feedback was motivated by human motor control
considerations. There are strong connections with co-
operative control, in which researchers have used spatial
invariance ideas to describe results on stability and per-
formance [13.17]. If spatial invariance is not present,
then one may use the mathematical machinery of graph
theory to describe the interaction of systems/units and
to develop detailed models of groups of agents flying
in formation, foraging, cooperation in search of targets
or food, etc. An additional dimension in the wireless
case is to consider channels that vary with time, fade,
or disappear and reappear. The problem, of course, in
this case becomes significantly more challenging. Con-
sensus approaches have also been used, which typically
assume rather simple dynamics for the agents and focus
on the topology considering fixed or time-varying links
in synchronous or asynchronous settings. Implementa-
tion issues in both hardware and software are at the
center of successful deployment of networked control
systems. Data integrity and security are also very im-
portant and may lead to special considerations in control
system design even at early stages.

Overall, single loop and stability have been em-
phasized and studied under quantization of sensor
measurements and actuator levels. Note that limits to
performance in networked control systems appear to be
caused primarily by delays and dropped packets. Other
issues being addressed by current research are actua-
tor constraints, reliability, fault detection and isolation,
graceful degradation under failure, reconfigurable con-
trol, and ways to build increased degrees of autonomy
into networked control systems.

13.4.2 Teleoperation

An important area of networked control is teleoperation.
Teleoperation is the process of a human performing a re-
mote task over a network with a teleoperator (TO).
Ideally, the TO’s velocity ( ftop(t)) should follow the hu-
man velocity commands ( fhsi(t) = ftop(t −T )) through
a human system interface (HSI) [13.18]. Force feed-
back from the TO (etop(t)) is sent back to the HSI
(ehsi(t) = etop(t −T )) in order for the operator to feel
immersed in the remote environment. The controller
(Gtop) depicted in Fig. 13.5 is typically a proportional
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Fig. 13.5 Typical teleoperation net-
work

derivative controller which maintains ftop(t) = fenv(t)
over a reasonably large bandwidth. The use of force
feedback can lead to instabilities in the system due
to small delays T in data transfer over the network.
In order to recover stability the HSI velocity fhsi and
TO force etop are encoded into wave variables [13.19],
based on the wave port impedance b such that

uhsi(t) = 1√
2b

(b fhsi(t)+ ehsi(t)) , (13.16)

vtop(t) = 1√
2b

(b ftop(t)− etop(t)) (13.17)

are transmitted over the network from the correspond-
ing HSI and TO. As the delayed wave variables

are received (utop(t) = uhsi(t −T ), vhsi(t) = vtop(t −T )),
they are transformed back into the corresponding veloc-
ity and force variables ( ftop(t), ehsi(t)) as follows

ftop(t) =
√

2

b
utop(t)− 1

b
etop(t) , (13.18)

ehsi(t) = b fhsi(t)−
√

2bvhsi(t) . (13.19)

Such a transformation allows the communication chan-
nel to remain passive for fixed time delays T and
allows the teleoperation network to remain stable. The
study of teleoperation continues to evolve for both
the continuous- and discrete-time cases, as surveyed
in [13.20].

13.5 Discussion and Future Research Directions

In summary, we have presented an overview of funda-
mental digital communication principles. In particular,
we have shown that communication systems are effec-
tively designed using a separation principle in which
the source encoder and channel encoder can be de-
signed separately. In particular, a source encoder can be
designed to match the uncertainty (entropy) of a data
source (H). All of the encoded data can then be ef-
fectively transmitted over a communication channel
in which an appropriately designed channel encoder
achieves the channel capacity C, which is typically de-
termined by the modulation and noise introduced into
the communication channel. As long as the channel
capacity obeys C > H , then an average H symbols
will be successfully received at the receiver. In source
data compression we noted how to achieve a much
higher average data rate by only using 1 bit to rep-
resent the temperature measurement of 25 ◦C which
occurs 99% of the time. In fact the average delay
is roughly reduced from 10/100 = 0.1 s to (0.01 ·10
+0.99 ·1)/100 = 0.0109 s. The key to designing an ef-
ficient automation communication network effectively
is to understand the effective entropy H of the sys-

tem. Monitoring data, in which stability is not an
issue, is a fairly straightforward task. When controlling
a system the answer is not as clear; however, for de-
terministic channels (13.15) can serve as a guide for
the classic control scheme. As the random behavior
of the communication network becomes a dominat-
ing factor in the system an accurate analysis of how
the delay and data dropouts occur is necessary. We
have pointed the reader to texts which account for fi-
nite buffer size, and networking MAC to characterize
communication delay and data dropouts [13.8, 9]. It re-
mains to be shown how to incorporate such models
effectively into the classic control framework in terms
of showing stability, in particular when actuator lim-
itations are present. It may be impossible to stabilize
an unstable LTI system in any traditional stochas-
tic framework when actuator saturation is considered.
Teleoperation systems can cope with unknown fixed
time delays in the case of passive networked control
systems, by transmitting information using wave vari-
ables. We have extended the teleoperation framework
to support lower-data-rate sampling and tolerate un-
known time-varying delays and data dropouts without
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requiring any explicit knowledge of the communica-
tion channel model [13.21]. Confident that stability
of these systems is preserved allows much greater

flexibility in choosing an appropriate MAC for our net-
worked control system in order to optimize system
performance.

13.6 Conclusions

Networked control systems over wired and wireless
channels are becoming increasingly important in a wide
range of applications. The area combines concepts and
ideas from control and automation theory, communica-
tions, and computing. Although progress has been made
in understanding important fundamental issues much

work remains to be done [13.12]. Understanding the ef-
fect of time-varying delays and designing systems to
tolerate them is high priority. Research is needed to
understand multiple interconnected systems over real-
istic channels that work together in a distributed fashion
towards common goals with performance guarantee.

13.7 Appendix

13.7.1 Channel Encoder/Decoder Design

Denoting T (s) as the signal period, and W (Hz) as the
bandwidth of a communication channel, we will use the
ideal Nyquist rate assumption that 2TW symbols of {an}
can be transmitted with the analog wave forms sm(t)
over the channel depicted in Fig. 13.1. We further as-
sume that independent noise n(t) is added to create the
received signal r(t). Then we can state the following

1. The actual rate of transmission is [13.2, Theo-
rem 16]

R = H(s)− H(n) , (13.20)

in which the channel capacity is the best signaling
scheme which satisfies

C max
P(sm)

H(s)− H(n) . (13.21)

2. If we further assume the noise is white with power
N and the signals are transmitted at power P then
the channel capacity C (bit/s) is [13.2, Theorem 17]

C = W log2
P + N

N
. (13.22)

Various channel coding techniques have been de-
vised in order to transmit digital information to achieve
rates R which approach this channel capacity C with
a correspondingly low bit error rate. Among these bit er-
ror correcting codes are block and convolutional codes
in which the Hamming code [13.6, pp. 423–425] and
the Viterbi algorithm [13.6, pp. 482–492] are classic
examples for the respective implementations.

13.7.2 Digital Modulation

A linear filter can be described by its frequency
response H( f ) and real impulse response h(t)
(H∗(− f ) = H( f )). It can be represented in an equiva-
lent low-pass form Hl( f ) in which

Hl( f − fc) =
⎧⎨
⎩

H( f ), f > 0

0, f < 0 ,
(13.23)

H∗
l (− f − fc) =

⎧⎨
⎩

0, f > 0

H∗(− f ), f < 0 .
(13.24)

Therefore, with H( f ) = Hl( f − fc)+ H∗
l ( f − fc) the

impulse response h(t) can be written in terms
of the complex-valued inverse transform of Hl( f )
(hl(t)) [13.6, p. 153]

h(t) = 2Re
[
hl(t)ei2π fct

]
. (13.25)

Similarly the signal response r(t) of a filtered input sig-
nal s(t) through a linear filter H( f ) can be represented
in terms of their low-pass equivalents

Rl( f ) = Sl( f )Hl( f ) . (13.26)

Therefore it is mathematically convenient to discuss
the transmission of equivalent low-pass signals through
equivalent low-pass channels [13.6, p. 154].

Digital signals sm(t) consist of a set of analog wave-
forms which can be described by an orthonormal set of
waveforms fn(t). An orthonormal waveform satisfies

〈 fi (t) f j (t)〉T =
⎧⎨
⎩

0, i 
= j

1, i = j ,
(13.27)

Part
B

1
3
.7



Communication in Automation, Including Networking and Wireless References 247

Table 13.1 Summary of PAM, PSK, and QAM

Modulation sm(t) f1(t) f2(t)

PAM sm f1(t)
√

2
Eg

g(t) cos 2π fct

PSK sm1 f1(t)+ sm2 f2(t)
√

2
Eg

g(t) cos 2π fct −
√

2
Eg

g(t) sin 2π fct

QAM sm1 f1(t)+ sm2 f2(t)
√

2
Eg

g(t) cos 2π fct −
√

2
Eg

g(t) sin 2π fct

Modulation sm d(e)
min

PAM (2m −1− M)d
√

Eg
2 d

√
2Eg

PSK
√

Eg
2

[
cos 2π

M (m −1), sin 2π
M (m −1)

] √
Eg
(
1− cos 2π

M

)
QAM

√
Eg
2 [(2mc −1− M)d, (2ms −1− M)d] d

√
2Eg

in which 〈 f (t)g(t)〉T = ∫ T
0 f (t)g(t)dt. The Gram–

Schmidt procedure is a straightforward method to
generate a set of orthonormal wave forms from a basis
set of signals [13.6, p. 163].

Table 13.1 provides the corresponding orthonor-
mal wave forms and minimum signal distances (d(e)

min)
for pulse-amplitude modulation (PAM), phase-shift
keying (PSK), and quadrature amplitude modulation
(QAM). Note that QAM is a combination of PAM
and PSK in which d(e)

min is a special case of am-
plitude selection where 2d is the distance between
adjacent signal amplitudes. Signaling amplitudes are
in terms of the low-pass signal pulse shape g(t) en-
ergy Eg = 〈g(t)g(t)〉T . The pulse shape is determined
by the transmitting filter which typically has a raised
cosine spectrum in order to minimize intersymbol in-
terference at the cost of increased bandwidth [13.6,
p. 559]. Each modulation scheme allows for M sym-
bols in which k = log2 M and No is the average noise
power per symbol transmission. Denoting PM as the

probability of a symbol error and assuming that we
use a Gray code, we can approximate the average bit
error by Pb ≈ PM

k . The corresponding symbol errors
are:

1. For M-ary PAM [13.6, p. 265]

PM = 2(M −1)

M
Q

⎛
⎝
√

d2Eg

No

⎞
⎠ (13.28)

2. For M-ary PSK [13.6, p. 270]

PM ≈ 2Q

(√
Eg

No
sin

π

M

)
(13.29)

3. For QAM [13.6, p. 279]

PM < (M −1)Q

⎛
⎜⎜⎝

√√√√
[
d(e)

min

]2

2No

⎞
⎟⎟⎠ . (13.30)
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Artificial Intel14. Artificial Intelligence and Automation

Dana S. Nau

Artificial intelligence (AI) focuses on getting ma-
chines to do things that we would call intelligent
behavior. Intelligence – whether artificial or oth-
erwise – does not have a precise definition, but
there are many activities and behaviors that are
considered intelligent when exhibited by humans
and animals. Examples include seeing, learning,
using tools, understanding human speech, rea-
soning, making good guesses, playing games, and
formulating plans and objectives. AI focuses on
how to get machines or computers to perform
these same kinds of activities, though not nec-
essarily in the same way that humans or animals
might do them.
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To most readers, artificial intelligence probably brings
to mind science-fiction images of robots or comput-
ers that can perform a large number of human-like
activities: seeing, learning, using tools, understanding
human speech, reasoning, making good guesses, play-
ing games, and formulating plans and objectives. And
indeed, AI research focuses on how to get machines
or computers to carry out activities such as these. On
the other hand, it is important to note that the goal of
AI is not to simulate biological intelligence. Instead,
the objective is to get machines to behave or think
intelligently, regardless of whether or not the internal
computational processes are the same as in people or
animals.

Most AI research has focused on ways to achieve
intelligence by manipulating symbolic representations
of problems. The notion that symbol manipulation is
sufficient for artificial intelligence was summarized by
Newell and Simon in their famous physical-symbol
system hypothesis: A physical-symbol system has the

necessary and sufficient means for general intelligent
action and their heuristic search hypothesis [14.1]:

The solutions to problems are presented as symbol
structures. A physical-symbol system exercises its
intelligence in problem solving by search – that is –
by generating and progressively modifying symbol
structures until it produces a solution structure.

On the other hand, there are several important topics
of AI research – particularly machine-learning tech-
niques such as neural networks and swarm intelligence
– that are subsymbolic in nature, in the sense that they
deal with vectors of real-valued numbers without at-
taching any explicit meaning to those numbers.

AI has achieved many notable successes [14.2].
Here are a few examples:

• Telephone-answering systems that understand hu-
man speech are now in routine use in many
companies.
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• Simple room-cleaning robots are now sold as con-
sumer products.• Automated vision systems that read handwritten zip
codes are used by the US Postal Service to route
mail.• Machine-learning techniques are used by banks and
stock markets to look for fraudulent transactions and
alert staff to suspicious activity.• Several web-search engines use machine-learning
techniques to extract information and classify data
scoured from the web.• Automated planning and control systems are used in
unmanned aerial vehicles, for missions that are too
dull, dirty or dangerous for manned aircraft.• Automated planning and scheduling techniques
were used by the National Aeronautics and Space

Administration (NASA) in their famous Mars
rovers.

AI is divided into a number of subfields that
correspond roughly to the various kinds of ac-
tivities mentioned in the first paragraph. Three
of the most important subfields are discussed in
other chapters: machine learning in Chaps. 12 and
29, computer vision in Chap. 20, and robotics in
Chaps. 1, 78, 82, and 84. This chapter discusses
other topics in AI, including search procedures
(Sect. 14.1.1), logical reasoning (Sect. 14.1.2), reason-
ing about uncertain information (Sect. 14.1.3), planning
(Sect. 14.1.4), games (Sect. 14.1.5), natural-language
processing (Sect. 14.1.6), expert systems (Sect. 14.1.7),
and AI programming (Sect. 14.1.8).

14.1 Methods and Application Examples

14.1.1 Search Procedures

Many AI problems require a trial-and-error search
through a search space that consists of states of the
world (or states, for short), to find a path to a state s
that satisfies some goal condition g. Usually the set of
states is finite but very large: far too large to give a list of
all the states (as a control theorist might do, for exam-
ple, when writing a state-transition matrix). Instead, an
initial state s0 is given, along with a set O of operators
for producing new states from existing ones.

As a simple example, consider Klondike, the
most popular version of solitaire [14.3]. As illustrated
in Fig. 14.1a, the initial state of the game is determined
by dealing 28 cards from a 52-card deck into an arrange-
ment called the tableau; the other 28 cards then go into
a pile called the stock. New states are formed from old
ones by moving cards around according to the rules of
the game; for example, in Fig. 14.1a there are two pos-
sible moves: either move the ace of hearts to one of
the foundations and turn up the card beneath the ace as
shown in Fig. 14.1b, or move three cards from the stock
to the waste. The goal is to produce a state in which all
of the cards are in the foundation piles, with each suit
in a different pile, in numerical order from the ace at
the bottom to the king at the top. A solution is any path
(a sequence of moves, or equivalently, the sequence of
states that these moves take us to) from the initial state
to a goal state.

FoundationsStock

Tableau

Waste pile
a) Initial state

FoundationsStock

Tableau

Waste pile
b) Successor

Fig. 14.1 (a) An initial state and (b) one of its two possible
successors
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Klondike has several characteristics that are typical
of AI search problems:

• Each state is a combination of a finite set of features
(in this case the cards and their locations), and the
task is to find a path that leads from the initial state
to a goal state.• The rules for getting from one state to another
can be represented using symbolic logic and dis-
crete mathematics, but continuous mathematics is
not as useful here, since there is no reasonable way
to model the state space with continuous numeric
functions.• It is not clear a priori which paths, if any, will lead
from the initial state to the goal states. The only
obvious way to solve the problem is to do a trial-
and-error search, trying various sequences of moves
to see which ones might work.• Combinatorial explosion is a big problem. The num-
ber of possible states in Klondike is well over 52!,
which is many orders of magnitude larger than
the number of atoms in the Earth. Hence a trial-
and-error search will not terminate in a reasonable
amount of time unless we can somehow restrict the
search to a very small part of the search space –
hopefully a part of the search space that actually
contains a solution.• In setting up the state space, we took for granted
that the problem representation should correspond
directly to the states of the physical system, but
sometimes it is possible to make a problem much
easier to solve by adapting a different represen-
tation; for example, [14.4] shows how to make
Klondike much easier to solve by searching a dif-
ferent state space.

In many trial-and-error search problems, each so-
lution path π will have a numeric measure F(π) telling
how desirable π is; for example, in Klondike, if we con-
sider shorter solution paths to be more desirable than
long ones, we can define F(π) to be π’s length. In such
cases, we may be interested in finding either an optimal
solution, i. e., a solution π such that F(π) is as small
as possible, or a near-optimal solution in which F(π) is
close to the optimal value.

Heuristic Search
The pseudocode in Fig. 14.2 provides an abstract model
of state-space search. The input parameters include an
initial state s0 and a set of operators O. The procedure
either fails, or returns a solution path π (i. e., a path from
s0 to a goal state).

 1. State-space-search(s0; O)
 2.  Active ← {〈s0〉}
 3.  while Active ≠ 0/ do
 4.   choose a path π = 〈s0 , . . ., sk〉 ∈ Active and remove it from Active
 5.   if sk is a goal state then return π
 6.   Successors ← {〈s0 , . . ., sk, o (sk)〉 : o ∈ O is applicable to sk}
 7.   optional pruning step: remove unpromising paths from Successors
 8.   Active ← Active ∪ Successors
 9.  repeat
 10.  return failure

Fig. 14.2 An abstract model of state-space search. In line 6, o(sk) is
the state produced by applying the operator o to the state sk

As discussed earlier, we would like the search algo-
rithm to focus on those parts of the state space that will
lead to optimal (or at least near-optimal) solution paths.
For this purpose, we will use a heuristic function f (π)
that returns a numeric value giving an approximate idea
of how good a solution can be found by extending π,
i. e.,

f (π) ≈ min{F(π ′) :
π ′ is a solution path that is an extension of π} .

It is hard to give foolproof guidelines for writing heuris-
tic functions. Often they can be very ad hoc: in the worst
case, f (π) may just be an arbitrary function that the
user hopes will give reasonable estimates. However, of-
ten it works well to define an easy-to-solve relaxation of
the original problem, i. e., a modified problem in which
some of the constraints are weakened or removed. If π

is a partial solution for the original problem, then we
can compute f (π) by extending π into a solution π ′ for
the relaxed problem, and returning F(π ′); for example,
in the famous traveling-salesperson problem, f (π) can
be computed by solving a simpler problem called the
assignment problem [14.5]. Here are several procedures
that can make use of such a heuristic function:

• Best-first search means that at line 4 of the al-
gorithm in Fig. 14.2, we always choose a path
π = 〈s0, . . . , sk〉 that has the smallest value f (π) of
any path we have seen so far. Suppose that at least
one solution exists, that there are no infinite paths of
finite cost, and that the heuristic function f has the
following lower-bound property

f (π) ≤ min{F(π ′) :
π ′ is a solution path that is an extension of π} .

(14.1)

Then best-first search will always return a solu-
tion π∗ that minimizes F(π∗). The well-known A*
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search procedure [14.6] is a special case of best-first
search, with some modifications to handle situations
where there are multiple paths to the same state.
Best-first search has the advantage that, if it chooses
an obviously bad state s to explore next, it will not
spend much time exploring the subtree below s. As
soon as it reaches successors of s whose f -values
exceed those of other states on the Active list, best-
first search will go back to those other states. The
biggest drawback is that best-first search must re-
member every state it has ever visited, hence its
memory requirement can be huge. Thus, best-first
search is more likely to be a good choice in cases
where the state space is relatively small, and the dif-
ficulty of solving the problem arises for some other
reason (e.g., a costly-to-compute heuristic function,
as in [14.7]).• In depth-first branch and bound, at line 4 the algo-
rithm always chooses the longest path in Active;
if there are several such paths then the algorithm
chooses the one that has the smallest value for f (π).
The algorithm maintains a variable π∗ that holds
the best solution seen so far, and the pruning step
in line 7 removes a path π iff f (π) ≥ F(π∗). If the
state space is finite and acyclic, at least one solu-
tion exists, and (14.1) holds, then depth-first branch
and bound is guaranteed to return a solution π∗ that
minimizes F(π∗).
The primary advantage of depth-first search is its
low memory requirement: the number of nodes in
Active will never exceed bd, where d is the length
of the current path. The primary drawback is that, if
it chooses the wrong state to look at next, it will
explore the entire subtree below that state before
returning and looking at the state’s siblings. Depth-
first search does better in cases where the likelihood
of choosing the wrong state is small or the time
needed to search the incorrect subtrees is not too
great.• Greedy search is a state-space search without
any backtracking. It is accomplished by replac-
ing line 8 with Active ← {π1}, where π1 is the
path in Successors that minimizes { f (π ′) | π ′ ∈
Successors}. Beam search is similar except that, in-
stead of putting just one successor π1 of π into
Active, we put k successors π1, . . . , πk into Active,
for some fixed k.
Both greedy search and beam search will return very
quickly once they find a solution, since neither of
them will spend any time looking for better solu-
tions. Hence they are good choices if the state space

is large, most paths lead to solutions, and we are
more interested in finding a solution quickly than in
finding an optimal solution. However, if most paths
do not lead to solutions, both algorithms may fail to
find a solution at all (although beam search is more
robust in this regard, since it explores several paths
rather than just one path). In this case, it may work
well to do a modified greedy search that backtracks
and tries a different path every time it reaches a dead
end.

Hill-Climbing
A hill-climbing problem is a special kind of search prob-
lem in which every state is a goal state. A hill-climbing
procedure is like a greedy search, except that Active
contains a single state rather than a single path; this
is maintained in line 6 by inserting a single successor
of the current state sk into Active, rather than all of
sk’s successors. In line 5, the algorithm terminates when
none of sk’s successors looks better than sk itself, i. e.,
when sk has no successor sk+1 with f (sk+1) > f (sk).
There are several variants of the basic hill-climbing ap-
proach:

• Stochastic hill-climbing and simulated annealing.
One difficulty with hill-climbing is that it will ter-
minate in cases where sk is a local minimum but not
a global minimum. To prevent this from happening,
a stochastic hill-climbing procedure does not always
return when the test in line 5 succeeds. Probably the
best known example is simulated annealing, a tech-
nique inspired by annealing in metallurgy, in which
a material is heated and then slowly cooled. In simu-
lated annealing, this is accomplished as follows. At
line 5, if none of sk’s successors look better than sk
then the procedure will not necessarily terminate as
in ordinary hill-climbing; instead it will terminate
with some probability pi , where i is the number of
loop iterations and pi grows monotonically with i.• Genetic algorithms. A genetic algorithm is a mod-
ified version of hill-climbing in which successor
states are generated not using the normal successor
function, but instead using operators reminiscent of
genetic recombination and mutation. In particular,
Active contains k states rather than just one, each
state is a string of symbols, and the operators O are
computational analogues of genetic recombination
and mutation. The termination criterion in line 5 is
generally ad hoc; for example, the algorithm may
terminate after a specified number of iterations, and
return the best one of the states currently in Active.
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Hill-climbing algorithms are good to use in problems
where we want to find a solution very quickly, then
continue to look for a better solution if additional time
is available. More specifically, genetic algorithms are
useful in situations where each solution can be repre-
sented as a string whose substrings can be combined
with substrings of other solutions.

Constraint Satisfaction
and Constraint Optimization

A constraint-satisfaction problem is a special kind of
search problem in which each state is a set of assign-
ments of values to variables {Xi}n

i=1 that have finite
domains {Di}n

i=1, and the objective is to assign values to
the variables in such a way that some set of constraints
is satisfied.

In the search space for a constraint-satisfaction
problem, each state at depth i corresponds to an as-
signment of values to i of the n variables, and each
branch corresponds to assigning a specific value to an
unassigned variable. The search space is finite: the max-
imum length of any path from the root node is n since
there are only n variables to assign values to. Hence
a depth-first search works quite well for constraint-
satisfaction problems. In this context, some powerful
techniques have been formulated for choosing which
variable to assign next, detecting situations where pre-
vious variable assignments will make it impossible to
satisfy the remaining constraints, and even restructur-
ing the problem into one that is easier to solve [14.8,
Chap. 5].

A constraint-optimization problem combines a con-
straint-satisfaction problem with an objective function
that one wants to optimize. Such problems can be
solved by combining constraint-satisfaction techniques
with the optimization techniques mentioned in Heuris-
tic Search.

Applications of Search Procedures
Software using AI search techniques has been devel-
oped for a large number of commercial applications.
A few examples include the following:

• Several universities routinely use constraint-satis-
faction software for course scheduling.• Airline ticketing. Finding the best price for an air-
line ticket is a constraint-optimization problem in
which the constraints are provided by the airlines’
various rules on what tickets are available at what
prices under what conditions [14.9]. An example
of software that works in this fashion is the ITA

software (itasoftware.com) system that is used by
several airline-ticketing web sites, e.g., Orbitz (orb-
itz.com) and Kayak (kayak.com).• Scheduling and routing. Companies such as ILOG
(ilog.com) have developed software that uses search
and optimization techniques for scheduling [14.10],
routing [14.11], workflow composition [14.12], and
a variety of other applications.• Information retrieval from the web. AI search tech-
niques are important in the web-searching software
used at sites such as Google News [14.2].

Additional reading. For additional reading on search
algorithms, see Pearl [14.13]. For additional details
about constraint processing, see Dechter [14.14].

14.1.2 Logical Reasoning

A logic is a formal language for representing informa-
tion in such a way that one can reason about what things
are true and what things are false. The logic’s syntax
defines what the sentences are; and its semantics de-
fines what those sentences mean in some world. The
two best-known logical formalisms, propositional logic
and first-order logic, are described briefly below.

Propositional Logic and Satisfiability
Propositional logic, also known as Boolean algebra, in-
cludes sentences such as A∧ B ⇒ C, where A, B, and
C are variables whose domain is {true, false}. Let w1
be a world in which A and C are true and B is false, and
let w2 be a world in which all three of the Boolean vari-
ables are true. Then the sentence A∧ B ⇒ C is false in
w1 and true in w2. Formally, we say that w2 is a model
of A∧ B ⇒ C, or that it entails S1. This is written sym-
bolically as

w2 |� A∧ B ⇒ C .

The satisfiability problem is the following: given
a sentence S of propositional logic, does there ex-
ist a world (i. e., an assignment of truth values to the
variables in S) in which S is true? This problem is
central to the theory of computation, because it was
the very first computational problem shown to be NP-
complete. Without going into a formal definition of
NP-completeness, NP is, roughly, the set of all compu-
tational problems such that, if we are given a purported
solution, we can check quickly (i. e., in a polynomial
amount of computing time) whether the solution is cor-
rect. An NP-complete problem is a problem that is
one of the hardest problems in NP, in the sense that
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solving any NP-complete problems would provide a so-
lution to every problem in NP. It is conjectured that no
NP-complete problem can be solved in a polynomial
amount of computing time. There is a great deal of evi-
dence for believing the conjecture, but nobody has ever
been able to prove it. This is the most famous unsolved
problem in computer science.

First-Order Logic
A much more powerful formalism is first-order
logic [14.15], which uses the same logical connectives
as in propositional logic but adds the following syn-
tactic elements (and semantics, respectively): constant
symbols (which denote the objects), variable symbols
(which range over objects), function symbols (which
represent functions), predicate symbols (which repre-
sent relations among objects), and the quantifiers ∀x and
∃x, where x is any variable symbol (to specify whether
a sentence is true for every value x or for at least one
value of x).

First-order logic includes a standard set of logical
axioms. These are statements that must be true in every
possible world; one example is the transitive property of
equality, which can be formalized as

∀x ∀y ∀z (x = y∧ y = z) ⇒ x = z .

In addition to the logical axioms, one can add a set of
nonlogical axioms to describe what is true in a particular
kind of world; for example, if we want to specify that
there are exactly two objects in the world, we could do
this by the following axioms, where a and b are constant
symbols, and x, y, z are variable symbols

a 
= b , (14.2a)

∀x ∀y ∀z x = y∨ y = z ∨ x = z . (14.2b)

The first axiom asserts that there are at least two ob-
jects (namely a and b), and the second axiom asserts
that there are no more than two objects.

First-order logic also includes a standard set of in-
ference rules, which can be used to infer additional
true statements. One example is modus ponens, which
allows one to infer a statement Q from the pair of state-
ments P ⇒ Q and P.

The logical and nonlogical axioms and the rules of
inference, taken together, constitute a first-order the-
ory. If T is a first-order theory, then a model of T
is any world in which T ’s axioms are true. (In sci-
ence and engineering, a mathematical model generally
means a formalism for some real-world phenomenon;
but in mathematical logic, model means something very

different: the formalism is called a theory, and the the
real-world phenomenon itself is a model of the theory.)
For example, if T includes the nonlogical axioms given
above, then a model of T is any world in which there
are exactly two objects.

A theorem of T is defined recursively as follows:
every axiom is a theorem, and any statement that can
be produced by applying inference rules to theorems is
also a theorem; for example, if T is any theory that in-
cludes the nonlogical axioms (14.2a) and (14.2b), then
the following statement is a theorem of T

∀x x = a∨ x = b .

A fundamental property of first-order logic is com-
pleteness: for every first-order theory T and every
statement S in T , S is a theorem of T if and only if S is
true in all models of T . This says, basically, that first-
order logical reasoning does exactly what it is supposed
to do.

Nondeductive Reasoning
Deductive reasoning – the kind of reasoning used to de-
rive theorems in first-order logic – consists of deriving
a statement y as a consequence of a statement x. Such
an inference is deductively valid if there is no possible
situation in which x is true and y is false. However, sev-
eral other kinds of reasoning have been studied by AI
researchers. Some of the best known include abductive
reasoning and nonmonotonic reasoning, which are dis-
cussed briefly below, and fuzzy logic, which is discussed
later.

Nonmonotonic Reasoning. In most formal logics, de-
ductive inference is monotone; i. e., adding a formula
to a logical theory never causes something not to be
a theorem that was a theorem of the original theory.
Nonmonotonic logics allow deductions to be made from
beliefs that may not always be true, such as the default
assumption that birds can fly. In nonmonotonic logic, if
b is a bird and we know nothing about b then we may
conclude that b can fly; but if we later learn that b is an
ostrich or b has a broken wing, then we will retract this
conclusion.

Abductive Reasoning. This is the process of infer-
ring x from y when x entails y. Although this can
produce results that are incorrect within a formal de-
ductive system, it can be quite useful in practice,
especially when something is known about the proba-
bility of different causes of y; for example, the Bayesian
reasoning described later can be viewed as a combina-

Part
B

1
4
.1



Artificial Intelligence and Automation 14.1 Methods and Application Examples 255

tion of deductive reasoning, abductive reasoning, and
probabilities.

Applications of Logical Reasoning
The satisfiability problem has important applications
in hardware design and verification; for example,
electronic design automation (EDA) tools include sat-
isfiability checking algorithms to check whether a given
digital system design satisfies various criteria. Some
EDA tools use first-order logic rather than propositional
logic, in order to check criteria that are hard to express
in propositional logic.

First-order logic provides a basis for automated rea-
soning systems in a number of application areas. Here
are a few examples:

• Logic programming, in which mathematical logic
is used as a programming language, uses a par-
ticular kind of first-order logic sentence called
a Horn clause. Horn clauses are implications of
the form P1 ∧ P2 ∧ . . .∧ Pn ⇒ Pn+1, where each Pi
is an atomic formula (a predicate symbol and its
argument list). Such an implication can be inter-
preted logically, as a statement that Pn+1 is true if
P1, . . . , Pn are true, or procedurally, as a statement
that a way to show or solve Pn+1 is to show or
solve P1, . . . , Pn . The best known implementation
of logic programming is the programming language
Prolog, described further below.• Constraint programming, which combines logic
programming and constraint satisfaction, is the ba-
sis for ILOG’s CP Optimizer (http://www.ilog.com/
products/cpoptimizer).• The web ontology language (OWL) and DAML+
OIL languages for semantic web markup are based
on description logics, which are a particular kind of
first-order logic.• Fuzzy logic has been used in a wide variety of
commercial products including washing machines,
refrigerators, automotive transmissions and braking
systems, camera tracking systems, etc.

14.1.3 Reasoning
About Uncertain Information

Earlier in this chapter it was pointed out that AI sys-
tems often need to reason about discrete sets of states,
and the relationships among these states are often non-
numeric. There are several ways in which uncertainty
can enter into this picture; for example, various events
may occur spontaneously and there may be uncertainty

about whether they will occur, or there may be uncer-
tainty about what things are currently true, or the degree
to which they are true. The two best-known techniques
for reasoning about such uncertainty are Bayesian prob-
abilities and fuzzy logic.

Bayesian Reasoning
In some cases we may be able to model such situa-
tions probabilistically, but this means reasoning about
discrete random variables, which unfortunately incurs
a combinatorial explosion. If there are n random vari-
ables and each of them has d possible values, then the
joint probability distribution function (PDF) will have
dn entries. Some obvious problems are (1) the worst-
case time complexity of reasoning about the variables
is Θ(dn), (2) the worst-case space complexity is also
Θ(dn), and (3) it seems impractical to suppose that we
can acquire accurate values for all dn entries.

The above difficulties can be alleviated if some of
the variables are known to be independent of each other;
for example, suppose that the n random variables men-
tioned above can be partitioned into  n/k" subsets, each
containing at most k variables. Then the joint PDF for
the entire set is the product of the PDFs of the subsets.
Each of those has dk entries, so there are only  n/k"nk

entries to acquire and reason about.
Absolute independence is rare; but another prop-

erty is more common and can yield a similar decrease
in time and space complexity: conditional indepen-
dence [14.16]. Formally, a is conditionally independent
of b given c if P(ab|c) = P(a|c)P(b|c).

Bayesian networks are graphical representations of
conditional independence in which the network topol-
ogy reflects knowledge about which events cause other
events. There is a large body of work on these networks,
stemming from seminal work by Judea Pearl. Here is
a simple example due to Pearl [14.17]. Figure 14.3 rep-
resents the following hypothetical situation:

Event a
(alarm sounds)

Event e
(earthquake)

Event m
(Mary calls)

Event b
(burglary)

P (b) = 0.001
P (~b) = 0.999

P (e)  = 0.002
P (~e)  = 0.998

P (m |a)  = 0.70
P (m |~a)  = 0.01

Event i
(John calls)

P ( j |a)  = 0.90
P (i |~a) = 0.05

P (a|b, e)  = 0.950
P (a|b, ~e)  = 0.940
P (a|~b, e)  = 0.290
P (a|~b, ~e) = 0.001

Fig. 14.3 A simple Bayesian network
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My house has a burglar alarm that will usually
go off (event a) if there’s a burglary (event b), an
earthquake (event e), or both, with the probabilities
shown in Fig. 14.3. If the alarm goes off, my neigh-
bor John will usually call me (event j) to tell me;
and he may sometimes call me by mistake even if the
alarm has not gone off, and similarly for my other
neighbor Mary (event m); again the probabilities
are shown in the figure.

The joint probability for each combination of events
is the product of the conditional probabilities given
in Fig. 14.3

P(b, e, a, j,m) = P(b)P(e)P(a|b, e)

× P( j|a)P(m|a) ,

P(b, e, a, j,¬m) = P(b)P(e)P(a|b, e)P( j|a)

× P(¬m|a) ,

P(b,¬e,¬a, j,¬m) = P(b)P(¬e)P(¬a|b,¬e)

× P( j|¬a)P(¬m|¬a) ,

. . .

Hence, instead of reasoning about a joint distribution
with 25 = 32 entries, we only need to reason about prod-
ucts of the five conditional distributions shown in the
figure.

In general, probability computations can be done on
Bayesian networks much more quickly than would be
possible if all we knew was the joint PDF, by taking
advantage of the fact that each random variable is con-
ditionally independent of most of the other variables in
the network. One important special case occurs when
the network is acyclic (e.g., the example in Fig. 14.3),
in which case the probability computations can be done
in low-order polynomial time. This special case in-
cludes decision trees [14.8], in which the network is
both acyclic and rooted. For additional details about
Bayesian networks, see Pearl and Russell [14.16].

Applications of Bayesian Reasoning. Bayesian rea-
soning has been used successfully in a variety of
applications, and dozens of commercial and freeware
implementations exist. The best-known application is
spam filtering [14.18, 19], which is available in sev-
eral mail programs (e.g., Apple Mail, Thunderbird, and
Windows Messenger), webmail services (e.g., gmail),
and a plethora of third-party spam filters (probably
the best-known is spamassassin [14.20]). A few other
examples include medical imaging [14.21], document
classification [14.22], and web search [14.23].

Fuzzy Logic
Fuzzy logic [14.24, 25] is based on the notion that, in-
stead of saying that a statement P is true or false, we can
give P a degree of truth. This is a number in the interval
[0, 1], where 0 means false, 1 means true, and numbers
between 0 and 1 denote partial degrees of truth.

As an example, consider the action of moving a car
into a parking space, and the statement the car is in the
parking space. At the start, the car is not in the parking
space, hence the statement’s degree of truth is 0. At the
end, the car is completely in the parking space, hence
the statement’s degree of is 1. Between the start and end
of the action, the statement’s degree of truth gradually
increases from 0 to 1.

Fuzzy logic is closely related to fuzzy set theory,
which assigns degrees of truth to set membership. This
concept is easiest to illustrate with sets that are intervals
over the real line; for example, Fig. 14.4 shows a set S
having the following set membership function

truth(x ∈ S) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 , if 2 ≤ x ≤ 4 ,

0 , if x ≤ 1 or x ≥ 5 ,

x −1 , if 1 < x < 2 ,

5− x , if 4 < x < 5 .

The logical notions of conjunction, disjunction, and
negation can be generalized to fuzzy logic as follows

truth(x ∧ y) = min[truth(x), truth(y)] ;
truth(x ∨ y) = max[truth(x), truth(y)] ;

truth(¬x) = 1− truth(x) .

Fuzzy logic also allows other operators, more linguis-
tic in nature, to be applied. Going back to the example
of a full gas tank, if the degree of truth of g is full is d,
then one might want to say that the degree of truth of
g is very full is d2. (Obviously, the choice of d2 for
very is subjective. For different users or different ap-
plications, one might want to use a different formula.)
Degrees of truth are semantically distinct from proba-
bilities, although the two concepts are often confused;

0 1 2 3 4 5 6 7

x's degree of
membership in S

x

1

0

Fig. 14.4 A degree-of-membership function for a fuzzy set
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WarmModerateCold

Fig. 14.5 Degree-of-membership functions for three over-
lapping temperature ranges

for example, we could talk about the probability that
someone would say the car is in the parking space, but
this probability is likely to be a different number than
the degree of truth for the statement that the car is in the
parking space.

Fuzzy logic is controversial in some circles; e.g.,
many statisticians would maintain that probability is the
only rigorous mathematical description of uncertainty.
On the other hand, it has been quite successful from
a practical point of view, and is now used in a wide
variety of commercial products.

Applications of Fuzzy Logic. Fuzzy logic has been used
in a wide variety of commercial products. Examples
include washing machines, refrigerators, dishwashers,
and other home appliances; vehicle subsystems such as
automotive transmissions and braking systems; digital
image-processing systems such as edge detectors; and
some microcontrollers and microprocessors.

In such applications, a typical approach is to spec-
ify fuzzy sets that correspond to different subranges
of a continuous variable; for instance, a temperature
measurement for a refrigerator might have degrees of
membership in several different temperature ranges, as
shown in Fig. 14.5. Any particular temperature value
will correspond to three degrees of membership, one for
each of the three temperature ranges; and these degrees
of membership could provide input to a control system
to help it decide whether the refrigerator is too cold, too
warm, or in the right temperature range.

14.1.4 Planning

In ordinary English, there are many different kinds of
plans: project plans, floor plans, pension plans, urban
plans, floor plans, etc. AI planning research focuses
specifically on plans of action, i. e., [14.26]:

. . . representations of future behavior . . . usually
a set of actions, with temporal and other constraints
on them, for execution by some agent or agents.

a)
Descriptions of W, the
initial state or states,
and the objectives

Plans Plans

Actions Observations

Events

Planner

Controller

World W

Controller

b)
Descriptions of W, the
initial state or states,
and the objectives

Actions Observations

Events

Planner

Controller

World W

Execution
status

Fig. 14.6a,b Simple conceptual models for (a) offline and
(b) online planning

Figure 14.6 gives an abstract view of the rela-
tionship between a planner and its environment. The
planner’s input includes a description of the world W in
which the plan is to be executed, the initial state (or set
of possible initial states) of the world, and the objectives
that the plan is supposed to achieve. The planner pro-
duces a plan that is a set of instructions to a controller,
which is the system that will execute the plan. In offline
planning, the planner generates the entire plan, gives it
to the controller, and exits. In online planning, plan gen-
eration and plan execution occur concurrently, and the
planner gets feedback from the controller to aid it in
generating the rest of the plan. Although not shown in
the figure, in some cases the plan may go to a scheduler
before going to the controller. The purpose of the sched-
uler is to make decisions about when to execute various
parts of the plan and what resources to use during plan
execution.

Examples. The following paragraphs include several
examples of offline planners, including the sheet-metal
bending planner in Domain-Specific Planners, and all
of the planners in Classical Planning and Domain-
Configurable Planners. One example of an online
planner is the planning software for the Mars rovers
in Domain-Specific Planners. The planner for the Mars
rovers also incorporates a scheduler.

Domain-Specific Planners
A domain-specific planning system is one that is tailor-
made for a given planning domain. Usually the design
of the planning system is dictated primarily by the
detailed requirements of the specific domain, and the
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Fig. 14.7 One of the Mars rovers

system is unlikely to work in any domain other other
than the one for which it was designed.

Many successful planners for real-world appli-
cations are domain specific. Two examples are the
autonomous planning system that controlled the Mars
rovers [14.27] (Fig. 14.7), and the software for planning
sheet-metal bending operations [14.28] that is bundled
with Amada Corporation’s sheet-metal bending ma-
chines (Fig. 14.8).

Classical Planning
Most AI planning research has been guided by a de-
sire to develop principles that are domain independent,
rather than techniques specific to a single planning
domain. However, in order to make any significant
headway in the development of such principles, it has
proved necessary to make restrictions on what kinds of
planning domains they apply to.

In particular, most AI planning research has focused
on classical planning problems. In this class of plan-
ning problems, the world W is finite, fully observable,
deterministic, and static (i.e., the world never changes
except as a result of our actions); and the objective is
to produce a finite sequence of actions that takes the
world from some specific initial state to any of some
set of goal states. There is a standard language, plan-
ning domain definition language (PDDL) [14.29], that
can represent planning problems of this type, and there
are dozens (possibly hundreds) of classical planning al-
gorithms.

One of the best-known classical planning algo-
rithms is GraphPlan [14.30], an iterative-deepening
algorithm that performs the following steps in each iter-
ation i:

Fig. 14.8 A sheet-metal bending machine

1. Generate a planning graph of depth i. Without going
into detail, the planning graph is basically the search
space for a greatly simplified version of the planning
problem that can be solved very quickly.

2. Search for a solution to the original unsimplified
planning problem, but restrict this search to occur
solely within the planning graph produced in step 1.
In general, this takes much less time than an unre-
stricted search would take.

GraphPlan has been the basis for dozens of other
classical planning algorithms.

Domain-Configurable Planners
Another important class of planning algorithms are
the domain-configurable planners. These are plan-
ning systems in which the planning engine is domain
independent but the input to the planner includes
domain-specific information about how to do plan-
ning in the problem domain at hand. This information
serves to constrain the planner’s search so that the plan-
ner searches only a small part of the search space.
There are two main types of domain-configurable
planners:

• Hierarchical task network (HTN) planners such as
O-Plan [14.31], SIPE-2 (system for interactive plan-
ning and execution) [14.32], and SHOP2 (simple
hierarchical ordered planner 2) [14.33]. In these
planners, the objective is described not as a set of
goal states, but instead as a collection of tasks to
perform. Planning proceeds by decomposing tasks
into subtasks, subtasks into sub-subtasks, and so
forth in a recursive manner until the planner reaches
primitive tasks that can be performed using actions
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similar to those used in a classical planning system.
To guide the decomposition process, the planner
uses a collection of methods that give ways of de-
composing tasks into subtasks.• Control-rule planners such as temporal logic plan-
ner (TLPlan) [14.34] and temporal action logic
planner (TALplanner) [14.35]. Here, the domain-
specific knowledge is a set of rules that give
conditions under which nodes can be pruned from
the search space; for example, if the objective is to
load a collection of boxes into a truck, one might
write a rule telling the planner “do not pick up a box
unless (1) it is not on the truck and (2) it is supposed
to be on the truck.” The planner does a forward
search from the initial state, but follows only those
paths that satisfy the control rules.

Planning with Uncertain Outcomes
One limitation of classical planners is that they can-
not handle uncertainty in the outcomes of the actions.
The best-known model of uncertainty in planning is the
Markov decision process (MDP) model. MDPs are well
known in engineering, but are generally defined over
continuous sets of states and actions, and are solved us-
ing the tools of continuous mathematics. In contrast, the
MDPs considered in AI research are usually discrete,
with the relationships among the states and actions be-
ing symbolic rather than numeric (the latest version of
PDDL [14.29] incorporates the ability to represent plan-
ning problems in this fashion):

• There is a set of states S and a set of actions A.
Each state s has a reward R(s), which is a numeric
measure of the desirability of s. If an action a is ap-
plicable to s, then C(a, s) is the cost of executing a
in s.• If we execute an action a in a state s, the outcome
may be any state in S. There is a probabil-
ity distribution over the outcomes: P(s′|a, s) is
the probability that the outcome will be s′, with∑

s′∈S P(s′|a, s) = 1.• Starting from some initial state s0, suppose we ex-
ecute a sequence of actions that take the MDP
from s0 to some state s1, then from s1 to s2, then
from s2 to s3, and so forth. The sequence of states
h = 〈s0, s1, s2, . . .〉 is called a history. In a finite-
horizon problem, all of the MDP’s possible histories
are finite (i. e., the MDP ceases to operate after
a finite number of state transitions). In an infinite-
horizon problem, the histories are infinitely long
(i. e., the MDP never stops operating).

• Each history h has a utility U(h) that can be com-
puted by summing the rewards of the states minus
the costs of the actions

U(h) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∑n−1
i=0 R(si )−C(si , π(si ))+ R(sn) ,

for finite-horizon problems ,∑∞
i=0 γ i R(si )−C(si , π(si ))

for infinite-horizon problems .

In the equation for infinite-horizon problems, γ is
a number between 0 and 1 called the discount fac-
tor. Various rationales have been offered for using
discount factors, but the primary purpose is to en-
sure that the infinite sum will converge to a finite
value.• A policy is any function π : S → A that returns an
action to perform in each state. (More precisely, π
is a partial function from S to A. We do not need to
define π at a state s ∈ S unless π can actually gener-
ate a history that includes s.) Since the outcomes of
the actions are probabilistic, each policy π induces
a probability distribution over MDP’s possible his-
tories

P(h|π) = P(s0)P(s1|π(s0), s0)P(s1|π(s1), s1)

× P(s2|π(s2), s2) . . .

The expected utility of π is the sum, over
all histories, of h’s probability times its utility:
EU(π) =∑h P(h|π)U(h). Our objective is to gen-
erate a policy π having the highest expected utility.

Traditional MDP algorithms such as value iteration
or policy iteration are difficult to use in AI planning
problems, since these algorithms iterate over the en-
tire set of states, which can be huge. Instead, the focus
has been on developing algorithms that examine only
a small part of the search space. Several such algo-
rithms are described in [14.36]. One of the best-known
is real-time dynamic programming (RTDP) [14.37],
which works by repeatedly doing a forward search from
the initial state (or the set of possible initial states), ex-
tending the frontier of the search a little further each
time until it has found an acceptable solution.

Applications of Planning
The paragraph on Domain-Specific Planners gave
several examples of successful applications of domain-
specific planners. Domain-configurable HTN planners
such as O-Plan, SIPE-2, and SHOP2 have been
deployed in hundreds of applications; for example
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a system for controlling unmanned aerial vehicles
(UAVs) [14.38] uses SHOP2 to decompose high-level
objectives into low-level commands to the UAV’s
controller.

Because of the strict set of restrictions required
for classical planning, it is not directly usable in most
application domains. (One notable exception is a cyber-
security application [14.39].) On the other hand, several
domain-specific or domain-configurable planners are
based on generalizations of classical planning tech-
niques. One example is the domain-specific Mars rover
planning software mentioned in Domain-Specific Plan-
ners, which involved a generalization of a classical
planning technique called plan-space planning [14.40,
Chap. 5]. Some of the generalizations included ways to
handle action durations, temporal constraints, and other
problem characteristics. For additional reading on plan-
ning, see Ghallab et al. [14.40] and LaValle [14.41].

14.1.5 Games

One of the oldest and best-known research areas for
AI has been classical games of strategy, such as chess,
checkers, and the like. These are examples of a class of
games called two-player perfect-information zero-sum
turn-taking games. Highly successful decision-making
algorithms have been developed for such games:
Computer chess programs are as good as the best grand-
masters, and many games – including most recently
checkers [14.42] – are now completely solved.

A strategy is the game-theoretic version of a pol-
icy: a function from states into actions that tells us
what move to make in any situation that we might en-

s9

s2

–4

4

s8

5

–5

Our payoffs:

Opponent's payoffs:

Terminal nodes:

s4Our turn to move:

Opponent's turn to move:

m(s4) = 5

s11

0

0

s10

9

–9

s5

m(s5) = 9

s1 m(s2) = 5

m(s2) = 5

s13

s3

–2

2

s12

–7

7

s6

m(s6) = –2

s15

0

0

s14

9

–9

s7

m(s7) = 9

m(s2) = –2

Our turn to move:

Fig. 14.9 A simple example of a game tree

counter. Mathematical game theory often assumes that
a player chooses an entire strategy in advance. However,
in a complicated game such as chess it is not feasible to
construct an entire strategy in advance of the game. In-
stead, the usual approach is to choose each move at the
time that one needs to make this move.

In order to choose each move intelligently, it is
necessary to get a good idea of the possible future
consequences of that move. This is done by searching
a game tree such as the simple one shown in Fig. 14.9.
In this figure, there are two players whom we will call
Max and Min. The square nodes represent states where
it is Max’s move, the round nodes represent states where
it is Min’s move, and the edges represent moves. The
terminal nodes represent states in which the game has
ended, and the numbers below the terminal nodes are
the payoffs. The figure shows the payoffs for both Max
and Min; note that they always sum to 0 (hence the name
zero-sum games).

From von Neuman and Morgenstern’s famous Mini-
max theorem, it follows that Max’s dominant (i. e., best)
strategy is, on each turn, to move to whichever state s
has the highest minimax value m(s), which is defined as
follows

m(s) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Max’s payoff at s ,

if s is a terminal node ,

max{m(t) : t is a child of s} ,
if it is Max’s move at s ,

min{m(t) : t is a child of s} ,
if it is Min’s move at s ,

(14.3)

Part
B

1
4
.1



Artificial Intelligence and Automation 14.1 Methods and Application Examples 261

where child means any immediate successor of s; for
example, in Fig. 14.9,

m(s2) = min(max(5,−4) ,max(9, 0))

= min(5, 9) = 5 ; (14.4)

m(s3) = min(max(s12) ,max(s13) ,max(s14) ,

max(s15)) = min(7, 0) = 0 . (14.5)

Hence Max’s best move at s1 is to move to s2.
A brute-force computation of (14.3) requires search-

ing every state in the game tree, but most nontrivial
games have so many states that it is infeasible to explore
more than a small fraction of them. Hence a number of
techniques have been developed to speed up the compu-
tation. The best known ones include:

• Alpha–beta pruning, which is a technique for de-
ducing that the minimax values of certain states
cannot have any effect on the minimax value of s,
hence those states and their successors do not need
to be searched in order to compute s’s minimax
value. Pseudocode for the algorithm can be found
in [14.8, 43], and many other places.
In brief, the algorithm does a modified depth-first
search, maintaining a variable α that contains the
minimax value of the best move it has found so far
for Max, and a variable β that contains the mini-
max value of the best move it has found so far for
Min. Whenever it finds a move for Min that leads to
a subtree whose minimax value is less than α, it does
not search this subtree because Max can achieve at
least α by making the best move that the algorithm
found for Max earlier. Similarly, whenever the algo-
rithm finds a move for Max that leads to a subtree
whose minimax value exceeds β, it does not search
this subtree because Min can achieve at least β by
making the best move that the algorithm found for
Min earlier.
The amount of speedup provided by alpha–beta
pruning depends on the order in which the algorithm
visits each node’s successors. In the worst case, the
algorithm will do no pruning at all and hence will
run no faster than a brute-force minimax computa-
tion, but in the best case, it provide an exponential
speedup [14.43].• Limited-depth search, which searches to an arbitrary
cutoff depth, uses a static evaluation function e(s)
to estimate the utility values of the states at that
depth, and then uses these estimates in (14.3) as if
those states were terminal states and their estimated
utility values were the exact utility values for those
states [14.8].

Games with Chance, Imperfect Information,
and Nonzero-Sum Payoffs

The game-tree search techniques outlined above do ex-
tremely well in perfect-information zero-sum games,
and can be adapted to perform well in perfect-
information games that include chance elements, such
as backgammon [14.44]. However, game-tree search
does less well in imperfect-information zero-sum games
such as bridge [14.45] and poker [14.46]. In these
games, the lack of imperfect information increases the
effective branching factor of the game tree because the
tree will need to include branches for all of the moves
that the opponent might be able to make. This increases
the size of the tree exponentially.

Second, the minimax formula implicitly assumes
that the opponent will always be able to determine
which move is best for them – an assumption that is
less accurate in games of imperfect information than
in games of perfect information, because the opponent
is less likely to have enough information to be able to
determine which move is best [14.47].

Some imperfect-information games are iterated
games, i. e., tournaments in which two players will
play the same game with each other again and again.
By observing the opponent’s moves in the previous
iterations (i. e., the previous times one has played
the game with this opponent), it is often possible
to detect patterns in the opponent’s behavior and
use these patterns to make probabilistic predictions
of how the opponent will behave in the next itera-
tion. One example is Roshambo (rock–paper–scissors).
From a game-theoretic point of view, the game is
trivial: the best strategy is to play purely at random,
and the expected payoff is 0. However, in prac-
tice, it is possible to do much better than this by
observing the opponent’s moves in order to detect
and exploit patterns in their behavior [14.48]. An-
other example is poker, in which programs have been
developed that play nearly as well as human champi-
ons [14.46]. The techniques used to accomplish this are
a combination of probabilistic computations, game-tree
search, and detecting patterns in the opponent’s behav-
ior [14.49].

Applications of Games
Computer programs have been developed to take the
place of human opponents in so many different games
of strategy that it would be impractical to list all of them
here. In addition, game-theoretic techniques have appli-
cation in several of the behavioral and social sciences,
primarily in economics [14.50].
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Highly successful computer programs have been
written for chess [14.51], checkers [14.42, 52],
bridge [14.45], and many other games of strat-
egy [14.53]. AI game-searching techniques are being
applied successfully to tasks such as business sourc-
ing [14.54] and to games that are models of social be-
havior, such as the iterated prisoner’s dilemma [14.55].

14.1.6 Natural-Language Processing

Natural-language processing (NLP) focuses on the use
of computers to analyze and understand human (as op-
posed to computer) languages. Typically this involves
three steps: part-of-speech tagging, syntactic parsing,
and semantic processing. Each of these is summarized
below.

Part-of-Speech Tagging
Part-of-speech tagging is the task of identifying indi-
vidual words as nouns, adjectives, verbs, etc. This is an
important first step in parsing written sentences, and it
also is useful for speech recognition (i. e., recognizing
spoken words) [14.56].

A popular technique for part-of-speech tagging is
to use hidden Markov models (HMMs) [14.57]. A hid-
den Markov model is a finite-state machine that has
states and probabilistic state transitions (i. e., at each
state there are several different possible next states, with
a different probability of going to each of them). The

Start

End

(like, conjunction) (like, noun) (like, verb)(like, adverb)

(Flies, verb)(Flies, noun)

(flower, verb)(flower, noun)

(a, prep)(a, article)

(like, preposition)

(a, noun)

Fig. 14.10 A graphical representation of the set of all state transitions that might have produced the sentence Flies like
a flower.

states themselves are not directly observable, but in each
state the HMM emits a symbol that we can observe.

To use HMMs for part-of-speech tagging, we need
an HMM in which each state is a pair (w, t), where
w is a word in some finite lexicon (e.g., the set of all
English words), and t is a part-of-speech tag such as
noun, adjective, or verb. Note that, for each word w,
there may be more than one possible part-of-speech tag,
hence more than one state that corresponds to w; for ex-
ample, the word flies could either be a plural noun (the
insect), or a verb (the act of flying).

In each state (w, t), the HMM emits the word w,
then transitions to one of its possible next states. As
an example (adapted from [14.58]), consider the sen-
tence, Flies like a flower. First, if we consider each of
the words separately, every one of them has more than
one possible part-of-speech tag:

Flies could be a plural noun or a verb;
like could be a preposition, adverb, conjunction,

noun or verb;
a could be an article or a noun, or a preposition;
flower could be a noun or a verb;

Here are two sequences of state transitions that could
have produced the sentence:

• Start, (Flies, noun), (like, verb), (a, article), (flower,
noun), End
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• Start, (Flies, verb), (like, preposition), (a, article),
(flower, noun), End.

But there are many other state transitions that could also
produce it; Fig. 14.10 shows all of them. If we know the
probability of each state transition, then we can compute
the probability of each possible sequence – which gives
us the probability of each possible sequence of part-of-
speech tags.

To establish the transition probabilities for the
HMM, one needs a source of data. For NLP, these data
sources are language corpora such as the Penn Tree-
bank (http://www.cis.upenn.edu/˜treebank/).

Context-Free Grammars
While HMMs are useful for part-of-speech tagging, it is
generally accepted that they are not adequate for parsing
entire sentences. The primary limitation is that HMMs,
being finite-state machines, can only recognize regu-
lar languages, a language class that is too restricted to
model several important syntactical features of human
languages. A somewhat more adequate model can be
provided by using context-free grammars [14.59].

In general, a grammar is a set of rewrite rules such
as the following:

Sentence → NounPhrase VerbPhrase

NounPhrase → Article NounPhrase1

Article → the | a | an

. . .

The grammar includes both nonterminal symbols
such as NounPhrase, which represents an entire noun
phrase, and terminal symbols such as the and an,
which represent actual words. A context-free grammar
is a grammar in which the left-hand side of each rule is
always a single nonterminal symbol (such as Sentence
in the first rewrite rule shown above).

Context-free grammars can be used to parse
sentences into parse trees such as the one shown
in Fig. 14.11, and can also be used to generate sen-
tences. A parsing algorithm (parser) is a procedure
for searching through the possible ways of combining
grammatical rules to find one or more parses (i. e., one
or more trees similar to the one in Fig. 14.11) that match
a given sentence.

Features. While context-free grammars are better at
modeling the syntax of human languages than regular
grammars, there are still important features of human

Sentence

NounPhrase

The dog

VerbPhrase

NounPhrase

the bone

PrepositionalPhrase

Preposition

to

NounPhrase

the door

Verb

took

Fig. 14.11 A parse tree for the sentence The dog took the bone to the
door.

languages that context-free grammars cannot handle
well; for example, a pronoun should not be plural un-
less it refers to a plural noun. One way to handle these
is to augment the grammar with a set of features that
restrict the circumstances under which different rules
can be used (e.g., to restrict a pronoun to be plural if
its referent is also plural).

PCFGs. If a sentence has more than one parse, one of
the parses might be more likely than the others: for
example, time flies is more likely to be a statement
about time than about insects. A probabilistic context-
free grammar (PCFG) is a context-free grammar that
is augmented by attaching a probability to each gram-
mar rule to indicate how likely different possible parses
may be.

PCFGs can be learned from a parsed language cor-
pora in a manner somewhat similar (although more
complicated) than learning HMMs [14.60]. The first
step is to acquire CFG rules by reading them directly
from the parsed sentences in the corpus. The second
step is to try to assign probabilities to the rules, test
the rules on a new corpus, and remove rules if appro-
priate (e.g., if they are redundant or if they do not work
correctly).

Applications
NLP has a large number of applications. Some ex-
amples include automated language-translation services
such as Babelfish, Google Translate, Freetranslation,
Teletranslator and Lycos Translation [14.61], auto-
mated speech-recogition systems used in telephone call
centers, systems for categorizing, summarizing, and
retrieving text (e.g., [14.62, 63]), and automated eval-
uation of student essays [14.64].
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For additional reading on natural-language pro-
cessing, see Wu, Hsu, and Tan [14.65] and Thomp-
son [14.66].

14.1.7 Expert Systems

An expert system is a software system that performs, in
some specialized field, at a level comparable to a human
expert in the field. Most expert systems are rule-based
systems, i. e., their expert knowledge consists of a set
of logical inference rules similar to the Horn clauses
discussed in Sect. 14.1.2.

Often these rules also have probabilities attached to
them; for example, instead of writing

if A1 and A2 then conclude A3

one might write

if A1 and A2 then conclude A3 with probability p0 .

Now, suppose A1 and A2 are known to have proba-
bilities p1 and p2, respectively, and to be stochastically
independent so that P(A1 ∧ A2) = p1 p2. Then the rule
would conclude P(C) = p0 p1 p2.

If A1 and A2 are not known to be stochastically in-
dependent, or if there are several rules that conclude A3,
then the computations can get much more complicated.
If there are n variables A1, . . . , An , then the worst case
could require a computation over the entire joint dis-
tribution P(A1, . . . , An), which would take exponential
time and would require much more information than is
likely to be available to the expert system.

In some of the early expert systems, the above com-
plication was circumvented by assuming that various
events were stochastically independent even when they
were not. This made the computations tractable, but
could lead to inaccuracies in the results. In more mod-
ern systems, conditional independence (Sect. 14.1.3) is
used to obtain more accurate results in a computation-
ally tractable manner.

Expert systems were quite popular in the early and
mid-1980s, and were used successfully in a wide vari-
ety of applications. Ironically, this very success (and the
hype resulting from it) gave many potential industrial
users unrealistically high expectations of what expert
systems might be able to accomplish for them, leading
to disappointment when not all of these expectations
were met. This led to a backlash against AI, the so-
called AI winter [14.67], that lasted for some years. but
in the meantime, it became clear that simple expert sys-
tems were more elaborate versions of the decision logic
already used in computer programming; hence some of

the techniques of expert systems have become a stan-
dard part of modern programming practice.

Applications. Some of the better-known examples
of expert-system applications include medical diag-
nosis [14.68], analysis of data gathered during oil
exploration [14.69], analysis of DNA structure [14.70],
configuration of computer systems [14.71], as well as
a number of expert system shell (i. e., tools for building
expert systems).

14.1.8 AI Programming Languages

AI programs have been written in nearly every program-
ming language, but the most common languages for AI
programming are Lisp, Prolog, C/C++, and Java.

Lisp
Lisp [14.72, 73] has many features that are useful for
rapid prototyping and AI programming. These features
include garbage collection, dynamic typing, functions
as data, a uniform syntax, an interactive programming
and debugging environment, ease of extensibility, and
a plethora of high-level functions for both numeric
and symbolic computations. As an example, Lisp has
a built-in function, append, for concatenating two lists
– but even if it did not, such a function could easily be
written as follows:

(defun concatenate (x y)
(if (null x)

y
(cons (first x)

(concatenate (rest x) y))))

The above program is tail-recursive, i. e., the recursive
call occurs at the very end of the program, and hence
can easily be translated into a loop – a translation that
most Lisp compilers perform automatically.

An argument often advanced in favor of conven-
tional languages such as C++ and Java as opposed
to Lisp is that they run faster, but this argument is
largely erroneous. As of 2003, experimental compar-
isons showed compiled Lisp code to run nearly as fast
as C++, and substantially faster than Java. (The speed
comparison to Java might not be correct any longer,
since a huge amount of work has been done since 2003
to improve Java compilers.) Probably the misconcep-
tion about Lisp’s speed arose from the fact that early
Lisp systems ran Lisp code interpretively. Modern Lisp
systems give users the option of running their code
interpretively (which is useful for experimenting and
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debugging) or compiling their code (which provides
much higher speed).

See [14.74] for a discussion of other advantages
of Lisp. One notable disadvantage of Lisp is that, if
one has a computer program written in a conventional
language such as C, C++ or Java, it is difficult for
such a program to call a Lisp program as a subroutine:
one must run the Lisp program as a separate process
in order to provide the Lisp execution environment.
(On the other hand, Lisp programs can quite easily in-
voke subroutines written in conventional programming
languages.)

Applications. Lisp was quite popular during the expert-
systems boom of the mid-1980s, and several Lisp
machine computer architectures were developed and
marketed in which the entire operating system was writ-
ten in Lisp. Ultimately these machines did not meet with
long-term commercial success, as they were eventually
surpassed by less-expensive, less-specialized hardware
such as Sun workstations and Intel x86 machines.

On the other hand, development of software sys-
tems in Lisp has continued, and there are many
current examples of Lisp applications. A few of them
include the visual lisp extension language for the Au-
toCAD computer-aided design system (autodesk.com),
the Elisp extension language for the Emacs editor
(http://en.wikipedia.org/wiki/Emacs_Lisp)the Script-Fu
plugins for the GNU Image Manipulation Program
(GIMP), the Remote Agent software deployed on
NASA’s Deep Space 1 spacecraft [14.75], the air-
line fare shopping engine used by Orbitz [14.9], the
SHOP2 planning system [14.38], and the Yahoo Store
e-commerce software. (As of 2003, about 20 000 Ya-
hoo stores used this software. The author does not have
access to more recent statistics.)

Prolog
Prolog [14.76] is based on the notion that a general
theorem-prover can be used as a programming environ-
ment in which the program consists of a set of logical
statements. As an example, here is a Prolog program
for concatenating lists, analogous to the Lisp program
given earlier

concatenate([],Y,Y).
concatenate([First|Rest],Y,[First|Z]) :-

concatenate(Rest,Y,Z).

To concatenate two lists [a,b] and [c], one asks the
theorem prover if there exists a list Z that is their

concatenation; and the theorem prover returns Z if it
exists
?- concatenate([a,b],[c],Z)
Z=[a,b,c].

Alternatively, if one asks whether there are lists X and
Y whose concatenation is a given list Z, then there are
several possible values for X and Y , and the theorem
prover will return all of them

?- concatenate(X,Y,[a,b])
X = []; Y = [a,b]
X = [a]; Y = [b]
X = [a,b]; Y = []

One of Prolog’s biggest drawbacks is that several as-
pects of its programming style – for example, the
lack of an assignment statement, and the automated
backtracking – can require workarounds that feel un-
intuitive to most programmers. However, Prolog can
be good for problems in which logic is intimately
involved, or whose solutions have a succinct logical
characterization.

Applications. Prolog became popular during the the
expert-systems boom of the 1980s, and was used as the
basis for the Japanese Fifth Generation project [14.77],
but never achieved wide commercial acceptance. On
the other hand, an extension of Prolog called constraint
logic programming is important in several industrial ap-
plications (see Constraint Satisfaction and Constraint
Optimization).

C, C++, and Java
C and C++ provide much less in the way of high-level
programming constructs than Lisp, hence developing
code in these languages can require much more effort.
On the other hand, they are widely available and pro-
vide fast execution, hence they are useful for programs
that are simple and need to be both portable and fast; for
example, neural networks need very fast execution in
order to achieve a reasonable learning rate, and a back-
propagation procedure can be written in just a few pages
of C or C++ code.

Java is a lower-level language than Lisp, but is
higher-level than C or C++. It uses several ideas from
Lisp, most notably garbage collection. As of 2003 it
ran much more slowly than Lisp, but its speed has
improved in the interim and it has the advantages of
being highly portable and more widely known than
Lisp.
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14.2 Emerging Trends and Open Challenges

AI has gone through several periods of optimism and
pessimism. The most recent period of pessimism was
the AI winter mentioned in Sect. 14.1.7. AI has emerged
from this period in recent years, primarily because of
the following trends. First is the exponential growth im-
provement in computing power: computations that used
to take days or weeks can now be done in minutes or
seconds. Consequently, computers have become much
better able to support the intensive computations that
AI often requires. Second, the pervasive role of comput-
ers in everyday life is helping to erase the apprehension
that has often been associated with AI in popular
culture. Third, there have been huge advances in AI
research itself. AI concepts such as search, planning,
natural-language processing, and machine learning have
developed mature theoretical underpinnings and exten-
sive practical histories.

AI technology is widely expected to become in-
creasingly pervasive in applications such as data min-
ing, information retrieval (especially from the web), and
prediction of human events (including anything from
sports forecasting to economics to international con-
flicts).

During the next decade, it appears quite likely that
AI will be able to make contributions to the behav-
ioral and social sciences analogous to the contributions
that computer science has made to the biological sci-
ences during the past decade. To make this happen,
one of the biggest challenges is the huge diversity

among the various research fields that will be involved.
These include behavioral and social sciences such as
economics, political science, psychology, anthropol-
ogy, and sociology, and technical disciplines such as
AI, robotics, computational linguistics, game theory,
and operations research. Researchers from these fields
will need to forge a common understanding of princi-
ples, techniques, and objectives. Research laboratories
are being set up to foster this goal (one example is
the University of Maryland’s Laboratory for Computa-
tional Cultural Dynamics (http://www.umiacs.umd.edu/
research/LCCD/), which is co-directed by the author
of this chapter), and several international conferences
and workshops on the topic have been recently estab-
lished [14.78, 79].

One of the biggest challenges that currently faces
AI research is its fragmentation into a bewilderingly di-
verse collection of subdisciplines. Unfortunately, these
subdisciplines are becoming rather insular, with their
own research conferences and their own (sometimes id-
iosyncratic) notions of what constitutes a worthwhile
research question or a significant result. The achieve-
ment of human-level AI will require integrating the
best efforts among many different subfields of AI, and
this in turn will require better communication amongst
the researchers from these subfields. I believe that the
field is capable of overcoming this challenge, and that
human-level AI will be possible by the middle of this
century.
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Virtual Reality15. Virtual Reality and Automation

P. Pat Banerjee

Virtual reality of human activities (e.g., in de-
sign, manufacturing, medical care, exploration
or military operations) often concentrates on an
automated interface between virtual reality (VR)
technology and the theory and practice of these
activities. In this chapter we focus mainly on the
role of VR technology in developing this inter-
face. Although the scope and range of applications
is large, two illustrative areas (production/service
applications and medical applications) are ex-
plained in some detail to offer some insight
into the magnitude of the benefits and existing
challenges.
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15.1 Overview of Virtual Reality and Automation Technologies

Virtual manufacturing and automation first came into
prominence in the early 1990s, in part as a result of
the US Department of Defense Virtual Manufactur-
ing Initiative. The topic broadly refers to the modeling
of manufacturing systems and components with effec-
tive use of audio-visual and/or other sensory features
to simulate or design alternatives for an actual manu-
facturing environment mainly through effective use of
high-performance computers.

To understand the area, first we introduce a broader
area of virtual reality (VR) and visual simulation sys-
tems. VR brings in a few exciting new developments.
Firstly it provides a major redefinition of perspective
projection, by introducing the concept of user-centered
perspective. Traditional perspective projection is fixed,
whereas in virtual reality one has the option to vary
the perspective in real time, thus closely mimicking our
natural experience of a three-dimensional (3-D) world.
In the past few years, VR and visual simulation sys-
tems have made a huge impact in terms of industrial
adoption; for example, Cyberedge Information Services

conducted a survey [15.1] that provided the following
details:

• Industry growth remains strong: 9.8% in 2003• Industry value: US$ 42.6 billion worldwide• Five-year forecast: industry value reaches US$ 78 bil-
lion in 2008• Average system cost: US$ 356 310• Number of systems sold in 2003: 338 000• Companies involved in visual simulation world-
wide: 17 334• Most common visual display system: monoscopic
desktop monitor• Least common visual display system: autostereo-
scopic display• Most common operating system: Microsoft Win-
dows XP.

The survey [15.1] further comments on the top 17 appli-
cations of visual simulation systems from 1999–2003 as
follows:
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Table 15.1 Automation advantages of virtual reality (VR); * Unique to VR. General advantages of simulation, including
less costs, less risks, less delay, and ability to study as yet unbuilt structures/objects are also valid

What is automated? Application example Advantage*

Application • Testing a simulated mold • Better visualization of tested product

domain of a new engine

• Developing battlefield tactics • Greater ability to collaborate in planning

and design of complex virtual situations

Human supervisory • Training in dental procedures • Detailed hands-on experience in a large simulated

interface library of dental problems

• Teleoperating robots

Human feedback • Improving the safety • Greater precision and quality of feedback through

interface of a process haptics

• Learning the properties • Better understanding of simulated behaviors

of surfaces

Human application • Telerepair or teleassembly • Greater ability to obtain knowledge about and

interaction of remote objects manipulate in remote global and space locations

• Deeper sense of involvement and engagement

by the interacting humans

1. Software development/testing
2. Computer aided design (CAD)/computer-aided

manufacture (CAM) visualization or presentation
3. Postgraduate education (college)
4. Virtual prototype
5. Museum/exhibition
6. Design evaluation, general
7. Medical diagnostics
8. Undergraduate education (college)

a) b) c)

Fig. 15.1 (a) Sensics piSight head-mounted display for virtual prototyping, training, data mining, and other applications
(http://www.sensics.com/, December 2007). (b) Pinch is an interacting system for interacting in a virtual environment
using sensors in each fingertip (http://www.fakespace.com/, December 2007). (c) Proview SR80 full-color SXGA 3-D
stereoscopic head-mounted display (http://www.vrealities.com/, December 2007)

9. Aerospace
10. Automobile, truck, heavy equipment
11. Games development
12. Collaborative work
13. Architecture
14. Medical training
15. Dangerous environment operations
16. Military operation training
17. Trade show exhibit.
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In each of these application areas, VR is advan-
tageous in automating and improving three critical
areas, as shown in Table 15.1. A smaller subsection
of VR and visual simulation is virtual manufactur-
ing and automation, which often concentrates on an
interface between VR technology and manufacturing
and automation theory and practice. In this chapter we
concentrate mainly on the role of VR technology in
developing this interface. Some areas that can bene-
fit from development of virtual manufacturing include
product design [15.2, 3], hazardous operations model-
ing [15.4, 5], production process modeling [15.6, 7],
training [15.8, 9], education [15.10, 11], information vi-
sualization [15.12,13], telecommunications [15.14,15],
and teletravel. Lately a number of surgical simulation
applications have emerged.

VR is closely associated with an environment
commonly known as a virtual environment (VE).
VE systems differ from other previously developed

computer-centered systems in the extent to which real-
time interaction is facilitated, the perceived visual space
is three- rather than two-dimensional, the human–
machine interface is multimodal, and the operator is
immersed in the computer-generated environment. The
interactive, virtual image displays are enhanced by spe-
cial processing and by nonvisual display modalities,
such as auditory and haptic, to convince users that they
are immersed in a synthetic space.

The means of simulating a VE today is through im-
mersion in computer graphics coupled with acoustic
interface and domain-independent interacting devices,
such as wands, and domain-specific devices such as
the steering and brakes for cars, or earthmovers or
instrument clusters for airplanes (Fig. 15.1a–c). Im-
mersion gives the feeling of depth, which is essential
for a three-dimensional effect. Head-mounted displays,
stereoscopic projectors, and retinal display are some of
the technologies used for such environments.

15.2 Production/Service Applications

15.2.1 Design

The immersive display technology can be used for
creating virtual prototypes of products and processes.
Integrated production system engineering environments
can provide functions to specify, design, engineer, sim-
ulate, analyze, and evaluate a production system. Some
examples of the functions which might be included in an
integrated production system engineering environment
are:

1. Identification of product specifications and produc-
tion system requirements

2. Producibility analysis for individual products
3. Modeling and specification of manufacturing pro-

cesses
4. Measurement and analysis of process capabilities
5. Modification of product designs to address manu-

facturability issues
6. Plant layout and facilities planning
7. Simulation and analysis of system performance
8. Consideration of various economic/cost tradeoffs of

different manufacturing processes, systems, tools,
and materials

9. Analysis supporting selection of systems/vendors
10. Procurement of manufacturing equipment and sup-

port systems

11. Specification of interfaces and the integration of in-
formation systems

12. Task and workplace design
13. Management, scheduling, and tracking of projects.

The interoperability of the commercial engineering
tools that are available today is a challenge. Exam-
ples of production systems which may eventually be
engineered using this type of integrated environment in-
clude: transfer lines, group technology cells, automated
or manually operated workstations, customized multi-
purpose equipment, and entire plants.

15.2.2 Material Handling
and Manufacturing Systems

An important outcome of virtual manufacturing is vir-
tual factories of the future. When a single factory may
cost over a billion US dollars (as is the case, for in-
stance, in the semiconductor industry), it is evident that
manufacturing decision-makers need tools that support
good decision making about their design, deployment,
and operation. However, in the case of manufacturing
models, there is usually no testbed but the factory itself;
development of models of manufacturing operations is
very likely to disrupt factory operations while the mod-
els are being developed and tested.
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Virtual factories are based on sophisticated com-
puter simulations for a distributed, integrated, computer-
based composite model of a total manufacturing en-
vironment, incorporating all the tasks and resources
necessary to accomplish the operation of designing,
producing, and delivering a product. With virtual facto-
ries capable of accurately simulating factory operations
over time scales of months, managers would be able
to explore many potential production configurations
and schedules or different control and organizational
schemes at significant savings of cost and time in order
to determine how best to improve performance. A vir-
tual factory model involves a comprehensive model or
structure for integrating a set of heterogeneous and hi-
erarchical submodels at various levels of abstraction.
An ultimate goal would be the creation of a demon-
stration platform that would compare the results of
real factory operations with the results of simulated
factory operations. This demonstration platform would
use a computer-based model of an existing factory and
would compare its performance with that of a similarly
equipped factory running the same product line, but us-
ing, for example, a new layout of equipment, a better
scheduling system, a paperless product and process de-
scription, or fewer or more human operators. The entire
factory would have to be represented in sufficient de-
tail so that any model user, from factory manager to
equipment operator, would be able to extract useful re-
sults. To accomplish this, two broad areas need to be
addressed:

1. Hardware and software technology to handle so-
phisticated graphics and data-oriented models in
a useful and timely manner

2. Representation of manufacturing expertise in mod-
els in such a way that the results of model operation
satisfy manufacturing experts’ needs for accurate
responses.

Some of the research considerations related to vir-
tual modeling technology are as follows:

• User interfaces. Since factory personnel in the 21st
century will be interacting with many applications,
it will not suffice for each application to have its own
set of interfaces, no matter how good any individual
one is. Much thought has to be given both to the
nature of the specific interfaces and to the integra-
tion of interfaces in a system designed so as not to
confuse the user. Interface tools that allow the user
to filter and abstract large volumes of data will be
particularly important.

• Model consistency. Models will be used to perform
a variety of geographically dispersed functions over
a short time scale during which the model informa-
tion must be globally accurate. In addition, pieces of
the model may themselves be widely distributed. As
a result, a method must be devised to ensure model
consistency and concurrency, perhaps for extended
time periods. The accuracy of models used concur-
rently for different purposes is a key determinant of
the benefits of using such models.• Testing and validation of model concepts. Because
a major use of models is to make predictions about
matters that are not intuitively obvious to decision-
makers, testing and validation of models and their
use are very difficult. For factory operations and
design alike, there are many potential right an-
swers to important questions, and none of these
is provably correct (e.g., what is the right sched-
ule?). As a result, models have to be validated
by being tested against understandable conditions,
and in many cases, common sense must be used
to judge if a model is correct. Because models
must be tested under stochastic factory conditions,
which are hard to duplicate or emulate, outside
the factory environment, an important area for re-
search involves developing tools for use in both
testing and validating model operation and behav-
ior. Tools for automating sensitivity analysis in
the testing of simulation models would help to
overcome model validation problems inherent in
a stochastic environment. For more details, please
refer to [15.16].

Figure 15.2 shows a schematic user interface for remote
facility management using virtual manufacturing con-
cepts. The foreground represents a factory floor layout
that identifies important regions of the plant. The walls
separating different regions have been removed to ob-
tain a complete bird’s eye view of the plant. Transmitted
streaming motion from video capture of important re-
gions can be provided as a background. For this purpose
one needs to identify and specify the objects for motion
streaming. A combination of video and VR is a pow-
erful tool in this context. The advantage of streaming
motion coordinates to animate the factory floor would
be to give the floor manager an overview of the floor.
A suitable set of symbols can be designed to designate
the status modes of various regions, namely running
state, breakdown state, shutdown state, waiting state
(e.g., for parts, worker), scheduled maintenance state,
etc. An avataric representation of the floor manager can
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Scrolling text window ...

Floor manager guiding
operations remotely 

Warehouse monitoring
supply chain optimization 

Main background video,
audio and 3-D scene with

animated overlays 

Product testing area,
communication with
product designers 

Assembly training
of a new hire 

Management of
other plants

Fig. 15.2 Conceptual demonstration of remote facility management user interface showing many telecollaborative activ-
ities

be used to guide operations. A window for the product
testing area and communication with product designers
can be used to efficiently streamline the product de-
sign process. A video camera device can be integrated
to stream motion coordinates after the objects in the
product design area and their layouts have been spec-
ified. Another window showing the assembly training
of a new employee can illustrate the use of this con-

cept for another important area of the plant. A similar
feature can be designed for warehouse monitoring and
supply chain management. A window for management
of other plants can take one to different plants, located
anywhere in the world. Finally a scrolling text window
can pop up any important or emergency messages such
as suddenly scheduled meetings, changes of deadline,
sudden shifts in strategy, etc.

15.3 Medical Applications

Medical simulations using virtual automation have been
a recent area of growth. Some of our activities in
this area are highlighted in this Section. Using hap-

tics and VR in high-fidelity open-surgical simulation,
certain principles of design and operational prototyp-
ing can be highlighted. A philosophy of designing
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device prototypes by carefully analyzing contact based
on open surgical simulation requirements and map-
ping them with open-source software and off-the-shelf
hardware components is presented as an example. Ap-
plications in neurosurgery (ventriculostomy), ophthal-
mology (capsulorrhexis), and dentistry (periodontics)
are illustrated. First, a prototype device known as
ImmersiveTouch is described, followed by three appli-
cations.

ImmersiveTouch is a patent-pending [15.17] next-
generation augmented VR technology invented by us,
and is the first system that integrates a haptic de-
vice with a head and hand tracking system, and
a high-resolution high-pixel-density stereoscopic dis-
play (Fig. 15.3). Its ergonomic design provides a com-
fortable working volume in the space of a standard
desktop. The haptic device is collocated with the 3-D

Dimensions: 42"W×79"H ×29"D (deployed): 45"H×33"D (packed)

Fig. 15.3 Immersive touch and its neurosurgical applica-
tion

graphics, giving the user a more realistic and nat-
ural means to manipulate and modify 3-D data in
real time. The high-performance, multisensorial com-
puter interface allows relatively easy development of
VR simulation and training applications that appeal
to many stimuli: audio, visual, tactile, and kines-
thetic.

ImmersiveTouch represents an integrated hardware
and software solution. The hardware integrates 3-D
stereo visualization, force feedback, head and hand
tracking, and 3-D audio. The software provides a uni-
fied applications programming interface (API) to handle
volume processing, graphics rendering, haptics render-
ing, 3-D audio feedback, and interactive menus and
buttons. ImmersiveTouch is an evolutionary virtual-
reality system resulting from the integration of a series
of hardware solutions to 3-D display issues and
the development of a unique VR software platform
(API) drawing heavily on open-source software and
databases.

15.3.1 Neurosurgical Virtual Automation

Neurosurgical procedures, particularly cranial applica-
tions, lend themselves to VR simulation. The working
space around the cranium is limited. Anatomical re-
lationships within the skull are generally fixed and
respiratory or somatic movements do not significantly
impair imaging or rendering. The same issues that make
cranial procedures so suitable for intraoperative navi-
gation also apply to virtual operative simulation. The
complexity of so many cerebral structures also allows
little room for error, making the need for skill-set acqui-
sition prior to the procedure that much more significant.
The emergence of realistic neurosurgical simulators has
been predicted since the mid-1990s when the explo-
sion in computer processing speed seemed to presage
future developments [15.18]. VR techniques have been
attempted to simulate several types of spinal procedures
such as lumbar puncture, in addition to craniotomy-type
procedures.

Ventriculostomy is a high-frequency surgical in-
tervention commonly employed for treatment of head
injury and stroke. This extensively studied procedure is
a good example problem for augmented VR simulators.
We investigated the ability of neurosurgery residents at
different levels of training to cannulate the ventricle, us-
ing computer tomography data on an ImmersiveTouch
workstation. After a small incision is made and a bur
hole is drilled on a strategically chosen spot in the
patient’s skull, a ventriculostomy catheter is inserted,
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aiming for the ventricles. A distinct popping or punc-
turing sensation is felt as the catheter enters the frontal
horn of the lateral ventricle [15.19].

The performance evaluation from the Immersive-
Touch simulator based on a large sample of neuro-
surgeons was comparable to clinical study findings, in
which the average distance and standard deviation of
the catheter tip to the foramen of Monroe in both cases
were close [15.18].

15.3.2 Ophthalmic Virtual Automation

Cataract surgery is the most common surgical pro-
cedure performed by ophthalmic residents-in-training
and general ophthalmologists in the USA. With over
1.5 million procedures performed every year, it repre-
sents the largest single surgical care provided under
Medicare in the USA.

Cataract surgery involves the removal of the opaci-
fied crystalline lens by phacoemulsification and replace-
ment of the lens with an intraocular lens implant. Over
the years cataract surgery has become a highly tech-
nical procedure requiring a number of very fine skills,
under an operating microscope. It involves the use and
understanding of sophisticated technology, as well as
fine hand–eye coordination movements. The training of
this highly skilled procedure to residents has become
a challenging task for teaching physicians because of
its highly technical nature. Current ways of training res-
idents include:

• Practising surgical procedures in a wet lab situa-
tion, where surgery is practised on animal eyes.
Though this procedure has some similarity to hu-
man surgery, there are many problems associated
with this technique, which include: (a) Porcine and
bovine models that do not provide a realistic sense
of tissue tension, nor do they mimic the accurate
dimensions of the human eye; (b) Any assessment
of skills acquired during such animal laboratory
procedures with an observing physician is often sub-
jective and repetition is difficult.• Another technique that has been used extracts eyes
from a postmortem human eye bank to perform pha-
coemulsification. These tissues are very difficult to
obtain, and are fairly expensive to procure.• A common technique, the apprenticeship tech-
nique, is a see one, do one, teach one approach.
However, apprenticeship is not the best approach,
especially for a highly skilled procedure such as
phacoemulsification.

Fig. 15.4 Capsulorrhexis simulation in cataract surgery us-
ing virtual reality and haptics

In summary, all of the current paradigms available are
suboptimal from the perspective of surgical education
as well as patient care, and developments in virtual-
reality simulation will allow the surgeon to gain realistic
operative experience before their first cataract surgery.

The ophthalmic development of virtual-reality pro-
cedures has been minimal. The EYESI ophthalmic
surgical simulator (VRmagic GmbH, Mannheim, Ger-
many) simulates intraocular surgery but they have
a heavy reliance on physical prototyping that is hard to
reconfigure.

The various steps in cataract surgery can be broken
down into many steps, including incision, performing
capsulorrhexis, phacoemulsification of the cataract and
removal, removal of cortex, and placement of the in-
traocular lens. Many of these steps are being simulated
by us using virtual reality and haptics (Fig. 15.4).

15.3.3 Dental Virtual Automation

Dentistry provides a rich collection of clinical proce-
dures which require dexterity in tactile feedback and
thus provide a number of very interesting simulation
problems. The rationale for using dental simulators
is that, by using them, preclinical dental students
learn procedure skills faster and more efficiently. The
majority of current dental simulators use realistic
manikins along with dentiform models (Kavo, Adec
or Nevin) incorporated into a simulated dental oper-
atory [15.19]. A number of dental schools also use
the DentSim simulator (DenX Ltd., Jerusalem, Israel).
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Periodontal
probe

Periodontal probe template

Fig. 15.5 Periodontal simulations

This is a more sophisticated manikin simulator incorpo-
rating computer-aided audiovisual simulations having
a VR component. It uses a tracking system to trace the
movements of a handpiece and scores the accuracy of
a student’s cavity preparation in a manikin’s synthetic
tooth.

The addition of haptics to dental simulators is ex-
tremely important because sensory motor skills must
be developed by dental and hygiene trainees in order
to be successful in their profession. This is especially
true in the ability to perform a variety of periodontal
procedures (i. e., scaling and root planning, periodon-
tal probing, and the use of a periodontal explorer).
These tactile skills are currently acquired by having
trainees observe instructor demonstrations of a specific
procedure and then having them practise on manikins
or animal heads. After sufficient training and prac-
tice on models, the students proceed to patients. This
time-consuming teaching process requires excessive
one-on-one instructor–student interaction without stu-
dents actually feeling what the instructor feels or being
physically guided by the instructor while performing
a procedure on a manikin or a patient. With the current
critical shortage of dental faculty, the training problem
has been compounded.

Dental simulators that have been developed include
those from Novint Technologies (Novint, Albuquerque,

NM) and Simulife Systems (Simulife Systems, Paris,
France). Our work has led to PerioSim at the University
of Illinois at Chicago, College of Dentistry [15.19, 20].
The PerioSim prototype system for periodontal prob-
ing is designed to provide a haptic force feedback and
guidance system for interaction with an on-screen dis-
play. The display is a 3-D VR model of a periodontal
probe and a human upper and lower dental arch, which
includes teeth, their supportive structures, and other oral
tissues. The fidelity of the haptic-based system is cur-
rently sufficiently sophisticated to differentiate between
hard and soft, and normal and pathological tissues.
While the development is taking place the other goals
are to determine how realistic the PerioSim simulator is
and the time required for learning how to use it.

The steps followed by a trainee are as follows: Us-
ing a control panel, one of three periodontal instruments
can be selected for on-screen use: a periodontal probe,
a periodontal explorer or a Gracy scaler. The monitor
graphic display is used in conjunction with a haptic de-
vice (PHANToM from SensAble Corp., Woburn, MA)
for force feedback and perceiving the textural feel of
the gingival crevice/pocket area. The 3-D VR periodon-
tal probe can be used to locate and measure crevice or
pocket depths around the gingival margins of the teeth.
These sites can be identified via the haptic feedback ob-
tained from the PHANToM stylus with or without the
actual instrument attached to the stylus. A trainee will
be able to differentiate the textural feel of pocket ar-
eas and locate regions of subgingival calculus. Since the
root surface is covered by gingiva, the trainee cannot see
the area being probed or the underlying calculus and
must depend totally on haptic feedback to identify these
areas. This situation corresponds to conditions encoun-
tered clinically. The control panel, which can be made
to appear or disappear as needed, has a variety of con-
trols, including adjusting the haptic feel and the degree
of transparency of the gingiva, roots, crowns, bone or
calculus. The control panel also permits the instructor to
insert a variety of templates to guide student instrument
positioning in a 3-D display environment (Fig. 15.5).

15.4 Conclusions and Emerging Trends

Virtual-reality and automation technologies are aimed
at reducing the time spent in providing service and de-
sired training. At present almost all major companies
operate globally. Management, control, and service of
overseas facilities and products deployed overseas is

a major challenge. Both processes and factories need
to be simulated, although the current thrust seems to
be on individual process simulation. One of the impor-
tant emerging themes is constant evolution of enabling
technologies.
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A review of ongoing evolution of enabling technolo-
gies is available in Burdea and Coiffet’s book on VR
technologies [15.21]. The two main areas in this regard
are hardware and software technologies (e.g., [15.22]).
The hardware can be broken down into input and
output devices and computing hardware architectures.
Input devices consist of various trackers; mechanical,
electromagnetic, ultrasonic, optical, and hybrid inertial
trackers are covered. Tracking is used to navigate and
manipulate in a VR environment. There are many more
three-dimensional navigation devices that are available,
including hand and finger movement tracking. Output
devices address graphics displays, sound, and haptic
feedback. The graphics displays include head-mounted
displays, binocular-type hand-supported displays, floor-
supported displays, desktop displays, and large displays
based on large monitors and projectors supporting
multiple participants simultaneously. The haptics tac-

tile feedback covers tactile mouse, touch-based glove,
temperature-feedback glove, force-feedback joysticks,
and haptic robotic arms. Hardware architectures include
the two major rendering pipelines: graphics and hap-
tics. Personal computer (PC) graphics accelerator cards
such as those from nVidia are currently in vogue. Vari-
ous distributed VR architectures addressing issues such
as graphics and haptics pipelines synchronization, PC
clusters for tiled visual displays, and multiuser shared
virtual environments are equally important. Software
challenges include those in modeling and VR pro-
gramming. Modeling addresses geometric modeling,
kinematics modeling, physical modeling, and behav-
ior modeling. VR programming will continue to be
aided by evolution of more powerful toolkits. The en-
abling technologies outlined above can provide answers
to many of these challenges in virtual reality and au-
tomation.
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Automation o16. Automation of Mobility and Navigation

Anibal Ollero, Ángel R. Castaño

This chapter deals with general concepts on the au-
tomation of mobility and autonomous navigation.
The emphasis is on the control and navigation of
autonomous vehicles. Thus, after an introduction
with historical background and basic concepts, the
chapter briefly reviews general concepts on vehi-
cle motion control by using models of the vehicle,
as well as other approaches based on the informa-
tion provided by humans. Autonomous navigation
is also studied, involving not only motion plan-
ning and trajectory generation but also interaction
with the environment to provide reactivity and
adaptation in the autonomous navigation. These
interactions are represented by means of nested
loops closed at different frequencies with different
bandwidth requirements. The human interactions
at different levels are also analyzed, taking into
account transmission of control commands and
feedback of sensory information. Finally, the
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chapter studies multiple mobile systems by
analyzing coordinated navigation of multiple au-
tonomous vehicles and cooperation paradigms for
autonomous mission execution.

16.1 Historical Background

The ambition to emulate the motion of living things has
been sustained throughout history, from old automata
to humanoid robots today. The Ancient Greeks and
also other cultures from around the world created many
automata and managed to make animated statues of me-
chanical people, animals, and objects (e.g., the moving
stone statues made by Daedalus in 520 BC, the flying
magpie created by King-shu in 500 BC, the mechani-
cal pigeon made by Archytas of Tarentum in 400 BC,
the singing blackbird and other figures that drank and
moved created by Ctesibius in 280 BC, etc.). In the 14th
century, remarkable automata were produced in Europe
(by Johannes Müller and Leonardo da Vinci). The de-
scriptions of mechanical automata in the 16th, 17th,
and 18th centuries are also well known (Gianello Della
Tour, Salomon de Caus, Christiaan Huygens, Jacques

de Vauçanson, etc.). They had complex mechanisms
and produced sounds and music synchronized with the
motions. Many interesting automata were made in the
19th century. This was the time when production tech-
niques decreased in cost. The robots (R.U.R. (Rossum’s
Universal Robots), 1921) gave their name to many me-
chanical men built in the 1920 and 1930s to be shown
in films or fairs or to demonstrate remote control tech-
niques, such as the Westinghouse robots in the 1930s.

By the end of the 19th and beginning of the 20th
century, mass industrial production required the de-
velopment of automation. Mobility automation also
played an important role. Then, for example, primi-
tive conveyor belts were used in the 19th century and
the technology was introduced into assembly lines by
1913 in Ford Motor Company’s factory. Automation
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of mobility in general became a key issue in fac-
tory automation. The first programmable paint-spraying
mechanism was designed in 1938. Industrial automa-
tion met robotics with the design in 1954 of the first
programmable robot by Devol, who coined the term
universal automation. General Motors applied the first
industrial robot on a production line in 1962. From 1966
through 1972, the Artificial Intelligence Center at SRI
International (then the Stanford Research Institute) con-
ducted research on the mobile robot system Shakey.

Control and automation in the transportation of
goods and people has also been the target for many cen-
turies. Rudimentary elevators, operated by animal and
human power or by water-driven mechanisms, were in
use during the Middle Ages and can be traced back to
the third century BC. The elevator as we know it to-
day was first developed during the 19th century and
relied on steam or hydraulic plungers for lifting capa-

bility under manual control. Thus, the valves governing
the water flow were manipulated by passengers using
ropes running through the cab, a system later enhanced
with the incorporation of lever controls and pilot valves
to regulate cab speed.

Control has also been a key concept in the devel-
opment of vehicles. Watt’s steam engines controlled by
ball governor in 1787 played a central role in the railway
developed by 1804 in Great Britain. Control also played
a decisive role in the manned airplane flights of the
Wright brothers in 1903. Automatic feedback control
for flight guidance was possible by 1903 thanks to the
gyroscope. Spinning gyroscopes were first mounted in
torpedoes. The gyroscope resisted any change in direc-
tion by controlling the rudder, automatically correcting
any deviation from a straight course. By 1910 gyro-
scopic stabilizing devices had been mounted in ships,
and even in an airplane.

16.2 Basic Concepts

Automation of mobility can be examined by consider-
ing the degree of flexibility. Railways are mechanically
constrained by the rails. Thus, railway automation has
been accomplished since the 1980s in France, where
automated subway lines have been in operation since
the 1990s for mass transit. The same happens with
elevators and industrial automated warehouse systems
based on overhead trolleys, as shown in Fig. 16.1 [16.1].
This is an effective solution in many warehouse sys-
tems and industry transportation in general. In other
cases the path of motion is also physically predeter-

Fig. 16.1 Car seat covers industrial automated warehouse
system based on overhead trolleys [16.1]

mined by different type of guides, such as inductive
guide wires embedded in the floor, which are used
in industrial automation to guide so-called automated
guided vehicles (AGVs). Other AGVs use guideways
painted in the floor that require maintenance to be de-
tectable by AGV optical sensors. Installation of new
AGVs or changing the pathways is time consuming
and expensive in these systems. A more flexible solu-
tion consists of using beacons or marker arrangements
installed in the factory. These systems are more flex-
ible but require line-of-sight communication between
devices to be mounted on the vehicles and a certain
number of devices in the industrial environment. In-
creasing flexibility in industrial transportation has been
an objective for many years. The application of indus-
trial autonomous vehicles (Fig. 16.2) and mobile robots
with onboard environment sensing for autonomous nav-
igation provides higher flexibility but poses reliability
problems. In general the trade-off between flexibility
and reliability continues to be a critical aspect in many
factory implementations.

Flexible automation of transportation in outdoor
environments poses significant challenges because of
the difficulties in their conditioning and dynamic char-
acteristics. Automation of cars for transportation has
also been a research and development subject since
the 1990s. The autonomous navigation of cars and
vans has been a testbed for perception, planning, and
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control techniques for almost 20 years. Thus, for ex-
ample, autonomous visual-based car navigation was
demonstrated in Germany by the mid 1980s, and the
NavLab project was running in Carnegie Mellon Uni-
versity by the end of the 1980s [16.2] (Fig. 16.3).
Many demonstrations in different environments have
also been presented. However, the daily operation of
these systems is still constrained and only in opera-
tion at low speed and in short trips in restricted areas.
In [16.3] the state of the technology and future direc-
tions of these so-called cybercars are analyzed. The use
of dedicated infrastructures and the gradual transition
from driver assistance to full automation are highlighted
as realistic paths toward fully autonomous cars. Some
applications require equipped infrastructures, such as
guideways for automatic vans with magnetic tracks
integrated in the road pavement. The majority of auto-
mated highways systems need an equipped road with
an adapted architecture, i. e., the PATH (partners for
advanced transit and highways) project [16.4].

So-called unmanned vehicles serve as means of car-
rying or transporting something, but explicitly do not
carry a human being. Thus, unmanned ground vehi-
cles in the broader sense includes any machine that
moves across the surface of the ground, such as legged
machines and machines with onboard tools and robot
manipulators (Fig. 16.4). In this chapter, we will con-
centrate on the control and navigation aspects of these
vehicles.

Unmanned aerial vehicles (UAVs) are self-propelled
air vehicles that are either remotely controlled by a hu-
man operator (remotely piloted vehicles (RPV)) or are
capable of conducting autonomous operations. During
recent decades significant efforts have been devoted to

Fig. 16.3 Navlab I at Carnegie Mellon University

Fig. 16.2 Packmobile AGV, Egemin Automation

increase the flight endurance, flight range, and pay-
load of UAVs. Today, UAVs with several thousands of
kilometers of flight range, more than 24 h of flight en-
durance, and more than 1000 kg of payload (Fig. 16.5)
are in operation. Furthermore, autonomous airships, he-
licopters of different size (Fig. 16.6), and other vertical
take-off and landing UAVs have also been developed.
UAV technology has also evolved to increase the on-
board computation and communication capabilities.

Fig. 16.4 RAM 2 Mobile robot with manipulator at the
University of Málaga
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Fig. 16.5 Global Hawk, Northrop Grumman Corporation

The development of new navigation sensors, actua-
tors, embedded control, and communication systems
and the trend towards miniaturization point to mini-
and micro-UAVs with increasing capabilities. In [16.5]
many UAVs are presented and compared.

Autonomous underwater vehicles (AUV) and un-
derwater robotics is also a very active field of research
and development in which many new developments
have been presented in recent years. These vehicles
are natural extensions of the well-known remotely op-
erated underwater vehicles (ROV) that are controlled
and powered from the surface by an operator/pilot
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Fig. 16.7 Evolution of automation in mobility and navigation

Fig. 16.6 Helicopter UAV at the University of Seville

via an umbilical cable and have been used in many
applications.

Finally, it should be noted that in many cases
mobility is strongly constrained by the particular char-
acteristics of the environment. Thus, for example, the
internal inspection [16.6] and eventual repairing of
pipes impose constraints on the design of the robots that
should navigate inside the pipe, carrying cameras and
other sensors and devices. However, these applications
will be not considered in this chapter.

The autonomy of all of the above-mentioned ve-
hicles is based on automatic motion control. The next
section will summarize general concepts of vehicle
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motion control. Autonomous operation also requires
environment perception. General concepts on environ-
ment perception and reactivity will be examined in the
fourth section of this chapter. Another approach re-
lated to mobility enhancement is human augmentation,
the objective of which is to augment human capabili-
ties by means of motion-controlled devices interfacing
with the human. Two different approaches can be fol-
lowed. The first is to provide teleoperation capabilities
to control the motion of remote vehicles or devices for
transportation. The second approach is to augment the
person’s physical abilities by means of wearable de-
vices or exoskeletons. The idea is not new, but recent
progress in sensing human body signals and embedded
control systems makes it possible to build exoskele-
tons to carry heavy loads and march faster and longer.

The applications are numerous and include handicapped
people, military, and others. Section 16.5 will be de-
voted to the human–machine interaction for mobility
and particularly for vehicle guidance. Finally, in recent
years, a general emerging trend is the development of
fleets or teams of autonomous vehicles. This trend in-
volves ground, aerial, and aquatic fleets of vehicles.
Section 16.6 is devoted to the coordination of fleets of
vehicles. In all the following sections the background
and significance of each topic, as well as the existing
methods and trends are described. Figure 16.7 shows
the evolution of vehicles, robotics, and industrial au-
tomation related to the automation of mobility and
navigation, illustrating the impact of motion control,
motion planning, environment perception, and commu-
nication technology.

16.3 Vehicle Motion Control

The lowest-level vehicle control typically consists of
the vehicle motion axis in which conventional lin-
ear proportional–integral-derivative (PID) motion con-
trollers are usually applied. Other techniques such as
fuzzy logic [16.7] are less commonly used. The ref-
erence signals of these servo controllers are provided
by navigation control loops in which the objective is
that the vehicle follows previously defined trajecto-
ries. In these control loops navigation sensors such as
gyroscopes, accelerometers, compass, and global po-
sitioning systems (GPS) are used. The objectives are
perturbation rejection and improving of dynamic re-
sponse. The kinematics and dynamic behavior of the
vehicle play an important role in these control loops.
The usual formulation is given by the equation

ẋ = f (x, u) , (16.1)

where x ∈ R
n is the vehicle state vector, usually con-

sisting of the position, the Euler angles, the linear
velocities, and the angular velocities, and u ∈ R

m are the
control variables. In general the above equation involves
the rigid-body kinematics and dynamics, the force and
moment generation, and the actuator dynamics. Kine-
matics is usually considered by means of nonlinear
transformations between the reference systems associ-
ated to the vehicle body and the global reference system.
The nonholonomic constraints, φ(ẋ, x) = 0, where φ is
a nonintegral function, restrict the vehicle’s admissi-
ble directions of motion and make the control problem
more difficult. Thus, it has been shown [16.8] that it
is not possible to stabilize a nonholonomic system to

a given set-point by a continuous and time-invariant
feedback control. Moreover, in many cases, there are
underactuated control systems in which the number of
control variables m is lower than the number of degrees
of freedom. The dynamic model involves the relation
between forces and torques, generated by the propul-
sion system and the environment, and the accelerations
of the vehicle. These relations can be described by
means of the Newton–Euler equations. Furthermore, in
aerial vehicles, aerodynamics plays a significant role
and should be considered.

In ground vehicles the tires–terrain interactions cre-
ate significant complexity. Several models have been
developed to consider these interactions [16.9, 10]. The
complexity of the complete dynamic models means that
there are a lot of vehicle, road, and tire parameters to es-
timate and tune. Besides, these models change with tire
pressure, road surface and conditions, vehicle weight,
etc. so they are more commonly used for controller anal-
ysis and simulation, braking controller research or tire
failure detection [16.11, 12].

In many formulations only simplified dynamic mod-
els are considered and then only the position and angles
are included in the state vector of the above equation.
Furthermore, if the vehicles move in a plane and the
interactions with the terrain are neglected, then only
the position in the plane and the orientation angle are
considered as state variables. Sometimes a simple actu-
ator dynamic model [16.13] is added to these simplified
models. Control theory has been extensively applied
to vehicle control. Many linear and nonlinear control
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systems have been proposed to maintain stability and
tracking paths or time trajectories [16.14]. The limita-
tion in the stabilization of nonholonomic system has
been avoided by means of time-varying state feedback
and discontinuous feedback. The trajectory tracking can
be formulated by defining the reference model

ẋr = f (xr, ur) . (16.2)

Then, if the model of the vehicle is (16.1), the problem
is to find a control law u = ϕ(x, xr, u, ur) such that

lim
t→∞|x(t)− xr(t)| = 0 . (16.3)

The path tracking problem consists of the tracking of
a defined path, taking into account the vehicle motion
constraints defined by the equation above. Different
trajectory and path tracking methods for ground ve-
hicles have been formulated by implementing linear
and nonlinear control laws, as shown and summarized
in [16.14, 15]. Many practical implementations of path
tracking are based on geometric methods [16.16–18];
for example, the simple pure-pursuit method is a lin-
ear proportional control law of the error of the vehicle
position with respect to a goal point. The gain is
given by the distance to this goal point defined in the
path. The appropriate selection of this gain is a crit-
ical issue. Then, gain self-scheduling approaches can
be applied. The stability of the path tracking con-
trol loop is analyzed in [16.19]. Even though these
geometric methods are not optimal, they are usually
easy to tune and have a good trade-off between per-
formance and simplicity in real-time implementations
as shown in the Defense Advanced Research Projects
Agency (DARPA) Grand Challenge 2005 competi-
tion [16.20], where most of the teams used simple
geometric approaches. Also traditional automatic con-
trol techniques such as generalized predictive control
(GPC), robust control [16.21] or LQG/LQR (linear
quadratic Gaussian/linear quadratic regulator) [16.22]
have been successfully applied. These methods require
a linear vehicle model so a simplified linearized ver-
sion of more complex models, such as the previously
commented ones, are typically employed.

The steering of ground articulated vehicles and
tractor–trailer systems (see, for example, [16.23, 24])
also presents interesting control problems. Tractor–
trailer systems (Fig. 16.8) have as an additional state
variable the angle between the tractor and the trailer.
They are usually underactuated and the saturation in the
actuators can play a significant role, particularly when
maneuvering backwards because the vehicle tends to

Fig. 16.8 Romeo 4R with trailer in a parking manoeuvre

reach a so-called jack-knife when the angle between
the tractor and the trailer is greater than a certain value
due to perturbations coming from the vehicle–terrain
interaction.

In aerial and underwater vehicles the navigation
problem is typically formulated in three-dimensional
(3-D) space and different control levels involving the
dynamic behavior of the vehicle can be identified. The
objective of the lower levels is to keep the vehicle in
a given attitude by maintaining the stability. The lin-
ear and angular velocities in the vehicle body axis, and
orientation angles are usually considered as state vari-
ables. The higher-level motion control loop consists of
the path or trajectory tracking (which includes preci-
sion timing). In this case, the course angle error and the
cross-track distance can be considered as error signals
in the guidance loop.

In [16.25] control techniques for autonomous aerial
vehicles are reviewed. The navigation of these UAVs
is based on GPS positioning but visual-based position
estimation have also been applied [16.26], partic-
ularly in case of GPS signal loss (see the next
section). In [16.27] model-based control techniques for
autonomous helicopters are reviewed and different ex-
periments involving dynamic nonlinear behaviors are
presented. The position and orientation of an helicopter
is usually controlled by means of five control inputs:
the main rotor collective pitch, which has a direct ef-
fect on the helicopter height; the longitudinal cyclic,
which modifies the helicopter pitch angle and the lon-
gitudinal translation; the lateral cyclic, which affects
the helicopter roll angle and the lateral translation;
the tail rotor, which controls the heading of the he-
licopter and compensates the antitorque generated by
the main rotor; and the throttle control. It is a mul-
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tivariable nonlinear system with strong coupling in
some control loops. Autonomous helicopter control has
been a classical control benchmark and many model-
based control techniques have been applied, including
multi-PID controllers, robust control, predictive con-
trol, and nonlinear control. The significance of each of
these methods for practical implementations is still an
open question. Safe landing on mobile platforms and
transportation of loads by means of several UAVs over-
coming the payload limitation of individual UAVs are
open challenges. Very recently the joint transportation
of a load by several helicopters has been demonstrated
in the AWARE (acronym of the project platform for
autonomous self-deploying and operation of wireless
sensor-actuator networks cooperating with aerial ob-
jects) project [16.28].

There are also approaches in which learning from
skilled human pilots or teleoperators plays the most sig-
nificant role. In these approaches, fuzzy logic [16.29],
neural networks [16.30], neurofuzzy techniques, and
other artificial intelligence (AI) techniques are ap-
plied. Control theory and AI techniques have also
been combined. Thus, for example, Takagi–Sugeno
fuzzy systems have been applied to learn from hu-
man drivers by generating closed-loop control systems
that can be analyzed and tuned by means of stabil-
ity theory. These methods have been applied to drive
autonomously trucks (Fig. 16.9) and heavy machines
at high speed [16.31] by estimating the position of
the vehicle by means of the fusion of GPS and dead-
reckoning with simple vehicle models. The system has

Fig. 16.9 Autonomous 16 t Scania truck

been applied to test the tires of vehicles navigating au-
tonomously in testing tracks.

The general challenges are the analysis and design
of reliable control techniques that could be implemented
in real time at high frequency in the onboard processors,
providing reactivity to perturbations while maintaining
acceptable performance. This is particularly challeng-
ing when considering small or very small vehicles, such
as micro-UAVs with important limitations in onboard
processing. The application of micro-electromechanical
systems (MEMS) to implement these control systems
is an emerging technology trend. The practical appli-
cation in real time of fault-detection techniques and
fault-tolerant control systems to improve reliability is
another emerging trend.

16.4 Navigation Control and Interaction with the Environment

The consideration of interactions with the environment
is also an important problem in mobility and navigation
automation. These interactions can also be represented
by means of loops closed at different frequencies, as
shown in Fig. 16.10. The vehicle control described in
the above paragraphs is also embedded in this fig-
ure. Reactivity dominates the higher-frequency loops,
which also require higher bandwidth in communication
channels (inner loops, towards the right in the figure),
while deliberation is the main component of the lower-
frequency loops, which typically have lower bandwidth
requirements in communication channels (outer loops,
towards the left in the figure). The inner loops can be
considered as the lower lever in the control hierarchy,
while the outer loops are the higher levels in this hier-
archy. This chapter will not provide details on mobile

robot control architectures, but will merely describe the
main interactions.

Environment perception is based on the use of
sensors such as cameras, radars, lasers, ultrasonic,
and other range sensors. Thus, cameras and radars
have been applied extensively for the guidance of au-
tonomous cars. The processing of the images leads
to the computation of relevant environment features
that can be used to guide the vehicle by means of
visual servoing techniques (image-based visual servo-
ing). Alternatively, the features can be used to compute
the position/orientation of the vehicle and then apply
position-based visual servoing. The stability of the vi-
sual control loop in the guidance of vehicles has been
studied by several authors (see, for example, [16.32]).
The main drawbacks of these methods are robustness to
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illumination changes and real-time constraints. Laser-
based environment perception techniques are also used
in navigation [16.33], as shown by the 2005 DARPA
Grand Challenge (DGC) [16.34]. However, even laser
measurements have some drawbacks in outdoor envi-
ronments; for example, dust clouds could be treated as
transient obstacles or weeds and large rocks cannot be
differentiated.

Compensation for such different environmental con-
ditions plays an important role. The use of several
sensors and the application of sensor data-fusion meth-
ods significantly improve robustness against changes in
these conditions. Thus, for example, most autonomous
vehicles in the DGC (see Fig. 16.11 for the 2007 Urban
Grand Challenge) applied sensor data-fusion techniques
for autonomous navigation. In some cases environment
perception can substitute or complement GPS position-

Fig. 16.11 Winners of the Urban Grand Challenge, Novem-
ber 2007 [16.35]

ing, overcoming problems related to the visibility of
satellites and degradation of the GPS signal.

The above-mentioned techniques to compute the po-
sition of the vehicle with respect to the environment
can also be applied to generate trajectories in these
environments. Trajectory generation methods can even-
tually consider the kinematics and dynamic constraints
of the vehicles in order to obtain trajectories that can
be realistically executed with the vehicle control sys-
tem described in the previous section. The relevance
of these techniques depends on the characteristics of
the vehicles. Thus, for example, they are very rele-
vant in the navigation of ground wheeled vehicles with
conventional car-like locomotion systems or in fixed-
wing airplanes, but could be ignored in omnidirectional
ground vehicles navigating at low speeds.

The computation of distances and positions of
the vehicle with respect to the environment can also
be used to obtain geometric models of the environ-
ment. Particularly mapping techniques can be applied.
Moreover, many probabilistic simultaneous localization
and mapping techniques (SLAM) have been pro-
posed and successfully applied in robotics in the last
decade [16.36]. Most implementations have been car-
ried out by using lasers in two-dimensional (2-D)
environments. However, the methods for the application
of SLAM in 3-D environments are also promising.

The results of vehicle position and environment
mapping can be used for the planning of vehicle mo-
tion. The planning problem consists of the computation
of a path for the vehicle from a starting configuration
(position/orientation) to a goal position/orientation con-
figuration, avoiding obstacles and minimizing a cost
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index usually related to the length of the path [16.37].
Today, many different techniques for automatic path
planning can be applied. In the basic problem a geomet-
ric model of the vehicle is assumed and the model of the
environment is assumed to be completely known (map
known) and static, without other vehicles and mov-
ing obstacles. Many path planning methods are solved
in the configuration space C, defined by the config-
uration variables q ∈ R

n that completely specify the
position and orientation of the vehicle. Then, given
qstart, qgoal ∈ C, the problem is to find a sequence of
configurations in the obstacle-free configuration space
qi ∈ Cfree connecting qstart and qgoal.

The problem can be solved by searching in the
discretized space. Well-known methods are visibility
graphs and Voronoi diagrams. In these methods the
connectivity of the free space is represented by means
of a network of one-dimensional (1-D) curves. These
methods have been extensively applied in 2-D en-
vironments. The consideration of 3-D models adds
significant complexity for execution in real time. An-
other well-known strategy consists of searching in an
adjacency graph of the free-space cells, obtained by dis-
cretization of the environment model into occupancy
cells. These methods need the implementation of graph
searching algorithms, such as A*, to find a solution
and they are usually quite time consuming. The appli-
cation of multiresolution techniques greatly improves
the computational efficiency of these methods. On the
other hand, in recent years, randomized methods and
particularly so-called rapidly exploring random trees
(RRT) [16.38], have been used to explore the free space,
obtaining good results. This method makes it possible
to explore high-dimensional configuration spaces, and
even to include different constraints. Several of these
techniques have been applied and extensively tested in
the DGC 2005 competition.

There are also methods based on the optimization
of potential functions attracting the vehicle to the goal
(global minimum) by considering at the same time the
effect of repulsive forces exerted by the obstacles. The
obvious difficulty of these latter methods, initially pro-
posed for real-time local collision avoidance [16.39],
is the existence of local minima. The potential-based
methods have also been applied for motion planning,
eventually combined with other planning methods such
as the space-cell decomposition mentioned above. Dif-
ferent potential functions have been proposed to avoid
the local minima problem in these methods [16.40].

The extensions of the basic motion planning prob-
lem described above include the consideration of the

nonholonomic and dynamic constraints of the vehi-
cle [16.41]. Other extensions include the uncertainties
in the models of the vehicle and the environment, as
well as the motion of other vehicles and obstacles in the
environment.

The stability of reactive navigation is studied
in [16.42], where Lyapunov techniques, input/output
stability (conicity criterion), and frequency response
methods are applied to study the stability of the nav-
igation of an autonomous ground vehicle by using
ultrasonic sensors. The stability is related to the param-
eters of the reactive navigation such as the sensor range
and the velocity. The influence of the time delay, due
to communication and computation, on the stability of
the reactive navigation is also considered. The analy-
sis is based on the definition of the perception function
p = ψ(d, θ), where d and θ are, respectively, the dis-
tance and angle at which an obstacle is detected. The
values of p are provided to the closed-loop controller.
Then, the feedback controller u = ϕ(p) is applied to the
vehicle with model given by (16.1).

Planning under uncertainty has been a research topic
for many years. In the classical planning methods the
world is assumed to be deterministic, and the state ob-
servable. The uncertainty can be taken into account
by considering stochastic Markov decision processes
(MDPs) with observable states, which leads to stochas-

Fig. 16.12 The Aurora robot spraying a greenhouse
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tic accurate models. If the state is assumed to be only
partially observable, then partially observable Markov
decision processes (POMDPs) can be used to consider
stochastic inaccurate models.

The outer loop (the upper level in the control archi-
tecture) in Fig. 16.10 is based on the consideration of
cognitive models of the environment obtained from the
geometric representations, knowledge extracted from
the sensorial information, i. e., identification of partic-
ular objects in the environment (i. e., traffic signals),
and previous human knowledge on the existing relations
between these objects and the vehicle navigation.

A key architectural issue is the appropriated com-
bination of reactivity and planning. This is related to
the interaction between the different levels or control
loops in Fig. 16.10 and has a significant impact on the
methods to be applied. Thus, some control architec-
tures are based on the application of very simple motion
strategies, without considering uncertainties or mobile
objects in the environment, and providing reactivity
based on real-time sensing of the environment. Reac-

tive techniques can be implemented in behavior-based
control architectures to navigate in natural environ-
ments without models or with a minimal model of the
environment. Figure 16.12 shows the Aurora mobile
robot [16.43] which uses a behavior-based architec-
ture to navigate in greenhouses using ultrasonic sensors.
Other architectures are based on dynamic planning
by incorporating environment information in real time
and producing a new plan that reacts appropriately
to the new information. In the architecture presented
in [16.42] planning techniques based on the kinemat-
ics model of the vehicle are used to generate parking
maneuvers for articulated vehicles (Fig. 16.8).

One of the main general trends is the integration
of control and perception components into embedded
systems that can be networked using wired or wireless
technologies, leading to cooperating objects, with sens-
ing and/or actuation capabilities based on sensor fusion
methods that allow full interaction with the environ-
ment. Open challenges are related to the development
of tools for the analysis and design of these systems.

16.5 Human Interaction

In practice mobility automation requires the interven-
tion of humans at a certain level. The key point is the
level of interaction. Thus, with regards to Fig. 16.10,
the human can be provided with information from the
cognitive models, which encode expertise from other
operators, and use this information to decompose a mis-
sion into tasks to be planned by the task generator
module in the Fig. 16.10.

However, if the task planner does not exist, the hu-
man operator can interact with the second outer loop.
In this case the human operator can use the map of the
environment displayed on a suitable display to generate
a sequence of waypoints for the vehicle using an appro-
priate interface to specify these waypoints by means of
a joystick or a simple mouse. The human operator can
also generate in the next inner loop a suitable trajectory
assisted by computer tools to visualize in an appropri-
ate way the distances to the surrounding obstacles and
check the suitability of these trajectories to be executed
by the particular vehicle being commanded. Going to
the right in the control loops of Fig. 16.10, the operator
could directly provide commands to the vehicle control
loop by observing significant environment features in
the images provided by the onboard camera or cameras.

The above-mentioned interactions involve hardware
and software technologies to provide appropriate senso-

rial feedback (visual, audio . . . ) to the human pilots and
generate actions at different levels from direct guidance
to waypoint and task specification.

At this point it is necessary to distinguish between
human interventions onboard the vehicle and operation
in a remote teleoperation station or from suitable re-
mote devices such as personal digital assistants (PDAs)
or even mobile phones involving the communication
system, as shown in Fig. 16.13. The first approach
can be considered as a compromise solution between
vehicle full driving automation, which removes the
driver from the control loop, to assisted driving to im-
prove efficiency and reduce accidents, as mentioned in
the Introduction. Integration of automatic functions in
conventional cars has been a trend in the last years.
Autonomous parking of conventional vehicles is an ex-
ample of this trend. On the other hand, the development
of mixed autonomous/manual driving cars seems a suit-
able approach for the gradual integration of autonomous
vehicles on regular roads. Furthermore, the automation
of functions in aircraft navigation is also well known.

In the following, the remote teleoperation of vehi-
cles is considered. Figure 16.13 illustrates teleoperation
schemes.

The low-level classical teleoperation approach con-
sists of the presentation to the remote teleoperator of
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images from a camera or cameras mounted on the front
of the vehicle. Then, the vehicle is guided manually us-
ing joysticks, pedals or similar interfaces to the ones
existing in the driving position onboard the vehicles.
This approach has many problems; for example, the
images may be degraded due to bandwidth instability,
leading to poor spatial resolution and variable update
rates, degrading the perception of the motion. Further-
more, an important problem is the presence of delays in
both the images and sensor data sent to the operator and
the operator commands sent back to the vehicle. These
delays may generate instability of the teleoperation con-
trol loop.

Various technologies have been proposed to over-
come these problems. Thus, instead of showing in the
display the data and images from the vehicles, it is pos-
sible to process these data to extract relevant features to
be displayed. Note that this approach can be included
in the inner (faster) control loop of Fig. 16.10. The
computation of distances in the second loop could be
relevant too. Moreover, the displaying of geometric rep-
resentations of the environment around the vehicle (see
also Fig. 16.13) combined with the images (augmented-
reality technologies) could also be very useful.

A classical method to reduce the harmful effect
of delays in the transmission of images is the use of
predictive displays with a synthetic graphic of the ve-
hicle obtained by means of a simulation model. The
graphic is overlaid on the real delayed images from the
vehicle. This representation leads the operator to per-

Actuation
generation

Actuation
generation

Transmission

Information
acquisition

TransmissionPresentation

Planning
reacting
control

Perception
active perception

Fig. 16.13 Human interaction loops

ceive in advance the effect of his commands, which can
be used to compensate for delays. This can be easily
combined with the augmented reality mentioned above.
Thus, real-world imagery is embedded within a display
of computer-generated landmarks or objects represent-
ing the same scene. The computer-generated component
of a display can be updated immediately in response to
control inputs from the human operator, providing rapid
feedback to the operator. If a model of the environment
is known, it can be stored in databases and rendered
based, for example, on the current GPS position of the
vehicle.

Obviously the navigation conditions may have a sig-
nificant effect on the operators. Thus, it has been
pointed out that UAV operators may not modify their
visual scanning methods to compensate for the non-
recreated multisensory cues. In order to improve the
perception of the operators, haptic and multimodal in-
terfaces (e.g., tactile and auditory) have been proposed.
Multimodal interfaces may be used not just to com-
pensate for the teleoperator’s sensory environment, but
more generally to reduce cognitive-perceptual workload
levels. Thus, for example, [16.44] have found that audio
and tactile messages can improve many aspects of flight
control and overall awareness of the situation in UAV
teleoperation.

The teleoperation methods presented above greatly
depend on communication between the vehicle and
the teleoperation station. The development of mobile
communication in the last decade has changed the sit-

Part
B

1
6
.5



290 Part B Automation Theory and Scientific Foundations

uation when compared with the existing technologies
when the first autonomous vehicles where developed in
the 1980s. Obviously, the communication technologies
to be applied greatly depend of the level of interven-
tion of the human teleoperator in the architecture of
Fig. 16.13. Thus, high-bandwidth communication is es-
sential at the lower- and high-frequency loops, where
vehicle onboard autonomy is low and generation of
teleoperation commands depends on observation of the
images and information from other sensors onboard the
vehicle. However, if the vehicle has onboard auton-
omy, the communication with the user does not require
high bandwidth. Thus, for example, GSM (global sys-
tem for mobile communications) and GPRS (general
packet radio service) have been used for communicat-

ing the vehicles with the users through their mobile
phones and PDAs. Furthermore, Wi-Fi (IEEE 802.11)
has been applied for communication with the vehicle
at low velocity and short range. An emerging trend is
the application of ad hoc mobile networks to take into
account the particular mobility of vehicles.

The development of models of the loops in
Fig. 16.13, as well as new analysis and design tools
using these models, are important challenges to be
addressed. These models should involve not only the
vehicles, the control devices, and communication chan-
nels, but also suitable models of the human perception
and action mechanisms, which typically require signif-
icant experimentation efforts to cope with the behavior
of operators under different working conditions.

16.6 Multiple Mobile Systems

The automation of multiple vehicles offers many ap-
plication possibilities. The interest in transportation is
obvious. A basic configuration of multiple vehicles con-
sists of a leader followed by vehicles in a single row.
This is usually known as platooning [16.45]. The con-
trol of a platoon can be implemented by means of a local
strategy, i. e., each vehicle is controlled from the unique
data received from the vehicle at the front [16.46]. This
approach relies mainly on the single-vehicle control
problem considered above. The main drawback is that
the regulation errors introduced by sensors noises grow
from the first vehicle to the last one, leading to os-
cillations. Intervehicle communication can be used to
overcome this problem [16.47]. Then, the distance, ve-
locity, and acceleration with respect to the preceding
vehicle are transmitted in order to predict the position
and improve the controller by guaranteeing the stabil-
ity of tight platoon applications [16.48]. Intervehicle
communication can also be used to implement global
control strategies.

The formation of multiple vehicles is also useful
for applications such as searching and surveying, ex-
ploration and mapping, hazardous material handling
systems, active reconfigurable sensing systems, and
space-based interferometry. The advantages when com-
paring with single-vehicle solutions are increased effi-
ciency, performance, reconfigurability, and robustness.
An added advantage is that new formation members
can be introduced to expand or upgrade the formation,
or to replace a failed member. Thus several applica-
tions of aerial, marine, and ground vehicle formations
have been proposed. In these formations, the members

of the group of vehicles should keep user-defined dis-
tances from other group members. The control problem
consists of maintaining these user-defined distances.
Formation control involves the design of distributed
control laws with limited and disrupted communication,
uncertainty, and imperfect or partial measurements. The
most common approach is the leader-follower [16.49].
This approach has limitations when considering the re-
liability of the leaders and the lack of explicit feedback
from the follower to the leader. Then, if the follower
is perturbed by some disturbances, the formation can-
not be maintained. There are also alternative approaches
based on virtual leaders [16.50], which is a reference
point that moves according to the mission. The stability
of the formation has been studied by many researchers
that have proposed robust controllers to provide insen-
sitivity to possibly large uncertainties in the motion
of nearby agents, transmission delays in the feedback
path, and the effect of quantized information. There are
also behavior-based methods [16.51], which are often
inspired by biology, where formation behaviors such
as flocking and following are common. Different be-
haviors are defined as control laws for reaching and/or
maintaining a particular goal. An emerging trend in for-
mation control is the integration of obstacle avoidance
into control schemes.

Other approaches are based on the consideration of
teams of robots describing different trajectories to ac-
complish tasks. Furthermore, having a team with multi-
ple heterogeneous vehicles offers additional advantages
due to the possibility of exploiting the complementar-
ities of vehicles with different mobility attributes and
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also different sensors with different perception func-
tionalities. The vehicles need to be coordinated in time
(synchronization) to accomplish missions such as mon-
itoring. Spatial coordination is required to ensure that
each vehicle will be able to perform its plan safely and
coherently, regarding the plans of the others. Assum-
ing that multiple robots share the same world, a path
should be computed for each one that avoids collisions
with obstacles and with other robots. Some formula-
tions are based on the extension of single-robot path
planning concepts such as the configuration space. If
there are nr robots and each robot has a configuration
space Ci , i = 1, . . . , nr, the state space is defined as
the Cartesian product X = C1 × C2 × · · ·× Cnr and the
obstacle region in X is

Xobs =
(

nr⋃
i=1

Xi
obs

)
∪
⎛
⎝ nr⋃

ij,i 
= j

Xij
obs

⎞
⎠ , (16.4)

where Xi
obs and Xij

obs are the robot–obstacle and the
robot–robot collision states. The problem is to find
a continuous path in the free space from the initial state
to the goal state, avoiding the obstacle region defined
by (16.4). The classical planning algorithms for a sin-
gle robot with multiple bodies [16.37] could be applied
without adaptation in case of a centralized planning that
takes into account all robots. The main concern, how-
ever, is that the dimension of the state space grows
linearly in the number of robots. Complete algorithms
require time that is at least exponential in dimension.
Sampling-based algorithms are more likely to scale well
in practice when there many robots, but the resulting
dimension might still be too high. There are also decou-
pled path planning approaches such as the prioritized
planning that considers one robot at a time according to
a global priority.

On the other hand, cooperation is defined in the
robotic literature as a joint collaborative behavior that
is directed toward some goal in which there is a common
interest or reward. According to [16.54], given some
task specified by a designer, a multiple-robot system
displays cooperative behavior if, due to some underly-
ing mechanism, there is an increase in the total utility
of the system. Cooperative perception can be defined
as the task of creating and maintaining a consistent
view of a world containing dynamic objects by a group
of agents, each equipped with one or more sensors.
Cooperative vision perception has become a relevant
topic in the multirobot domain, mainly in structured
environments [16.55, 56]. In [16.57] cooperative per-
ception methods for multi-UAV system are proposed.

Fig. 16.14 Coordinated flights in the COMETS project
[16.52]

These methods have been implemented in the archi-
tecture designed in the COMETS project (acronym of
the project real-time coordination and control of mul-
tiple heterogeneous unmanned aerial vehicles) [16.58]
(Fig. 16.14). Cooperative perception requires integra-
tion of the results of individual perception. Each robot
extracts knowledge by applying individual perception
techniques, and the overall cooperative perception is
performed by merging the individual results. This
approach requires knowing the relative position and ori-
entation of the robots. If the GPS signal is not available,
position estimation based on environment perception
should be applied [16.59, 60]. The cooperation of mo-
bile entities also involves the generation of appropriated
motion of the involved entities. In [16.61] the coopera-

Fig. 16.15 Experiment of the CROMAT system for
the cooperation of aerial and ground robots [16.53],
http://grvc.us.es/cromat
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Fig. 16.16 Methods in multiple vehi-
cle systems

tion is categorized into: swarm type, dealing with a large
number of homogeneous robots, usually involving nu-
merous repetitions of the same activity over a relatively
large area; and intentional cooperation, usually requir-
ing a smaller number of possibly heterogeneous robots
(Fig. 16.15) performing several distinct tasks. In these
systems the multirobot task allocation problem [16.62]
is applied to maximize the efficiency of the team and en-
sure proper coordination among team members to allow
them to complete their mission successfully. Recently,
a very popular approach to multirobot task allocation
has been the application of market-based negotiation
rules by means of the contract net protocol [16.63,
64].

Figure 16.16 shows the different types of multiple-
vehicle systems and the methods that are applied in each
type.

Communication and networking also play an im-
portant role in the implementation of control systems
for multiple unmanned vehicles. The star-shaped net-
work configuration with all the vehicles linked to the
control station with an unshared link only works well

with small teams. When the number of vehicles grows
it could be necessary to apply wireless heterogeneous
networks with radio nodes mounted at fixed ground sta-
tions, on ground vehicles, and in UAVs, and the routing
techniques allow any two nodes to communicate either
directly or through an arbitrary number of other nodes
which act as relays. Furthermore, when there is little
or no infrastructure, networks could be formed in an
ad hoc fashion and information exchanges occur only
via the wireless networking equipment carried by the
individual UAVs.

Finally, it should be noted that the wireless net-
working of teams of robots with sensors and actuators
embedded in the infrastructure is a new research and
development trend with many potential applications.
The AWARE project (http://www.aware-project.net)
is developing a new platform for the cooperation
of autonomous aerial vehicles with ground wireless
sensor–actuator networks. This platform will have
self-deployment and self-configuration features for op-
eration in sites without sensing and communication
infrastructure.

16.7 Conclusions

Mobility and navigation have been very relevant topics
in automation. Thus, automation of mobility plays an
important role in factory automation. The automation
of the transportation of people and goods in noncon-
trolled environments is more difficult and its complexity
depends on the flexibility. This chapter has analyzed
automation of mobility and navigation by focusing on
autonomous vehicles. Then, vehicle motion control has
been examined, and the main problems in navigation
control and interaction of the vehicle with the environ-

ment were also studied. Moreover, taking into account
that practical applications usually require some degree
of human intervention, human interaction and related
technologies were reviewed. The last part of the chapter
was devoted to systems of multiple autonomous vehi-
cles, including formations and fleets of homogeneous
vehicles and also teaming of heterogeneous vehicles.
The control and cooperation of these autonomous vehi-
cles to accomplish tasks is an emerging trend that poses
different challenges.
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The Human R17. The Human Role in Automation

Daniel W. Repperger, Chandler A. Phillips

A survey of the history of how humans have inter-
acted with automation is presented. Starting with
the early introduction of automation into the In-
dustrial Revolution to the modern applications that
occur in unmanned air vehicle systems, many is-
sues are brought to light. Levels of automation are
quantified and a preliminary list delineating what
tasks humans can perform better than machines
is presented. A number of application areas are
surveyed that have or are currently dealing with
positive and negative issues as humans interact
with machines. The application areas where hu-
mans specifically interact with automation include
agriculture, communications systems, inspection
systems, manufacturing, medical and diagnostic
applications, robotics, and teaching. The bene-
fits and disadvantages of how humans interact
with modern automation systems are presented in
a trade-off space discussion. The modern prob-
lems relating to how humans have to deal with
automation include trust, social acceptance, loss
of authority, safety concerns, adaptivity of auto-
mation leading to unplanned unexpectancy, cost
advantages, and possible performance gained.
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The modern use of the term automation can be traced
to a 1952 Scientific American article; today it is widely
employed to define the interaction of humans with
machines. Automation (machines) may be electrical,
mechanical, require interaction with computers, involve
informatics variables, or possible relate to parameters
in the environment. As noted [17.1], the first actual
automation was the mechanization of manual labor
during the Industrial Revolution. As machines became
increasingly useful in reducing the drudgery and dan-

ger of manual labor tasks, questions begin to arise
concerning how best to proportion tasks between hu-
mans and machines. Present applications still address
the delineation of tasks between humans and ma-
chines [17.2], where, e.g., in chemistry and laboratory
tasks, the rule of thumb is to use automation to elimi-
nate much of the 3-D tasks (dull, dirty, and dangerous).
In an effort to be more quantitative in the allocation
of work and responsibility between humans and ma-
chines, Fitts [17.3] proposed a list to identify tasks
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Table 17.1 Fitts’ list [17.3]

Tasks humans are better at Tasks machines are better at

Detecting small amounts of visual, auditory,
or chemical energy

Responding quickly to control signals

Perceiving patterns of light or sound Applying great force smoothly and precisely

Improvising and using flexible procedures Storing information briefly, erasing it completely

Storing information for long periods of time
and recalling appropriate parts

Reasoning deductively

Reasoning inductively

Exercising judgment

that are better performed by humans or machines (Ta-
ble 17.1).

This list initially raised some concern that hu-
mans and machines were being considered equivalent
in some sense and that human could easily be re-
placed by a mechanical counterpart. However, the
important point that Fitts raised was that we should
consider some proper allocation of tasks between hu-
mans and machines (functional allocation [17.4, 5])

which may be very specific to the skill sets of the
human and those the machine may possess. This
task-sharing concept has been discussed by numerous
authors [17.6]. Ideas of this type have nowadays been
generalized into how humans interact with computers,
the Internet, and a host of other modern appara-
tus. It should be clarified, however, that present-day
thinking has now moved away from this early list con-
cept [17.7].

17.1 Some Basics of Human Interaction with Automation

In an attempt to be more objective in delineating the
interaction of humans with machines, Parasuraman
et al. [17.8] defined a simple four-stage model of human
information processing interacting with computers with
the various levels of automation possible delineated
in Table 17.2. Note how the various degrees of auto-

Table 17.2 Levels of automation of decision and action selection by the computer

Level

High = 10 The computer decides everything, acts autonomously, ignoring the human

9 Informs the human only if the computer decides to

8 Informs the human only if asked

7 Executes automatically, then necessarily informs the human

6 Allows the human a restricted time to veto before automatic execution

5 Executes the suggestion if the human approves

4 Suggests one alternative

3 Narrows the selection down to a few alternatives

2 The computer offers a complete set of decision/action alternatives

Low = 1 The computer offers no help; the human must take all actions and make decisions

mation affect decision and action selection. This list
differs from other lists generated, e.g., using the con-
cept of supervisory control [17.9, p. 26] or on a scale
of degrees of automation [17.1, p. 62], but are closely
related. As the human gradually allocates more work
and responsibility to the machine, the human’s role then
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The Human Role in Automation 17.2 Various Application Areas 297

becomes as the supervisor of the mechanical process.
Thus the level of automation selected in Table 17.2
also defines the roles and duties of the human act-
ing in the position of supervisor. With these basics
in mind, it is appropriate to examine a brief sample

of modern application areas involving humans dealing
with automation. After these applications are discussed,
the current and most pertinent issues concerning how
humans interact with automation will be brought to
light.

17.2 Various Application Areas

Besides the early work by Fitts, automation with hu-
mans was also viewed as a topic of concern in the
automatic control literature. In the early 1960s, Grabbe
et al. [17.10] viewed the human operator as a com-
ponent of an electrical servomechanism system. Many
advantages were discovered at that time in terms of re-
placing some human function via automated means; for
example, a machine does not have the same tempera-
ture requirements as humans, performance advantages
may result (improved speed, strength, information pro-
cessing, power, etc.), the economics of operation are
significantly different, fatigue is not an issue, and the
accuracy and repeatability of a response may have
reduced variability [17.1, p. 163]. In more recent appli-
cations (for example, [17.11]) the issues of automation
and humans extend into the realm of controlling mul-
tiple unmanned air vehicle systems. Such complex
(unmanned) systems have the additional advantage that
the aircraft does not need a life-support system (ab-
sence of oxygen supply, temperature, pressure control
or even the requirement for a transparent windshield) if
no humans are onboard. Hence the overall aircraft has
lower weight, less expense, and improved reliability.
Also there are political advantages in the situation of the
aircraft being shot down. In this case, there would not be
people involved in possible hostage situations. The mit-
igation of the political cost nowadays is so important
that modern military systems see significant advantages
in becoming increasingly autonomous (lacking a human
onboard).

Concurrent with military applications is the de-
sire to study automation in air-traffic control and
issues in cockpit automation [17.12], which have been
topics of wide interest [17.13–15]. In air-traffic con-
trol, software can help predict an aircraft’s future
position, including wind data, and help reduce near
collisions. This form of predictive assistance has to
be accepted by the air-traffic controller and should
have low levels of uncertainty. Billings [17.13] lists
seven principles of human-centered automation in the
application domain of air-traffic control. The human-
centered (user-centered) design is widely popularized

as the proper approach to integrate humans with ma-
chines [17.14, 16, 17]. Automation also extends to the
office and other workspace situations [17.18] and to
every venue where people have to perform jobs.

Modern applications are also implicitly related to
the revolution in information technology (IT) [17.19]
noting that Fitts’ list was preceded by Watson’s (IBM’s
founder in the 1930s) concept that Machines should
work. People should think. In the early stages of
IT, Licklider envisioned (from the iron, mainframe
computer) the potential for man–computer symbio-
sis [17.20], interacting directly with the brain. IT
concepts also prevail in the military. Rouse and
Boff [17.21] equate military success via the IT analo-
gies whereas bits and bytes have become strategically
equated with bombs and bullets and advances in net-
works and communications technologies which have
dramatically changed the nature of conflict. A brief
list of some current applications are now reviewed to
give a flavor of some modern areas that are presently
wrestling with future issues of human interaction with
automation.

17.2.1 Agriculture Applications

Agriculture applications have been ubiquitous for hun-
dreds of years as humans have interacted with various
mechanical devices to improve the production of
food [17.22,23]. The advent of modern farm equipment
has been fundamental to reducing some of the drudgery
in this occupation. The term shared control occurs in
situations where the display of the level of automa-
tion is rendered [17.9]. In related fields such as fish
farming (aquaculture), there are mechanized devices
that significantly improve production efficiency. Almost
completely automated systems that segment fish, mea-
sure them, and process them for the food industry have
been described [17.24]. In all cases examples prevail
on humans dealing with various levels of automation
to improve the quality and quantity of agriculture goods
produced. Chapter 63 discusses in more detail automa-
tion in agriculture.
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17.2.2 Communications Applications

The cellphone and other mobile remote devices have
significantly changed how people deal with commu-
nications in today’s world. The concept of Blue-
tooth [17.25] explores an important means of obviating
some of the problems induced when humans have
to deal with these communication devices. The Blue-
tooth idea is that the system will recognize the user
when in reasonably close proximity and readjust its
settings and parameters so as to yield seamless in-
tegration to the specific human operator in question.
This helps mitigate the human–automation interaction
problems by programming the device to be tailored
to the user’s specifications. Other mobile devices in-
clude remote controls that are associated with all
types of new household and other communication de-
vices [17.26]. Chapter 13 discusses in more detail
communication in automation including networking
and wireless.

17.2.3 Inspection Systems Applications

In [17.27], they discuss 100% automated inspection
systems rather than having humans sample a process,
e.g., in an assembly-line task. Prevailing thinking is
that humans still outperform machines in most attribute-
inspection tasks. In the cited evaluation, three types of
inspection systems were considered, with various levels
of automation and interaction with the human opera-
tor. For vision tasks [17.28] pattern irregularity is key
to identification of a vector of features that may be un-
toward in the inspection process.

17.2.4 Manufacturing Applications

Applications in automation are well known to be com-
plex [17.29], such as in factories where production and
manufacturing provide a venue to study these issues.
In [17.30] a human-centered approach is presented for
several new technologies. Some of the negative issues of
the use of automation discussed are increased need for
worker training, concerns of reliability, maintenance,
and upgrades of software issues, etc. In [17.31], manu-
facturing issues are discussed within the concept of the
Internet and how distributed manufacturing can be con-
trolled and managed via this paradigm. More and more
modern systems are viewed within this framework of
a machine with which the human has to deal by inter-
facing via a computer terminal connected to a network
involving a number of distributed users. Chapters 49,

50, 51 presents different aspects of manufacturing auto-
mation.

17.2.5 Medical and Diagnostic Applications

Automation in medicine is pervasive. In the area of
anesthesiology, it is analogous to piloting a commercial
aircraft, (“hours of boredom interspersed by moments
of terror” [17.32]). Medical applications (both treatment
and diagnosis) now abound where the care-giver may
have to be remote from the actual site [17.33]. An im-
portant example occurs in modern robotic heart surgery
where it is now only required to make two small inci-
sions in the patient’s chest for the robotic end-effectors.
This minimally invasive insult to the patient results in
reduced recovery time of less than 1 week compared
with typically 7 weeks for open heart surgery without
using the robotic system. As noted by the surgeon, the
greatest advantage gained is [17.34]:

Without the robot, we must make a large chest in-
cision. The only practical reason for this action is
because of the ‘size of the surgeon’s hands’. How-
ever, using the robot now obviates the need for the
large chest incision.

The accompanying reduction of medical expenses, de-
creased risk of infection, and faster recovery time are
important advantages gained. The automation in this
case is the robotic system. Again, as with Fitts’ list,
certain tasks of the surgery should be delegated to
the robot, yet the other critically (medically) important
tasks must be under the control and responsibility of the
doctor. From a diagnostics perspective, the concept of
remote diagnostic methods are explored [17.35]. As in
the medical application, the operator (supervisor) must
have an improved sense of presence about an environ-
ment remote from his immediate viewpoint and has to
deal with a number of reduced control actions. Also, it is
necessary to attempt to monitor and remotely diagnose
situations when full information may not be typically
available. Thus automation may have the disadvantage
of limiting the quality of information received by the
operator. Chapters 77, 78, 80, 82 provide more insights
into automation in medical and healthcare systems.

17.2.6 Robotic Applications

Robotic devices, when they interact with humans,
provide a rich venue involving problems of safety,
task delegation, authority, and a host of other issues.
In [17.36] an application is discussed which stresses
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the concept of learning from humans. This involves
teaching the robotic device certain motion trajectories
that emulate successful applications gleaned from hu-
mans performing similar tasks. In robotic training, it
is common to use these teach pendant paradigms, in
which the robotic path trajectory is stored in a computer
after having a human move the end-effector through
an appropriate motion field environment. In [17.37],
the term biomimicking motion is commonly employed
for service robots that directly interact with humans.
Such assistive aids are commonly used, for example, in
a hospital setting, where a robotic helper will facilitate
transfer of patients, removing this task from nurses or
other care-givers who are normally burdened with this
responsibility. Chapter 21 provides an insightful discus-
sion on industrial robots.

17.2.7 Teaching Applications

In recent years, there has been an explosive growth of
teaching at universities involving long-distance learning
classes. Many colleges and professional organizations
now offer online courses with the advantage to the
student of having the freedom to take classes at any

time during the day, mitigating conflicts, travel, and
other costs [17.38]. The subject areas abound, includ-
ing pharmacy [17.39], software engineering [17.40],
and for students from industry in various fields [17.41].
The problem of humans interacting with automation
that occurs is when the student has to take a class
and deal directly with a computer display and a pos-
sibly not so user-friendly web-based system. Having
the ability to interrelate (student with professor) has
now changed and there is a tradeoff space that oc-
curs between the convenience of not having to attend
class versus the loss of ability to fully interact, such as
in a classroom setting. In [17.42], a variety of multi-
media methods are examined to understand and help
obviate the loss of full interactive ability that occurs
in the classroom. The issue pertinent to this example
is that taking the course online (a form of automation)
has numerous advantages but incurs a cost of intro-
ducing certain constraints into the human–computer
interaction.

These examples represent a small sample of present
interactions of humans with automation. Derived from
these and other applications, projections for some
present and future issues that are currently of concern
will be discussed in further detail in the next section.

17.3 Modern Key Issues to Consider as Humans Interact with Automation

17.3.1 Trust in Automation

Historically, as automation became more prevalent,
concern was initially raised about the changing roles
of human operators and automation. Muir [17.43] per-
formed a literature review on trust in automated systems
since there were alternative theories of trust at that time.
More modern thinking clarifies these issues via a defi-
nition [17.44]:

Automation is often problematic because people
fail to rely upon it appropriately. Because people
respond to technology socially, trust influences re-
liance on automation. In particular, trust guides
reliance when complexity and unanticipated sit-
uations make a complete understanding of the
automation impractical. People tend to rely on auto-
mation they trust and tend to reject automation they
do not.

Taking levels of trust by pilots as an example, it was
found [17.45] that, when trust in the automated sys-

tem is too low and an alarm is presented, pilots spend
extra time verifying the problem or will ignore the
alarm entirely. These monitoring problems are found
in systems with a high propensity for false alarms,
which leads to a reduced level of trust in the automa-
tion [17.46]. From the other extreme, if too much trust
is placed on the automation, a false sense of security re-
sults and other forms of data are discounted, much to
the peril of the pilot. From a trust perspective, Wickens
and colleagues tested heterogeneous and homogeneous
crews based on flight experience [17.47] and found lit-
tle difference in flying proficiency for various levels of
automation. However, the homogeneous crews obtained
increased benefit from automation, which may be due
to, and interpreted in terms of, having a different author-
ity gradient. In considering the level of trust (overtrust
or undertrust), Lee and Moray [17.48] later noted that,
as more and more false alarms occur, the operator will
decrease their level of trust accordingly even if the
automation is adapted. It is as if the decision-aiding sys-
tem must first prove itself before trust is developed. In
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more recent work [17.49], a quantitative approach to
the trust issue is discussed, showing that overall trust
in a system has a significantly inverse relationship with
the uncertainty of a system. Three levels of uncertainty
were examined using National Institute of Standards
(NIST) guidelines, and users rated their trust at each
level through questionnaires. The bottom line was that
performance of a hybrid system can be improved by
decreasing uncertainty.

17.3.2 Cost of Automation

As mentioned previously, cost saving is one of the sig-
nificant advantages of the use of automation, e.g., in
an unmanned air vehicle, for which the removal of
the requirement to have a life-support system makes
such devices economically advantageous over alterna-
tives. In [17.50] low-cost/cost-effective automation is
discussed. By delegating some of the task responsi-
bilities to the instrumentation, the overall system has
an improved response. In a cost-effective sense, this is
a better design. In [17.51] the application of a fuzzy-
logic adaptive Kalman filter which has the ability to
provide improved real-time control is discussed. This
allows more intelligence at the sensor level and unloads
the control requirements at the operator level. The costs
of such devices thus drops significantly and they be-
come easier to operate. See Chap. 41 for more details
on cost-oriented automation.

17.3.3 Adaptive Versus Nonadaptive
Automation

One could argue that, if automation could adapt, it could
optimally couple the level of operator engagement to
the level of mechanism [17.52]. To implement such an
approach, one may engage biopyschometric measures
for when to trigger the level of automation. This would
seem to make the level of automation related to the
workload on the human operator. One can view this
concept as adaptive aiding [17.53]. For workload con-
sideration, the well-known National Aeronautics and
Space Administration (NASA) task load index (TLX)
scale provides some of these objective measures of
workload [17.54]. As a more recent example, in [17.55],
adaptive function allocation as the dynamic control of
tasks which involves responsibility and authority shifts
between humans and machines is addressed. How this
affects operator performance and workload is analyzed.
In [17.56] the emphasis focuses on human-centered de-
sign for adaptive automation. The human is viewed

as an active information processor in complex system
control loops and supports situational awareness and ef-
fective performance. The issues of workload overload
and situational awareness are researched.

17.3.4 Safety in Automation

Safety is a two-edged sword in the interaction of hu-
mans with automation. The human public demands
safety in automation. As mentioned in regard to robotic
surgery applications, the patient has a significantly re-
duced recovery time with the use of a robotic device,
however, all such machines may fail at some time.
When humans interact with robotic devices, they are
always at risk and there are a number of documented
cases in which humans have been killed by being close
to a robotic device. In factories, safety when humans in-
teract with machines has always been a key concern.
In [17.57], a way to approach the safety assessment
in a factory in terms of a safety matrix is introduced.
This differs from the typical probability method. The
elements of the matrix can be integrated to provide
a quantitative safety scale. For traffic safety [17.58]
human-centered automation is a key component to
a successful system and is recommended to be multilay-
ered. The prevailing philosophy is that it is acceptable
for a human to give up some authority in return for
a reduction in some mundane drudgery.

Remote control presents an excellent case for safety
and the benefit of automation. Keeping the human out of
harm’s way through teleoperation and other means but
providing a machine interface allows many more human
interactions with external environments which may be
radioactive, chemically adverse or have other dangers.
See Chap. 39 for a detailed discussion on safety warn-
ings for automation.

17.3.5 Authority in Automation

The problem of trading off authority between the human
and computer is unsettling and risky, for example, in
a transportation system, such as a car. Events that are
unplanned or produce unexpectancy may degrade per-
formance. Familiarity with antibrake systems can be
a lifesaver for the novice driver first experiencing a skid-
ding event on an icy or wet road. However, this could
also work to the detriment of the driver in other situa-
tions. As mentioned earlier, automation has a tradeoff
space with respect to authority. In Table 17.2 it is noted
that, the higher the level of automation, the greater the
loss of authority. With more automation, the effort from
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the operator is proportionally reduced; however, with
loss of authority, the risk of a catastrophic disaster in-
creases. This tradeoff space is always under debate.
In [17.59] it is shown that some flexibility can be main-
tained. Applications where the tradeoff space exists
between automation and authority include aircraft, nu-
clear power plants, etc., Billings [17.13] calls for the
operator to maintain an active role in a system’s opera-
tion regardless of whether the automation might be able
to perform the particular function in question better than
the operator. Norman [17.60] stresses the need for feed-
back to be provided to the operator, and this has been
overlooked in many recent systems.

17.3.6 Performance of Automation Systems

There are many ways to evaluate human–machine
system performance. Based on the signal detection
theory framework, various methods have been intro-
duced [17.61–63]. The concept of likelihood displays
shows certain types of statistical optimality in reducing
type 1 and type 2 errors and provides a powerful ap-
proach to measure the efficacy of any human–machine
interaction. Other popular methods to quantify human–
machine performance include the information-theoretic
models [17.64] with measures such as baud rate, re-
action time, accuracy, etc. Performance measurement
is always complex since it is well known that three
human attributes interact [17.65] to produce a desired
result. The requisite attributes include skill, and rule-
and knowledge-based behaviors of the human operator.

17.3.7 When Should the Human Override
the Automation?

One way to deal with the adaptive nature of automation
is to consider when the human should intervene [17.66].

It is well known that automation may not work to the
advantage of the operator in certain situations [17.67].
Rules can be obtained, e.g., it is well known that it is
easier to modify the automation rather than modify the
human. A case in point is when high-workload situa-
tions may require the automation level to increase to
alleviate some of the stress accumulated by the human
in a critical task [17.68] in situations such as flight-deck
management.

17.3.8 Social Issues and Automation

There are a number of issues of the use of automa-
tion and social acceptance. In [17.69] the discussion
centers on robots that are socially acceptable. There
must be a balance between a design which is human-
centered versus the alternative of being more socially
acceptable. Tradeoff spaces exist in which these de-
signs have to be evaluated as to their potential efficacy
versus agreement in the venue in which they were de-
signed. Also humans are hedonistic in their actions,
that is, they tend to favor decisions and actions that
benefit themselves or their favored parochial classes.
Machines, on the other hand, may not have to deal with
these biases. Another major point deals with the dis-
advantages of automation in terms of replacing human
workers. If a human is replaced, alienation may re-
sult [17.70], resulting in a disservice to society. Not
only do people become unemployed, but they also suf-
fer from loss of identity and reduced self-esteem. Also
alienation allows people to abandon responsibility for
their own actions, which can lead to reckless behav-
ior. As evidence of this effect, the Luddites in 19th
century England smashed the knitting machines that
had destroyed their livelihood. Turning anger against an
automation object offers, at best, only temporary relief
of a long-term problem.

17.4 Future Directions of Defining Human–Machine Interactions

It is seen that the following parameters strongly affect
how the level of automation should be modified with
respect to humans:

• Trust• Social acceptance

• Authority• Safety• Possible unplanned unexpectancy with adaptive
automation• Application-specific performance that may be
gained
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17.5 Conclusions

Modern application still wrestle with the benefit and
degree of automation that may be appropriate for
a task [17.71]. Emerging trends include how to define
those jobs that are dangerous, mundane, and simple
where there are benefits of automation. The challenges
include defining a multidimensional tradeoff space that
must take into consideration what would work best in
a mission-effectiveness sense as humans have to deal

with constantly changing machines that obviate some
of the danger and drudgery of certain jobs. For fur-
ther discussion of the human role in automation refer
to the chapters on Human Factors in Automation De-
sign Chap. 25 and Integrated Human and Automation
Systems, Including Automation Usability, Human Inter-
action and Work Design in (Semi)-Automated Systems
Chap. 34 later in this Handbook.
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What Can Be18. What Can Be Automated?
What Cannot Be Automated?

Richard D. Patton, Peter C. Patton

The question of what can and what cannot be
automated challenged engineers, scientists, and
philosophers even before the term automation
was defined. While this question may also raise
ethical and educational issues, the focus here is
scientific. In this chapter the limits of automation
and mechanization are explored and explained in
an effort to address this fundamental conun-
drum. The evolution of computer languages to
provide domain-specific solutions to automation
design problems is reviewed as an illustration and
a model of the limitations of mechanization. The
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current state of the art and a general automation
principle are also provided.

18.1 The Limits of Automation

The recent (1948) neologism automation comes from
autom(atic oper)ation. The term automatic means self-
moving or self-dictating (Greek autómatos) [18.1]. The
Oxford English Dictionary (OED) defines it as

Automatic control of the manufacture of a product
through a number of successive stages; the applica-
tion of automatic control to any branch of industry
or science; by extension, the use of electronic or
other mechanical devices to replace human labor.

Thus, the primary theoretical limit of automation is built
into the denotative meaning of the word itself. Automa-
tion is all about self-moving or self-dictating as opposed
to self-organizing. Another way of saying this is that
the very notion of automation is based upon, and thus
limited by, its own mechanical metaphor. In fact, most
people would agree that, if an automated process began
to self-organize into something else, then it would not
be a very good piece of automation per se. It would per-
haps be a brilliant act of creating a new form of life (i. e.,
a self-organizing system), but that is certainly not what
automation is all about.

Automation is fundamentally about taking some
process that itself was created by a life process and
making it more mechanical or in the modern computing
metaphor hard-wired, such that it can be executed with-
out any volitional or further expenditure of life-process
energy. This phenomenon can even be seen in living or-
ganisms themselves. The whole point of skill-building
in humans is to drive brain and other neural processes to
become more nearly hard-wired. It is well known that,
as the brain executes some particular circuit more and
more, it hard-wires itself by growing more and more
synaptic connections. This, in effect, automates a vo-
litional process by making it more mechanical and thus
more highly automated. Such nerve training is driven by
practice and repetition to achieve greater performance
levels in athletes and musicians.

This is also what happens in our more conscious
processes of automation. We create some new process
and then seek to automate it by making it more mechan-
ical. An objection to this notion might be to say that the
brain itself is a mechanism, albeit a very complex one,
and since the brain is capable of this self-organizing
or volitional behavior how can we make this distinc-
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tion? I think there are primarily two and possibly a third
answer to this, depending on one’s belief system.

1. For those who believe that there is life after death
it seems to me conclusive to say that, if we live on
then, there must be a distinction between our mind
and our brain.

2. For almost everyone else there is good research
evidence for a distinction between the mind and
the brain. This can especially be seen in people
with obsessive compulsive disorder and, in fact, The
Mind and the Brain is very persuasive in showing
that a person has a mind which is capable of pro-
gramming their brain or overcoming some faulting
programming of their brain – even when the brain
has been hard-wired in some particularly un-useful
way [18.2].

3. However, the utter materialist would further argue
that the mind is merely an artifact of the elec-

trochemical function of the brain as an ensemble
of neurons and synapses and does not exist as
a separate entity in spite of its phenomenological
differences in functionality.

In any case, as long as we acknowledge that
there is some operational degree of distinction be-
tween the mind as analogous to software and the
brain as analogous to hardware, then we simply can-
not determine to what extent the mind and the brain
together are operating as a mechanism and to what
extent they are operating as a self-organizing open
system. The ethical and educational issues related to
what can and cannot be automated, though important,
are outside of the scope of this chapter. Readers are
invited to read Chap. 47 on Ethical Issues of Automa-
tion Management, Chap. 17 on The Human Role in
Automation, and Chap. 44 on Education and Qualifica-
tion.

18.2 The Limits of Mechanization

So, another way of asking what are the limits of au-
tomation is to ask what are the limits of mechanization?
or, what are machines ultimately capable of doing
autonomously? But what does mechanical mean? Fun-
damentally it means linear or stepwise, i. e., able to
carry out an algorithmically defined process having
clear inputs and clear outputs. The well-known Carnot
circle used by the military engineer and founder of
thermodynamics L. N. S. Carnot (1796–1832) to de-
scribe the heat engine and other mechanical systems
(Fig. 18.1) separates the engine or system under study
from the rest of the universe by a circle with an ar-
row in for input and an arrow out for output. This is
a simple but powerful philosophical (and graphical) tool

The rest of the universe

The system
under study

OutIn

Fig. 18.1 The Carnot circle as a system definition tool

for understanding the functions and limits of systems
and familiar to every mechanical and systems engi-
neer. More complex mechanical processes may have to
go beyond strictly linear algorithmic control to include
negative feedback, but still operate in such a way that
they satisfy a clear objective function or goal. When
the goal requires extremely precise positioning of the
automation, a subprocess or correction function called
dither is added to force the feedback loop to hunt for the
precise solution or positioning in a heuristic manner but
still subsidiary to and controlled by the algorithm itself.
In any case, mechanical means non-context-sensitive
and discrete, even if it involves dither. Machine the-
ory is basically the opposite of general system theory.
And by a general system we mean an open system, i. e.,
a system that is capable of locally overcoming entropy
and is self-organizing. Today such systems are typically
referred to as complex adaptive systems (CAS).

An open system is fundamentally different from
a machine. The core difference is that an open system
is nonlinear. That is, in general, everything within the
system is sensitive to its entire context, i. e., to every-
thing else in the system, not just the previous step in
an algorithm. This is most easily seen in quantum the-
ory with the two-slit experiment. Somehow the single
electron is aware that there are two slits rather than
one and thus behaves like a wave rather than a particle.
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In essence, the single electron’s behavior is sensitive
to the entire experimental context. Now imagine a hu-
man brain with 100 billion neurons interconnected with
some 100 trillion synapses, where even local synaptic
structures make their own locally complex circuits. The
human brain is also bathed in chemicals that influence
the operation of this vast network of neurons whose re-
sultant behavior then influences the mix of chemicals.
And then there are the hypothesized quantum effects,
giving rise to potential nonlocal effects, within any par-
ticular neuron itself. This is clearly a vastly different
sort of thing than a machine: a difference in degree of
context sensitivity that amounts to a difference in kind.

One way to illustrate this mathematically is to define
a system of simultaneous differential equations. Denot-
ing some measure of elements, pi (i = 1, 2, . . ., n), by
Qi , these, for a finite number of elements and in the
simplest case, will be of the form

dQ1/dt = f1(Q1, Q2, . . ., Qn)

dQ2/dt = f2(Q1, Q2, . . ., Qn)

. . .

dQn/dt = fn(Q1, Q2, . . ., Qn) .

Change of any measure Qi is therefore a function of
all Q, from Q1 to Qn ; conversely, change of any Qi
entails change of all other measures and of the system
as a whole [18.3].

What has been missing from the Strong Artificial
Intelligence (AI) debate and indeed from most of West-
ern thought is the nature of open systems and their
propensity to generate emergent behavior. We are still

1st Generation Machine code

2nd Generation Assembler
Machine specific symbolic languages

≈10× over 1st generation
Allowed complex operating 
systems to be built – cost was built 
into hardware price.

3rd Generation High level language
C, COBOL, FORTRAN

≈10× over 2nd generation
Allowed for independent software
companies to become profitable.

4th Generation4th Generation High-level language integrated withHigh-level language integrated with
a (virtual) machine environmenta (virtual) machine environment
Visual Basic, Powerbuilder, JavaVisual Basic, Powerbuilder, Java

≈10× over 3rd generation10× over 3rd generation
Greatly increased the scale of how Greatly increased the scale of how 
large a software company could large a software company could 
grow to.grow to.

“5th Generation”“5th Generation” Non-existent as a general purposeNon-existent as a general purpose
language must be domain-specificlanguage must be domain-specific
Lawson Landmark (Business Applications)Lawson Landmark (Business Applications)

10–20× over 4th generation10–20× over 4th generation

Fig. 18.2 Software language genera-
tions

mostly caught up in the mechanical metaphor believ-
ing that it is possible to mechanize or model any system
using machines or algorithms, but this is exactly the
opposite of what is actually happening. It is systems
themselves that use a mechanizing process to improve
their performance and move onto higher levels of emer-
gent behavior.

However, it is no wonder that we are so caught
up in the mechanical metaphor, as it is the very ba-
sis of the industrial revolution and is thus responsible
for much of our wealth today. In the field of busi-
ness application software this peripheral blindness (or,
rather, intense focus) has led to huge failures in build-
ing complex business application software systems. The
presumption is that building a software system is like
building a bridge; that it is like a construction project;
that it is fundamentally an engineering problem where
there is a design process and then a construction process
where the design process can fully specify something
that can be constructed using engineering principles;
more specifically, that there is some design process done
by designers and that the construction process is the
process of programming done by programmers. How-
ever, it is not. It is really a design problem through and
through and, moreover, a design problem that does not
have general-purpose engineering-like principles and
solutions that have already been reduced to code by
years of practice. It is a design problem of pure logic
where the logic can only be fully specified in a com-
pleted program where the construction process is then
simply running a compiler against the program to gen-
erate machine instructions that carry out the logic.
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There are no general-purpose solutions to all
logic design problems. There are only special-purpose
domain-specific solutions. This can be seen in the evo-
lution, or lately lack thereof, of computer languages.
We went from first-generation languages (machine
code) to second-generation languages (assembler) to
third-generation languages (FORTRAN, COBOL, C)
to fourth-generation languages (Java, Progress) where
each generation represented some tenfold produc-
tivity improvement in our ability to produce sys-
tems (Fig. 18.2). This impressive progression however
slowed down and essentially stopped dead in its tracks
some 20 years ago in its ability to significantly improve
productivity. Since then there have been many attempts
to come up with the next (fifth) generation language or
general-purpose framework for dramatically improving
productivity. In the 1980s computer-aided software en-
gineering (CASE) tools were the hoped-for solution. In
the 1990s object-oriented frameworks looked promising
as the ultimate solution and now the industry as a whole
seems primarily focused on the notion of service-
oriented architecture (SOA) as our best way forward.
While these attempts have helped boost productivity to
some extent they have all failed to produce an order of
magnitude shift in the productivity of building software
systems (Fig. 18.3). What they all have in common is
the continuation of the mechanical metaphor. They are
all attempts at general-purpose engineering-like solu-
tions to this problem. General-purpose languages can
only go so far in solving the productivity problem.
However, special-purpose languages or domain-specific
languages (DSL) take us much farther. There are multi-

• The industry has only made 
 incremental progress from 4GLs 
 for 20+ years
• Creating a 5GL works only for a 
 specific problem domain

Vertical
domain-specific

language
20× improvement

CASE
Objects

SOA

5GL

4GL
(VB, Power-

builder)

3GL
(C, COBOL)

General purpose
& broad

Developer productivity 
(log scale) Quality adaptability innovation

Fig. 18.3 Productivity progression of languages

ple categories of DSLs. There are horizontal DSLs that
address some functional layer, like SQL does for data
access or UML does for conceptual design (as opposed
to the detail design which is the actual complete pro-
gram in this metaphor). And there are vertical DSLs
which address some topical area such as mathematical
analysis, molecular modeling or business process appli-
cations. There is also the distinction between a DSL and
a domain-specific design language (DSDL). All DSDLs
are DSLs but not all DSLs are DSDLs (a prescission
distinction in Peirce’s nomenclature [18.4]). A design
language is distinct from a programming or implemen-
tation language in that in a design language everything
is defined relative to everything else. This is like the dis-
tinction between a design within a CAD system and the
actually built component. In the CAD system one can
move a line and everything changes around it. In the
actually built component that line is a physical entity
in some hardened structural relationship. Then there is
the further prescission distinction of a pattern language
versus a DSDL. A pattern language is a DSDL that has
built-in syntax that allows for specific design solutions
to be applied to specific domain problems. This tends
to be the most vertically domain-specific and also the
most powerful sort of language for improving the pro-
ductivity of building systems. Lawson Landmark is one
example of a pattern language that delivers a 20 times
improvement over fourth-generation languages in its
particular domain.

It is not possible to mechanize or model an entire
complex system. We can only mechanize aspects of any
particular system. To mechanize the entire system is to
destroy the system as such; i. e., it is no longer a system.
Analysis of a system into its constituent parts loses its
essence as a system, if a system is truly more than the
sum of its parts. That is, the mechanistic model lacks
the system’s inherent capability for self-organization
and thus adaptability, and thus becomes more rigid and
more limited in its capabilities, although, perhaps, much
faster. And the limit to what aspects of a system can be
mechanized is really the limit of our cognitive ability to
model those aspects. In other words it is a design prob-
lem. In general the theoretical limit of mechanization is
always the current limit of our capacity to design lin-
ear stepwise models in any particular solution domain.
Thus the key to what can be automated is the depth of
our knowledge and understanding within any specific
problem domain, the depth required being that depth
necessary to be able to design automatons that fit, where
fit is determined both by the automaton actually pro-
ducing what is expected as well as fitting appropriately
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within the system as a whole; i. e., if the automation dis-
turbs the system that it is within beyond some threshold
then the very system that gives rise to the useful automa-
ton will change so dramatically that the automation is no
longer useful. An example of this might be a software
program for paying employees. If this program does
pay employees correctly but requires dramatic changes
to the manner in which time card information is gath-
ered such that it becomes too great a burden on some
part of the system then the program will likely soon be
surrounded by organizational T cells and rejected.

Organisms are not machines, but they can to a cer-
tain extent become machines, or perhaps congeal into
machines. Never completely, however, for a thoroughly
mechanized organism would be incapable of reacting
to the incessantly changing conditions of the outside
world. The principle of progressive mechanization ex-
presses the transition from undifferentiated wholeness
to higher function, made possible by specialization and
division of labor; this principle also implies loss of po-
tentialities in the components and of regularity in the
whole [18.5].

18.3 Expanding the Limit

Human business processes (buying, selling, manufac-
turing, invoicing, and so on), like actual organisms,
operate fundamentally as open systems or rather com-
plex adaptive system (CAS). Other examples of CAS
are cities, insect colonies, and so on. The architecture
of an African termite mound requires more bits to de-
scribe than the number of neurons in a termite brain.
So, where do they store it? In fact, they do not, be-
cause each termite is programmed as an automaton
to instinctively perform certain functions under cer-
tain stimuli and the combined activity of the colony
produces and maintains the mound. Thus, the entire
world is fundamentally made up of vastly complex in-
teracting systems. When we automate we are ourselves
engaging in the principle of progressive mechaniza-
tion. We are mechanizing some portion or aspect of
a system. We can only mechanize those aspects that
are themselves already highly specialized within the
system itself or that we can make highly specialized;
for example, it is possible to make a mechanical heart
but it is impossible to make a mechanical stem cell
or a mechanical human brain. It is possible to make
a mechanical payroll program but impossible to make
a mechanical company that responds to dynamic mar-
ket forces and makes a profit. The result of this is that
any mechanization requires specific understanding of
some particular specialization within some particular
system. In other words, there are innumerable specific
domains of specialization within all of the complex
interacting systems in the world. And thus any mech-
anization is inherently domain- pecific and requires
detailed domain knowledge. The process of mecha-
nization is therefore fundamentally a domain-specific
design problem. Thus, the limit of mechanization is our
ability to comprehend some particular aspect of a sys-

tem well enough to be able to extract some portion or
aspect of that system in which it is possible to define
a boundary or Carnot circle with clear inputs and clear
outputs along with a transfer function mapping those
inputs to those outputs. If we cannot enumerate the in-
puts and outputs and then describe what inputs result
in what outputs then we simply cannot automate the
process. This is the fundamental requirement of mecha-
nization.

This does not, however, mean that we are limited to
our current simple mechanical metaphor of a machine
as a set of inputs into a box that transforms those in-
puts into their associated outputs. Indeed the next step
of mechanization under way is to try to mimic aspects
of how a system itself works. One aspect of this is the
object-oriented revolution in software, which itself grew
out of the work done in complex adaptive systems re-
search. Unfortunately, the prevailing simple mechanical
metaphor and lack of understanding of the nature of
CAS has blunted the evolution of object-oriented tech-
nology and limited its impact.

Object-oriented concepts have taken us from a sim-
plistic view of a machine as a black box process
or function F as shown in Fig. 18.4, in which
(outputs = F(inputs)), to conceptualizing a machine as
an interacting set of agents or objects. These concepts
have allowed us to manage higher levels of complex-
ity in the machines we build but they have not taken us
to a higher order of magnitude in our ability to mecha-

The Black BoxInput Output

Fig. 18.4 The engineer’s black box
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nize complex systems. In the realm of business process
software what has been missing is the following:

1. The full realization that what we are modeling with
business process software is really a portion or as-
pect of a complex adaptive system

2. That this is fundamentally a logic design problem
rather than an engineering problem

3. That, in this case, the problem domain is primar-
ily about semiotics and pragmatics, i. e., the nature
of sign processes and the impact on those who use
them

Fortunately there is a depth of research in these
areas that provides guidance toward more powerful
techniques and tools for making further progress. John
Holland, the designer of the Holland Machine, one of
the first parallel computers, has done extensive research
into CAS and has discovered many basic principles that
all CAS seem to have in common. His work led to
object-oriented concepts; however, the object-oriented
community has not continued to seek to implement his
further discoveries and principles regarding CAS into
object-oriented computing languages. One very useful
concept is how CAS systems use rule-block formations
in driving their behavior and the nature of how adapta-
tion continues to build rule-block hierarchies on top of
existing rule-block structures [18.6].

Christopher Alexander [18.7] is a building architect
who discovered the notion of a pattern language for
designing and constructing buildings and cities [18.8].
In general, a pattern language is a set of patterns or
design solutions to some particular design problem in
some particular domain. The key insight here is that
design is a domain-specific problem that takes deep un-
derstanding of the problem domain and that, once good
design solutions are found to any specific problem, we
can codify them into reusable patterns. A simple ex-
ample of a pattern language and the nature of domain
specificity is perhaps how farmers go about building
barns. They do not hire architects but rather get together
and, through a set of rules of thumb based on how much
livestock they have and storage and processing consid-
erations, build a barn with such and such dimensions.
One simple pattern is that, when the barn gets to be too
long for just doors on the ends, they put a door in the
middle. Now, can someone use these rules of thumb or
this pattern language to build a skyscraper in New York?

Charles Sanders Peirce was a 19th century Amer-
ican philosopher and semiotician. He is one of the
founders of the quintessential American philosophy

known as pragmatism, and came up with a triadic semi-
otics based on his metaphysical categories of firstness,
secondness, and thirdness [18.9]. Firstness is the cate-
gory of idea or possibility. Secondness is the category
of brute fact or instance, and thirdness is the category of
laws or behavior. Peirce argues that existence itself re-
quires these categories; that they are in essence a unity
and that there is no existence without these three cat-
egories. Using this understanding one could argue that
this demystifies to some extent the Christian notion of
God being a unity and yet also being triune by under-
standing the Father as firstness, the Son as secondness,
and the Holy Spirit as thirdness. Thus the trinity of God
is essentially a metaphysical statement about the nature
of existence. Peirce goes on to build a system of signs or
semiotics based on this triadic structure and in essence
argues that reality is ultimately the stuff of signs; e.g.,
God spoke the universe into existence. At first one could
seek to use this notion to support the Strong AI view
that all intelligence is symbol representation and symbol
processing and thus a computer can ultimately model
this reality. However, a key concept of Peirce is that
the meaning of a sign requires an interpretant, which
itself is a sign and thus also requires a further inter-
pretant to give it meaning in a never-ending process of
meaning creation; that is, it becomes an eternally re-
cursive process. Another way of viewing this is to say
that this process of making meaning is ultimately an
open system. And while machines can model and hence
automate closed systems they cannot fully model open
systems.

Peirce’s semiotics and his notion of firstness, sec-
ondness, and thirdness provide the key insights required
for building robust ontology models of any particular
domain. The key to a robust ontology model is not that
it is right once and for all but rather that it can be done
using a design language and that it has perfect fidelity
with the resulting execution model. An ontology model
is never right; it is just more and more useful. This is
because of the notion of the relativity of categories.

Perception is universally human, determined by
man’s psychophysical equipment. Conceptualization is
culture-bound because it depends on the symbolic sys-
tems we apply. These symbolic systems are largely
determined by linguistic factors, the structure of the
language applied. Technical language, including the
symbolism of mathematics, is, in the last resort, an
efflorescence of everyday language, and so will not
be independent of the structure of the latter. This, of
course, does not mean that the content of mathematics
is true only within a certain culture. It is a tautologi-
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cal system of a hypothetico-deductive nature, and hence
any rational being accepting the premises must agree to
all its deductions [18.10].

The most critical aspect of achieving the theoretical
limit of automation is the ability to continue to make
execution models that are more and more useful. And
this is true for two reasons:

1. CAS are so complex that we cannot possibly under-
stand large portions of them perfectly ab initio. We
need to model them, explore them, and then improve
them.

2. CAS are continually adapting. They are continually
changing and thus, even if we perfectly modeled
some aspect of a CAS, it will change and our model
will become less and less useful.

In order to do this we need a DSDL capable of quickly
building high-fidelity models. That is, models which
are themselves the drivers of the actual execution of
automation.

In order for the model of the CAS to ultimately ac-
tually drive the execution it is critical that the ontology

model be in perfect fidelity with the execution model.
Today there is a big disconnect between what one can
build in an analysis model and the resultant executing
code or execution model. This is analogous to having
a design of a two-storey home on a blueprint and then
having the result become a three-storey office building.
What is required is a design language that can both
model the ontology in its full richness as the analysis
model but also be able to model the full execution in
perfect fidelity with the ontology model. In essence this
means a single model that fully incorporates firstness,
secondness, and thirdness in all their richness that can
then either be fully interpreted on a machine or fully
generated to some other machine language or a combi-
nation of both.

Only with such a powerful design or pattern lan-
guage can we overcome the inherent limitations we
have in our ability to comprehend the workings of some
particular CAS, model, and then automate those por-
tions that can be mechanized and continue to keep pace
with the continually evolving CAS that we are seeking
to progressively mechanize.

18.4 The Current State of the Art

The computing industry in general is still very much
caught up in the mechanical metaphor. While object-
oriented design and programming technology is more
than decades old, and there is a patterns movement
in the industry that is just over a decade old, there
are very few examples of this new DSDL technol-
ogy in use today. However, where it has been used
the results have been dramatic, i. e., on the order of
a 20-fold reduction of complexity as measured in
lines of code. Lawson LandmarkTM is such a pattern
language intended for the precise functional specifica-
tion of business enterprise computer applications by
domain specialists rather than programmers [18.11].
The result of the domain expert’s work is then run
through a metacompiler to produce Java code which
can be loaded and tested against a transaction script
also prepared by the same or another domain ex-
pert (i. e., accountant, supply-chain expert, etc.). The
traditional application programmer does not appear
in this modern business application development sce-
nario because his or her function has been automated.
It has taken nearly 50 years for specification-based
programming to arrive at this level of development
and utility and several other aggressive attempts at

automation of intellectual functions have taken as
long.

Automation of human intellectual functions is ba-
sically an aspect of AI, and the potential of AI is
basically a philosophical rather than a technical ques-
tion. The two major protagonists in this debate are
the philosopher Hubert Dreyfus [18.12, 13] and Ray
Kurzweil [18.14–16], an accomplished engineer. Drey-
fus argues that computers will never ever achieve
anything like human intelligence simply because they
do not have consciousness. He gives the argument from
what he calls associative or peripheral consciousness in
the human brain. Kurzweil has written extensively as
a futurist arguing that computers will soon exceed hu-
man intelligence and even develop spiritual capabilities.

Early in the computer era Herbert Simon hypoth-
esized that a computer program that was able to
play master-level chess would be exhibiting intelli-
gence [18.17]. Dreyfus and other Strong AI opponents
argue that it is not, because the chess program does not
automatically play chess like a human does and there-
fore does not exhibit AI at all. They go on to show that
is impossible for a program to play an even simpler
game like Go well using this same technology. Play-
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ing chess was the straw man set up by Herbert Simon
in the mid-1950s to be the benchmark of AI, i. e., if
a computer could beat the best human chess player,
then it would show true intelligence, but it actually does
not. It took nearly 50 years to develop a special-purpose
computer able to beat the leading human chess master,
Gary Kasparov, but it does not automate or mecha-
nize human intelligence to do so. In fact, it just came
up with a different design for a computational algo-
rithm that could play chess. This is analogous to the
problem of flying. We did not copy how a bird flies
but rather came up with a special-purpose design that
suited our particular requirements. The Strong AI hy-
pothesis appears to assume that all human thought, or at
least intelligent thought, can be reduced to computation,
and since computers can compute orders of magnitude
faster than humans they will soon, says Ray Kurzweil,
exhibit human-like intelligence, and eventually intel-
ligence even superior to that of humans. Of course,
the philosophers who gainsay the Strong AI hypothesis
argue that not all intelligent human thought and its con-
sequent behavior can be reduced to simple computation,
or even logic.

An early goal of AI was to mechanize the function
of an autonomous vehicle, that is, to give the vehicle
a goal or set of objectives and the algorithms needed
to accomplish them and let it function. The annual au-
tonomous vehicle race in the Nevada desert shows that
at least simple goals can be met autonomously or at least
as well as a mildly intoxicated human driver. The semi-
autonomous Mars rovers show off this technology even
better but still fall far short of being intelligent.

Another of the early intrinsically human activities
that AI researchers tried to automate was the typewriter.
Prof. Marvin Minsky started his AI career as a gradu-
ate student at MIT in the mid-1950s working on a voice
typewriter to type military correspondence for the De-
partment of Defense (DoD). Now, more than 50 years

later, the technology is modestly successful as a soft-
ware program.

At the same time Prof. Anthony Oettenger did his
dissertation at the Harvard Computation Laboratory
on automatic language translation with the Automatic
Russian–English Dictionary. It was modestly success-
ful for a narrow genre of Russian technical literature
and created the whole new field of computational
linguistics. Today, more than 50 years later, a simi-
lar technology is available as a software program for
Russian and a few other languages with a library of
genre-specific and technical-area-specific vocabulary
plug-ins sold separately. The best success story on
automatic language translation today is the European
Economic Community (EEC), which writes its memos
in French in the Brussels headquarters and converts
them into the 11 languages of the EEC and then sends
them out to member nations. French bureaucratese is
a very narrow language genre and probably the eas-
iest case for autotranslation automation due not only
to the genre but the source language. No one has ever
suggested that Eugene Onegin will ever be translated
automatically from Russian to English, since so far it
has even resisted human efforts to do so. Amazing as it
may seem, Shakespeare’s poetry translates beautifully
to Russian but Pushkin’s does not translate easily to
English.

Linguists are divided, like philosophers, on whether
computational linguistics technology will ever really
achieve true automation, but we think that it probably
will, subject to human pre- and post-editing in actual
volume production practice, and then only for very nar-
row subject areas in a few restricted genres. Technical
prose in which the translator is only copying one fact
at a time from one language to another will be possi-
ble, but poetry will always be too complex, since poetry
always violates the rules of grammar of its own source
language.

18.5 A General Principle

What we need is a general principle which will cleanly
divide all the things that can be done into those which
can be automated and those which cannot be automated.
You cannot automate what you cannot do manually, but
the converse it not true, since you cannot always au-
tomate everything you can do manually [18.4, 18, 19].
However, this principle is much too blunt. In his book
Darwin’s Black Box Professor Michael Behe argued

from the principle of irreducible complexity that neo-
Darwinism was inadequate to explain the development
of the eye or of the endocrine system because too
many mutations and their immediate useful adaptations
had to happen at once, since each of 20 or more re-
quired mutations would have no competitive advantage
in adaptation individually [18.20]. In his second book
The Edge of Evolution he sharpens his principle signifi-
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cantly to divide biological adaptations into those which
can be explained by neo-Darwinism (single mutations)
and those which cannot (multiple mutations). The re-
fined principle, while sharper, still leaves a ragged edge
between the two classes of adaptive biological systems,
according to Behe [18.21].

In our case we postulate the principle of design.
Anything that can be copied can be copied automat-
ically. However, any process involving design cannot
be automated and any sufficiently (i. e., irreducibly)
complex adaptive system cannot be automated (as
Behe shows), however simple adaptive systems can be

modeled to some extent mechanistically. Malaria can
become resistant to a new antibiotic in weeks by Dar-
win’s black box if it requires only a one-gene change,
however in 10 000 years malaria has not been able to
overcome the cell-cycle mutation in humans because it
would require too many concurrent mutations.

We conclude that anything that can be reduced to
an algorithm or computational process can be auto-
mated, but that some things, like most human thought
and most functions of complex adaptive systems, are
not reducible to a logical algorithm or a computational
process and therefore cannot be automated.
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Automation Design: Theory, Elements, and Methods Part C From theory to building automation machines,
systems, and systems-of-systems this part explains the fundamental elements of mechatronics, sensors, robots,
and other components useful for automation, and how they are combined with control and automation software,
including models and techniques for automation software engineering, and the automation of the design process
itself. Design theories and methods cover also soft automation, automation modeling and programming lan-
guages, real-time and autonomic techniques, and emerging networking and service grids for automation. Human
factors engineering and science in the design of automation, including interaction and interface design, and issues
of trust and collaboration focus on systems and infrastructures integrating people with decision-support and with
teleoperated, remote automatic equipment. Also in this part are advanced design methods and tools of distributed
agents, evolutionary techniques and computing algorithms for automation, and design of eight key automation
functions to prevent or recover from errors and conflicts, to assure automation reliability and sustainability.
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Mechatronic S19. Mechatronic Systems – A Short Introduction

Rolf Isermann

Many technical processes and products in the area
of mechanical and electrical engineering show
increasing integration of mechanics with digital
electronics and information processing. This in-
tegration is between the components (hardware)
and the information-driven functions (software),
resulting in integrated systems called mechatronic
systems. Their development involves finding an
optimal balance between the basic mechanical
structure, sensor and actuator implementation,
and automatic information processing and overall
control. Frequently formerly mechanical functions
are replaced by electronically controlled func-
tions, resulting in simpler mechanical structures
and increased functionality. The development of
mechatronic systems opens the door to many in-
novative solutions and synergetic effects which
are not possible with mechanics or electronics
alone. This technical progress has a very strong in-
fluence on a multitude of products in the areas
of mechanical, electrical, and electronic engi-
neering and is increasingly changing the design,
for example, of conventional electromechanical
components, machines, vehicles, and precision
mechanical devices.
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19.1 From Mechanical to Mechatronic Systems

Mechanical systems generate certain motions or trans-
fer forces or torques. For the oriented command of,
e.g., displacements, velocities or forces, feedforward
and feedback control systems have been applied for
many years. The control systems operate either with-
out auxiliary energy (e.g., a fly-ball governor), or
with electrical, hydraulic or pneumatic auxiliary en-
ergy, to manipulate the commanded variables directly
or with a power amplifier. A realization with added
fixed wired (analog) devices turns out to enable only

relatively simple and limited control functions. If these
analog devices are replaced with digital computers
in the form of, e.g., online coupled microcomput-
ers, the information processing can be designed to
be considerably more flexible and more comprehen-
sive.

Figure 19.1 shows the example of a machine set,
consisting of a power-generating machine (DC motor)
and a power-consuming machine (circulation pump):
(a) a scheme of the components, (b) the resulting sig-
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Fig. 19.1a–c Schematic representation of a machine set:
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torque; ω – angular frequency; Pi – drive power; Po –
consumer power�

nal flow diagram in two-port representation, and (c)
the open-loop process with one or several manipulated
variables as input variables and several measured vari-
ables as output variables. This process is characterized
by different controllable energy flows (electrical, me-
chanical, and hydraulic). The first and last flow can be
manipulated by a manipulated variable of low power
(auxiliary power), e.g., through a power electronics de-
vice and a flow valve actuator. Several sensors yield
measurable variables. For a mechanical–electronic sys-
tem, a digital electronic system is added to the process.
This electronic system acts on the process based on the
measurements or external command variables in a feed-
forward or feedback manner (Fig. 19.2). If then the
electronic and the mechanical system are merged to an
autonomous overall system, an integrated mechanical–
electronic system results. The electronics processes
information, and such a system is characterized at least
by a mechanical energy flow and an information flow.

These integrated mechanical–electronic systems
are increasingly called mechatronic systems. Thus,
mechanics and electronics are joined. The word mecha-
tronics was probably first created by a Japanese engi-
neer in 1969 [19.1] and had a trademark by a Japanese
company until 1972 [19.2]. Several definitions can be
found in [19.3–7]. All definitions agree that mechatron-
ics is an interdisciplinary field, in which the following
disciplines act together (Fig. 19.3):

• Mechanical systems (mechanical elements, ma-
chines, precision mechanics)• Electronic systems (microelectronics, power elec-
tronics, sensor and actuator technology)• Information technology (systems theory, control
and automation, software engineering, artificial in-
telligence).

The solution of tasks to design mechatronic sys-
tems is performed on the mechanical as well as on
the digital-electronic side. Thus, interrelations during
design play an important role; because the mechan-

Fig. 19.2 Mechanical process and information processing
develop towards a mechatronic system�
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Fig. 19.3 Mechatronics: synergetic integration of different
disciplines�

ical system influences the electronic system, and
vice versa, the electronic system influences the de-
sign of the mechanical system (Fig. 19.4). This means
that simultaneous engineering has to take place, with
the goal of designing an overall integrated sys-
tem (an organic system) and also creating synergetic
effects.

A further feature of mechatronic systems is in-
tegrated digital information processing. As well as
basic control functions, more sophisticated control
functions may be realized, e.g., calculation of nonmea-
surable variables, adaptation of controller parameters,
detection and diagnosis of faults and, in the case of fail-
ures, reconfiguration to redundant components. Hence,
mechatronic systems are developing with adaptive or
even learning behavior, which can also be called intelli-
gent mechatronic systems.

The developments to date can be found in [19.2,
7–11]. An insight into general aspects are given ed-
itorially in journals [19.5, 6], conference proceedings
such as [19.12–17], journal articles by [19.18–21], and
books [19.22–27]. A summary of research projects at
the Darmstadt University of Technology can be found
in [19.28].

Electronics Information
technology

System  theory
Modeling
Automation-technology
Sofware
Artificial intelligence

Mechanical elements
Machines
Precision mechanics
Electrical elements

Micro electronics
Power electronics
Sensors
Actuators Mecha-

tronics

Mechanics
&

electro-
mechanics

Design
construction

Separate components

Conventional procedurea) Mechatronic procedureb)

Mechan.
system

Electronics

Design
construction

Mechatronic overall system

Mechan.
system

Electron.
system

Fig. 19.4a,b Interrelations during the design and construction of
mechatronic systems

19.2 Mechanical Systems and Mechatronic Developments

Mechanical systems can be applied to a large area
of mechanical engineering. According to their con-
struction, they can be subdivided into mechanical
components, machines, vehicles, precision mechanical
devices, and micromechanical components.

The design of mechanical products is influenced by
the interplay of energy, matter, and information. With
regard to the basic problem and its solution, frequently
either the energy, matter or information flow is dom-
inant. Therefore, one main flow and at least one side
flow can be distinguished [19.29].

In the following some examples of mechatronic
developments are given. The area of mechanical com-
ponents, machines, and vehicles is covered by Fig. 19.5.

19.2.1 Machine Elements, Mechanical
Components

Machine elements are usually purely mechanical. Fig-
ure 19.5 shows some examples. Properties that can be

improved by electronics are, for example, self-adaptive
stiffness and damping, self-adaptive free motion or
pretension, automatic operating functions such as cou-
pling or gear shifting, and supervisory functions.
Some examples of mechatronic approaches are hy-
drobearings for combustion engines with electronic
control of damping, magnetic bearings with posi-
tion control [19.30], automatic electronic–hydraulic
gears [19.31], and adaptive shock absorbers for wheel
suspensions [19.32].

19.2.2 Electrical Drives and Servo Systems

Electrical drives with direct-current, universal, asyn-
chronous, and synchronous motors have used inte-
gration with gears, speed sensors or position sensors
and power electronics for many years. Especially the
development of transistor-based voltage supplies and
cheaper power electronics on the basis of transistors
and thyristors with variable-frequency three-phase cur-
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Fig. 19.5 Examples of mechatronic systems

rent supported speed control drives also for smaller
power. Herewith, a trend towards decentralized drives
with integrated electronics can be observed. The way
of integration or attachment depends, e.g., on space
requirement, cooling, contamination, vibrations, and
accessibility for maintenance. Electrical servo drives re-
quire special designs for positioning.

Hydraulic and pneumatic servo drives for linear
and rotatory positioning show increasingly integrated
sensors and control electronics. Motivations are require-
ments for easy-to-assemble drives, small space, fast
change, and increased functions [19.33].

Multiaxis robots and mobile robots show mecha-
tronic properties from the beginning of their design.

19.2.3 Power-Generating Machines

Machines show an especially broad variability. Power-
producing machines are characterized by the conversion
of hydraulic, thermodynamic or electrical energy and
delivery of power. Power-consuming machines convert
mechanical energy to another form, thereby absorbing
energy. Vehicles transfer mechanical energy into move-
ment, thereby consuming power.

Examples of mechatronic electrical power-genera-
ting machines are brushless DC motors with electronic
commutation or speed-controlled asynchronous and
synchronous motors with variable-frequency power
converters.

Combustion engines increasingly contain mecha-
tronic components, especially in the area of actuators.
Gasoline engines showed, for example, the following
steps of development: microelectronic-controlled injec-
tion and ignition (1979), electrical throttle (1991), direct
injection with electromechanical (1999) and piezo-
electric injection valves (2003), variable valve control
(2004); see, for example, [19.34].

Diesel engines first had mechanical injection pumps
(1927), then analog-electronic-controlled axial pis-
ton pumps (1986), and digital-electronic-controlled
high-pressure pumps, since 1997 with common-rail sys-
tems [19.35]. Further developments are the exhaust
turbochargers with wastegate or controllable vanes
(variable turbine geometry, VTG), since about 1993.

19.2.4 Power-Consuming Machines

Examples of mechatronic power-consuming machines
are multiaxis machine tools with trajectory control,
force control, tools with integrated sensors, and robot
transport of the products; see, e.g., [19.36]. In ad-
dition to these machine tools with open kinematic
chains between basic frame and tools and linear
or rotatory axes with one degree of freedom, ma-
chines with parallel kinematics will be developed.
Machine tools show a tendency towards magnetic
bearings if ball bearings cannot be applied for high
speeds, e.g., for high-speed milling of aluminum, and
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also for ultracentrifuges [19.37]. Within the area of
manufacturing, many machinery, sorting, and trans-
portation devices are characterized by integration
with electronics, but as yet they are mostly not
fully hardware-integrated. For hydraulic piston pumps
the control electronics is now attached to the cas-
ing [19.33]. Further examples are packing machines
with decentralized drives and trajectory control or
offset-printing machines with replacement of the me-
chanical synchronization axis through decentralized
drives with digital electronic synchronization and high
precision.

19.2.5 Vehicles

Many mechatronic components have been introduced,
especially in the area of vehicles, or are in development:
antilock braking control (ABS) [19.38], controllable
shock absorbers [19.39], controlled adaptive suspen-
sions [19.40], active suspensions [19.41, 42], drive
dynamic control through individual braking (electronic

stability program, ESP) [19.43, 44], electrohydraulic
brakes (2001), and active front steering (AFS) (2003).
Of the innovations for vehicles 80–90% are based on
electronic/mechatronic developments. Here, the value
of electronics/electrics of vehicles increases to about
30% or more.

19.2.6 Trains

Trains with steam, diesel or electrical locomotives have
followed a very long development. For wagons the de-
sign with two boogies with two axes are standard. ABS
braking control can be seen as the first mechatronic in-
fluence in this area [19.45, 46]. The high-speed trains
(TGV, ICE) contain modern asynchronous motors with
power electronic control. The trolleys are supplied with
electronic force and position control. Tilting trains show
a mechatronic design (1997) and actively damped and
steerable boogies also [19.47]. Further, magnetically
levitated trains are based on mechatronic construction;
see, e.g., [19.47].

19.3 Functions of Mechatronic Systems

Mechatronic systems enable, after the integration of the
components, many improved and also new functions.
This will be discussed by using examples.

19.3.1 Basic Mechanical Design

The basic mechanical construction first has to satisfy the
task of transferring the mechanical energy flow (force,
torque) to generate motions or special movements, etc.
Known traditional methods are applied, such as material
selection, calculation of strengths, manufacturing, pro-
duction costs, etc. By attaching sensors, actuators, and
mechanical controllers, in earlier times, simple control
functions were realized, e.g., the fly-ball governor. Then
gradually pneumatic, hydraulic, and electrical analog
controllers were introduced. After the advent of digital
control systems, especially with the development of mi-
croprocessors around 1975, the information processing
part could be designed to be much more sophisticated.
These digitally controlled systems were first added to
the basic mechanical construction and were limited
by the properties of the sensors, actuators, and elec-
tronics, i. e., they frequently did not satisfy reliability
and lifetime requirements under rough environmen-
tal conditions (temperature, vibrations, contamination)

and had a relatively large space requirement and cable
connections, and low computational speed. However,
many of these initial drawbacks were removed with
time, and since about 1980 electronic hardware has be-
come greatly miniaturized, robust, and powerful, and
has been connected by field bus systems. Based on this,
the emphasis on the electronic side could be increased
and the mechanical construction could be designed as
a mechanical–electronic system from the very begin-
ning. The aim was to result in more autonomy, for
example, by decentralized control, field bus connec-
tions, plug-and-play approaches, and distributed energy
supply, such that self-contained units emerge.

19.3.2 Distribution of Mechanical
and Electronic Functions

In the design of mechatronic systems, interplay for the
realization of functions in the mechanical and elec-
tronic parts is crucial. Compared with pure mechanical
realizations, the use of amplifiers and actuators with
electrical auxiliary energy has already led to con-
siderable simplifications, as can be seen in watches,
electronic typewriters, and cameras. A further consid-
erable simplification in the mechanics resulted from
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the introduction of microcomputers in connection with
decentralized electrical drives, e.g., for electronic type-
writers, sewing machines, multiaxis handling systems,
and automatic gears.

The design of lightweight constructions leads to
elastic systems that are weakly damped through the
material itself. Electronic damping through position,
speed or vibration sensors and electronic feedback
can be realized with the additional advantage of ad-
justable damping through algorithms. Examples are
elastic drive trains of vehicles with damping algorithms
in the engine electronics, elastic robots, hydraulic sys-
tems, far-reaching cranes, and space constructions (e.g.,
with flywheels).

The addition of closed-loop control, e.g., for po-
sition, speed or force, does not only result in precise
tracking of reference variables, but also an approxi-
mate linear overall behavior, even though mechanical
systems may show nonlinear behavior. By omitting the
constraint of linearization on the mechanical side, the
effort for construction and manufacturing may be re-
duced. Examples are simple mechanical pneumatic and
electromechanical actuators and flow valves with elec-
tronic control.

With the aid of freely programmable reference
variable generation, the adaptation of nonlinear me-
chanical systems to the operator can be improved.
This is already used for driving-pedal characteristics
within engine electronics for automobiles, telemanipu-
lation of vehicles and aircraft, and in the development
of hydraulically actuated excavators and electric power
steering.

However, with increasing number of sensors, ac-
tuators, switches, and control units, the cables and
electrical connections also increase, such that reliabil-
ity, cost, weight, and required space are major concerns.
Therefore, the development of suitable bus systems,
plug systems, and fault-tolerant and reconfigurable elec-
tronic systems are challenges for the designer.

19.3.3 Operating Properties

By applying active feedback control, the precision of,
e.g., a position is reached by comparison of a pro-
grammed reference variable with a measured control
variable and not only through the high mechanical pre-
cision of a passively feedforward-controlled mechanical
element. Therefore, the mechanical precision in design
and manufacturing may be reduced somewhat and sim-
pler constructions for bearings or slideways can be used.
An important aspect in this regard is compensation

of larger and time-variant friction by adaptive friction
compensation. Larger friction at the cost of backlash
may also be intended (e.g., gears with pretension), be-
cause it is usually easier to compensate for friction
than for backlash. Model-based and adaptive control
allow operation at more operating points (wide-range
operation) compared with fixed control with unsatis-
factory performance (danger of instability or sluggish
behavior). A combination of robust and adaptive con-
trol enables wide-range operation, e.g., for flow, force,
and speed control, and for processes involving engines,
vehicles, and aircraft. Better control performance al-
lows the reference variables to be moved closer to
constraints with improved efficiencies and yields (e.g.,
higher temperatures, pressures for combustion engines
and turbines, compressors at stalling limits, and higher
tensions and higher speed for paper machines and steel
mills).

19.3.4 New Functions

Mechatronic systems also enable functions that could
not be performed without digital electronics. Firstly,
nonmeasurable quantities can be calculated on the
basis of measured signals and influenced by feedfor-
ward or feedback control. Examples are time-dependent
variables such as the slip for tires, internal tensions,
temperatures, the slip angle and ground speed for steer-
ing control of vehicles or parameters such as damping
and stiffness coefficients, and resistances. The auto-
matic adaptation of parameters, such as damping and
stiffness for oscillating systems based on measurements
of displacements or accelerations, is another example.
Integrated supervision and fault diagnosis becomes in-
creasingly important with more automatic functions,
increasing complexity, and higher demands on relia-
bility and safety. Then, fault tolerance by triggering
of redundant components and system reconfiguration,
maintenance on request, and any kind of teleservice
makes the system more intelligent.

19.3.5 Other Developments

Mechatronic systems frequently allow flexible adapta-
tion to boundary conditions. A part of the functions
and also precision becomes programmable and rapidly
changeable. Advanced simulations enable the reduction
of experimental investigations with many parameter
variations. Also, shorter time to market is possible if
the basic elements are developed in parallel and the
functional integration results from the software.
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Table 19.1 Some properties of conventional and mechatronic designed systems

Conventional design Mechatronic design

Added components Integration of components (hardware)

Bulky Compact

Complex Simple mechanisms

Cable problems Bus or wireless communication

Connected components Autonomous units

Simple control Integration by information processing (software)

Stiff construction Elastic construction with damping by electronic feedback

Feedforward control, linear (analog) control Programmable feedback (nonlinear) digital control

Precision through narrow tolerances Precision through measurement and feedback control

Nonmeasurable quantities change arbitrarily Control of nonmeasurable estimated quantities

Simple monitoring Supervision with fault diagnosis

Fixed abilities Adaptive and learning abilities

A far-reaching integration of the process and the
electronics is much easier if the customer obtains the
functioning system from one manufacturer. Usually,
this is the manufacturer of the machine, the device or
the apparatus. Although these manufacturers have to in-
vest a lot of effort in coping with the electronics and
the information processing, they gain the chance to add
to the value of the product. For small devices and ma-

chines with large production numbers, this is obvious.
In the case of larger machines and apparatus, the pro-
cess and its automation frequently comes from different
manufacturers. Then, special effort is needed to produce
integrated solutions.

Table 19.1 summarizes some properties of mecha-
tronic systems compared with conventional electrome-
chanical systems.

19.4 Integration Forms of Processes with Electronics

Figure 19.6a shows a general scheme of a classical
mechanical–electronic system. Such systems resulted
from adding available sensors and actuators and ana-
log or digital controllers to the mechanical components.
The limits of this approach were the lack of suit-
able sensors and actuators, unsatisfactory lifetime under
rough operating conditions (acceleration, temperature,
and contamination), large space requirements, the re-
quired cables, and relatively slow data processing.
With increasing improvements in the miniaturization,
robustness, and computing power of microelectronic
components, one can now try to place more emphasis on
the electronic side and design the mechanical part from
the beginning with a view to a mechatronic overall sys-
tem. Then, more autonomous systems can be envisaged,
e.g., in the form of encapsulated units with noncon-
tacting signal transfer or bus connections and robust
microelectronics.

Integration within a mechatronic system can be per-
formed mainly in two ways: through the integration
of components and through integration by information
processing (see also Table 19.1).

The integration of components (hardware integra-
tion) results from designing the mechatronic system as
an overall system and embedding the sensors, actua-
tors, and microcomputers into the mechanical process
(Fig. 19.6b). This spatial integration may be limited to
the process and sensor or the process and actuator.
The microcomputers can be integrated with the actu-
ator, the process or sensor, or be arranged at several
places. Integrated sensors and microcomputers lead to
smart sensors, and integrated actuators and microcom-
puters develop into smart actuators. For larger systems,
bus connections will replace the many cables. Hence,
there are several possibilities for building an integrated
overall system by proper integration of the hardware.

Integration by information processing (software
integration) is mostly based on advanced control func-
tions. Besides basic feedforward and feedback control,
an additional influence may take place through pro-
cess knowledge and corresponding online information
processing (Fig. 19.6c). This means processing of avail-
able signals at higher levels, as will be discussed in
the next Section. This includes the solution of tasks
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Fig. 19.6a–c Integration of mechatronic systems: (a) general
scheme of a (classical) mechanical–electronic system; (b) inte-
gration through components (hardware integration); (c) integration
through functions (software integration)

such as supervision with fault diagnosis, optimization,
and general process management. The corresponding
problem solutions result in online information process-
ing, especially using real-time algorithms, which must
be adapted to the properties of the mechanical pro-
cess, e.g., expressed by mathematical models in the
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Fig. 19.7 Integration of mechatronic systems: integration
of components (hardware integration); integration by in-
formation processing (software integration)

form of static characteristics, differential equations, etc.
(Fig. 19.7). Therefore, a knowledge base is required,
comprising methods for design and information gain,
process models, and performance criteria. In this way,
the mechanical parts are governed in various ways
through higher-level information processing with in-
telligent properties, possibly including learning, thus
resulting in integration with process-adapted software.
Both types of integration are summarized in Fig. 19.7.
In the following, mainly integration through informa-
tion processing will be considered.

Recent approaches for mechatronic systems mostly
use signal processing at lower levels, e.g., damp-
ing or control of motions or simple supervision.
Digital information processing, however, allows the
solutions of many more tasks, such as adaptive con-
trol, learning control, supervision with fault diagnosis,
decisions for maintenance or even fault-tolerance ac-
tions, economic optimization, and coordination. These

Fig. 19.8 Different levels of information processing for
process automation. u: manipulated variables; y: measured
variables; v: input variables; r: reference variables�
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higher-level tasks are sometimes summarized as process
management. Information processing at several levels
under real-time condition is typical for extensive pro-
cess automation (Fig. 19.8).

With the increasing number of automatic functions
(autonomy) including electronic components, sensors,
and actuators, increasing complexity, and increasing de-
mands on reliability and safety, integrated supervision
with fault diagnosis becomes increasingly important.
This is, therefore, a significant natural feature of
an intelligent mechatronic system. Figure 19.9 shows
a process influenced by faults. These faults indicate
unpermitted deviations from normal states and can
be generated either externally or internally. External
faults are, e.g., caused by the power supply, contam-

ination or collision, internal faults by wear, missing
lubrication, and actuator or sensor faults. The classic
methods for fault detection are limit-value checking
and plausibility checks of a few measurable variables.
However, incipient and intermittent faults cannot usu-
ally be detected, and in-depth fault diagnosis is not
possible with this simple approach. Therefore, model-
based fault detection and diagnosis methods have been
developed in recent years, allowing early detection
of small faults with normally measured signals, also
in closed loops [19.48–51]. Based on measured in-
put signals U(t), output signals Y (t), and process
models, features are generated by, e.g., parameter esti-
mation, state and output observers, and parity equations
(Fig. 19.9).

19.5 Design Procedures for Mechatronic Systems

The design of mechatronic systems requires system-
atic development and use of modern software design
tools. As with any design, mechatronic design is also
an iterative procedure. However, it is much more in-
volved than for pure mechanical or electrical systems.
Figure 19.10 shows that, in addition to traditional
domain-specific engineering, integrated simultaneous
(concurrent) engineering is required due to the inte-

gration of engineering across traditional boundaries
that is typical of the development of mechatronic
systems.

Hence, the mechatronic design requires a simultane-
ous procedure in broad engineering areas. Traditionally,
the design of mechanics, electrics and electronics, con-
trol, and human–machine interface were performed in
different departments with only occasionally contact,
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sometimes sequentially (bottom-up design). Because of
the requirements for integration of hardware and soft-
ware functions, these areas have to work together and
the products have to be developed more or less simulta-
neously to an overall optimum (concurrent engineering,
top-down design). Usually, this can only be realized
with suitable teams.

The principle procedure for the design of mecha-
tronic systems is, e.g., described in the VDI-Richtlinie
(guideline) 2206 [19.11]. A flexible procedural model is
described, consisting of the following elements:

1. Cycles of problem solutions at microscale:

• Search for solutions by analysis and synthesis of
basis steps• Comparison of requirements and reality• Performance and decisions• Planning

2. Macroscale cycles in the form of a V-model:

• Logical sequence of steps• Requirements• System design• Domain-specific design• System integration• Verification and validation• Modeling (supporting)• Products: laboratory model, functional model, pre-
series product

3. Process elements for repeating working steps:

• Repeating process elements• System design, modeling, element design, integra-
tion, . . .

The V-model, according to [19.11, 52], is distin-
guished with regard to system design and system
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Fig. 19.11 A “V” development scheme for mechatronic systems

integration with domain-specific design in mechani-
cal engineering, electrical engineering, and information
processing. Usually, several design cycles are re-
quired, resulting, e.g., in the following intermediate
products:

• Laboratory model: first functions and solutions,
rough design, first function-specific investigations• Functional model: further development, fine-tuning,
integration of distributed components, power mea-
surements, standard interfaces• Pre-series product: consideration of manufacturing,
standardization, further modular integration steps,
encapsulation, field tests.

The V-model originates most likely from software
development [19.53]. Some important design steps for

mechatronic systems are shown in Fig. 19.11 in the form
of an extended V-model, where the following are distin-
guished: system design up to laboratory model, system
integration up to functional model, and system tests up
to pre-series product.

The maturity of the product increases as the individ-
ual steps of the V-model are followed. However, several
iterations have to be performed, which is not illustrated
in the figure.

Depending on the type of product, the degree of
mechatronic design is different. For precision mechanic
devices the integration is already well developed. In the
case of mechanical components one can use as a basis
well-proven constructions. Sensors, actuators, and elec-
tronics can be integrated by corresponding changes, as
can be seen, e.g., in adaptive shock absorbers, hydraulic
brakes, and fluidic actuators. In machines and vehicles it
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can be observed that the basic mechanical construction
remains constant but is complemented by mechatronic

components, as is the case for machine tools, combus-
tion engines, and automobiles.

19.6 Computer-Aided Design of Mechatronic Systems

The general goal in the design of mechatronic systems
is the use of computer-aided design tools from differ-
ent domains. A survey is given in [19.11]. The design
model given in [19.52] distinguishes the following inte-
gration levels:

• Basic level: specific product development, computer-
aided engineering (CAE) tools• Process-oriented level: design packages, status, pro-
cess management, data management• Model-oriented level: common product model for
data exchange (STEP)

Process model

Simulation tool High-performance
real-time computer
(full pass, bypass)

Control
algorithm

upwm

p2, setpoint

p2, stat

T2, stat

p2p2

T2

neng

neng

θFW

θFW

Real process (engine) Real ECU + real actuator
(injection pump)

Integrated
mechatronic system

(final product)

ECU model

SiL

HiL
RCP

Fig. 19.12 Different couplings of process and electronics for a mechatronic design. SiL: software-in-the-loop; RCP:
rapid control prototyping; HiL: hardware-in-the-loop

• System-oriented level: coupling of information
technology (IT) tools with, e.g., CORBA, DCOM,
and JAVA

The domain-specific design is usually designed on
general CASE tools, such as CAD/CAE for mechan-
ics, two-dimensional (2-D) and three-dimensional (3-D)
design with AutoCAD, computational fluid dynamics
(CFD) tools for fluidics, electronics and board-layout
(PADS), microelectronics (VHDL), and computer aided
design of control systems CADCS tools for the control
design (see, e.g., [19.52]).
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For overall modeling, object-oriented software is
especially of interest based on the use of general
model-building laws. The models are first formulated
as noncausal objects installed in libraries. They are then
coupled with graphical support (object diagrams) by
using methods of herit and reusability.

Examples are MODELICA, MOBILE, VHDL-
AMS, 20 SIM; see, e.g., [19.54–59]. A broadly used
tool for simulation and dynamics design is MAT-
LAB/SIMULINK.

To design mechatronic systems various simulation
environment models have been developed, as shown in
the V-model (Fig. 19.11). In the case of software-in-
the-loop (SiL) simulation the process and its control is
simulated in a higher language to carry out basic inves-
tigations (Fig. 19.12). This does not require real-time
simulation and is directed towards consideration of gen-
eral process behavior and control structure in an earlier
stage to avoid too many prototypes.

If first mechatronic prototypes exist but the final
hardware of the control is missing, the rapid-control-
prototyping (RCP) procedure can be used. In this,
a mechatronic prototype operates as a real system with
a simulated control on a test rig in order to test, e.g.,
control algorithms under real conditions. The prototyp-
ing computer is a powerful real-time computer with
higher-language programming.

Hardware-in-the-loop (HiL) simulation is used to
perform various tests in a laboratory with final hardware
(electronic control unit: ECU) and the final software
together with the simulated process on a powerful com-
puter. Through HiL simulation, extreme operational
and environmental conditions can also be investigated,
along with faults and failures that cannot be realized
with a real process on a test rig or a real vehicle, be-
cause the situations would be either too dangerous or
too expensive. HiL simulation requires special electron-
ics for reconstruction of the sensor signals and usually
includes real actuators (e.g., hydraulics, pneumatics or
injection pumps). Through these simulation methods
the development of mechatronic systems can be per-
formed without synchronous development on the side
of the process, the electronics, or the software.

When designing mechatronic systems the tradi-
tional borders of various disciplines have to be crossed.
For the classical mechanical engineer this frequently
means that knowledge of electronic components, in-
formation processing, and systems theory has to be
deepened, and for the electrical/electronic engineer that
knowledge on thermodynamics, fluid mechanics, and
engineering mechanics has to be enlarged. For both,
more knowledge on modern control principles, soft-
ware engineering, and information technology may be
necessary (see also [19.60]).

19.7 Conclusion and Emerging Trends

This Chapter could only give a brief overview of
mechatronic systems. As outlined, mechatronic sys-
tems cover a very broad area of engineering disciplines.
Advanced mechatronic components and systems are
realized in many products such as automobiles, com-
bustion engines, aircraft, electrical drives, actuators,
robots, and precision mechanics and micromechanics.
However, the integration aspects of mechanics and
electronics include increasingly more components and
systems in the wide areas of mechanical and electrical
engineering.

As the development towards the integration of
computer-based information processing into products
and their manufacturing comprises large areas of engi-
neering, suitable education in modern engineering and
also training is fundamental for technological progress.
This means, among others, to take multidisciplinary so-
lutions and method-oriented procedures into account.
The development of curricula for mechatronics as
a proper combination of electrical and mechanical en-
gineering and computer science during the last decade
shows this tendency.
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Sensors and S20. Sensors and Sensor Networks

Wootae Jeong

Sensors are essential devices in many indus-
trial applications such as factory automation,
digital appliances, aircraft/automotive applica-
tions, environmental monitoring, and system
diagnostics. The main role of those sensors is
to measure changes of physical quantities of
surroundings. In general, sensors are embed-
ded into sensory devices with a circuitry as
a part of a system. In this chapter, various
types of sensors and their working principles
are briefly explained as well as their techni-
cal advancement to recent smart microsensors
is introduced. Specifically, the individual sen-
sor issue is also extended to emerging networked
sensors and their applications from recent re-
search activities. Through this chapter, readers can
also understand how multisensors or networked
sensors can be configured and how they can
collaborate with each other to provide higher per-
formance and reliability within networked sensor
systems.
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20.1 Sensors

A sensor is an instrument that responds to a specific
physical stimulus and produces a measurable corre-
sponding electrical signal. A sensor can be mechanical,
electrical, electromechanical, magnetic or optical. Any
devices that are directly altered in a predictable, mea-
surable way by changes in a real-world parameter
can be a sensor for that parameter. Sensors have an
important role in daily life because of the need to
gather information and process it conveniently for
specific tasks. Recent advances in microdevice technol-
ogy, microfabrication, chemical processes, and digital
signal processing have enabled the development of mi-
cro/nanosized, low-cost, and low-power sensors called
microsensors. Microsensors have been successfully ap-

plied to many practical areas, including medical and
space devices, military equipment, telecommunication,
and manufacturing applications [20.1, 2]. When com-
pared with conventional sensors, microsensors have
certain advantages, such as interfering less with the en-
vironment they measure, requiring less manufacturing
cost, being used in narrow spaces and harsh environ-
ments, etc. The successful application of microsensors
depends on sensor capability, cost, and reliability

20.1.1 Sensing Principles

Sensors can be technically classified into various
types according to their working principle, as listed
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334 Part C Automation Design: Theory, Elements, and Methods

Table 20.1 Technical classification of sensors according to their working principle

Sensing principle Sensors

Resistance change Strain gage, potentiometer, potentiometric throttle position sensor (TPS),

resistance temperature detector (RTD), thermistor, piezoresistive sensor,

magnetoresistive sensor, photoresistive sensor

Capacitance change Capacitive-type torque meter, capacitance level sensor

Inductance change Linear variable differential transformer (LVDT), inductive angular position sensor

(magnetic pick-up), inductive torque meter

Electromagnetic induction Electromagnetic flow meter

Thermoelectric effect Thermocouple

Piezoelectric effect Piezoelectric accelerometer, sound navigation and ranging (SONAR)

Photoelectric effect Photodiode, phototransistor, photo-interrupter (optical encoder)

Hall effect Hall sensor

in Table 20.1. That is, sensors can measure physical
phenomena by capturing resistance change, capaci-
tance change, inductance change, thermoelectric effect,
piezoelectric effect, photoelectric effect, Hall effect,
and so on [20.3, 4]. Among these effects, most sensors
utilize the resistance change of a conductor, i. e., re-
sistivity. As long as the current density is uniform in
the insulator, the resistance R of a conductor of cross-
sectional area A can be computed as

R = ρl

A
, (20.1)

where l is the length of the conductor, A is the cross-
sectional area, and ρ is the electrical resistivity of the
material. Resistivity is a measure of the material’s abil-
ity to oppose electric current. Therefore, change of
resistance can be measured by detecting physical defor-
mation (l or A) of conductive materials or by sensing
resistivity (ρ) of conductor. As an example, a strain
gage is a sensor that measures resistance by deforma-
tion of length or cross-sectional area, and a thermometer
is a sensor that measures resistance by examining the
resistivity change of a material. By expanding (20.1)
in a Taylor series and then simplifying the equation,
resistance change can be expressed as

ΔR = Δρ
l

A
+Δl

ρ

A
−ΔA

ρl

A2
. (20.2)

By dividing both side of (20.2) by the resistance R, the
resistance change rate can be expressed as

ΔR

R
= Δρ

ρ
+ Δl

l
− ΔA

A
= Δρ

ρ
+ ε+2νε , (20.3)

where ε and ν are the strain and the Poisson’s ratio of the
material, respectively. When the resistivity (ρ) of a sens-
ing material is close to constant, the resistance can be
determined from the values of strain (ε) and Poisson’s
ratio (ν) of the material (e.g., strain gage). When the
resistivity of a sensing material is sensitive to the mea-
suring targets and values of ε, ν can be neglected; the
resistance can be measured from the resistivity change
(Δρ/ρ) (e.g., resistance temperature detector (RTD)).

In capacitance-based sensors, the sensor measures
the amount of electric charge stored between two plates
of capacitors. The capacitance C can be calculated as

C = εA

d
, (20.4)

where A is the area of each plate, d is the separa-
tion between the plates, and ε is the dielectric constant
(or permittivity) of the material between the plates.
The dielectric constant for a number of very useful di-
electrics changes as a function of the applied electrical
field. Thus, capacitance-based sensors utilize capac-
itance change by measuring the dielectric constant,
the area (A) of, or the separation (d) between the
plates. A capacitive-type torque meter is an example of
a capacitance-based sensor.

Inductance-based sensors measure the ratio of the
magnetic flux to the current. Linear variable differential
transformers (LVDT; Fig. 20.1) and magnetic pick-up
sensors are representative inductance-based sensors.

Electromagnetic induction-based sensors are based
on Faraday’s law of induction, which is involved in the
operation of transformers, inductors, and many forms
of electrical generators. The law states that the induced
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A

B

Fig. 20.1 Cutaway view of an LVDT. Current is driven
through the primary coil at A, causing an induction current
to be generated through the secondary coils at B

electromotive force (EMF) in any closed circuit is equal
to the time rate of change of the magnetic flux through
the circuit. Quantitatively, the law takes the following
form

E =− dΦB

dt
, (20.5)

where E is the electromotive force (EMF) and ΦB is the
magnetic flux through the circuit.

Besides these types of sensors, thermocouples mea-
sure the temperature difference between two points
rather than absolute temperature. In traditional appli-
cations, one of the junctions (the cold junction) is
maintained at a reference temperature, while the other
end is attached to a probe. Having available a cold junc-
tion at a known temperature is simply not convenient
for most directly connected control instruments. They
incorporate into their circuits an artificial cold junc-
tion using some other thermally sensitive device, such
as a thermistor or diode, to measure the temperature
of the input connections at the instrument, with special
care being taken to minimize any temperature gradient
between terminals. Hence, the voltage from a known
cold junction can be simulated, and the appropriate
correction applied. Photodiodes, phototransistors, and
photo-interrupters are sensors that use the photoelectric
effect. Other types of sensors are listed in Table 20.1.

20.1.2 Position, Velocity,
and Acceleration Sensors

Sensors can also be classified by the physical phenom-
ena measured, such as position, velocity, acceleration,

heat, pressure, flow rate, sound, etc. This classification
of sensors is briefly explained below.

Position Sensors
A position sensor is any device that enables position
measurement. Position sensors include limit switches
or proximity sensors that detect whether or not some-
thing is close to or has reached a limit of travel. Position
sensors also include potentiometers that measures ro-
tary or linear position. The linear variable differential
transformer (LVDT) is an example of the potentiome-
ters for measuring linear displacement, while resolvers
and optical encoders measure the rotary position of a ro-
tating shaft. The LVDT and resolver function much
like a transformer. The optical encoder produces digi-
tal signals that convert motion into a sequence of digital
pulses. In fact, there also exist optical encoders for mea-
suring linear motion.

Some position sensors are classified by their
measuring techniques. Sonars measure distance with
sonic/ultrasonic waves and radar utilizes electronic/
radio to detect or measure the distance between two ob-
jects. Many other sensors are used to measure position
or distance.

Velocity Sensors
Speed measurement can be obtained by taking consec-
utive position measurements at known time intervals
and computing the derivative of the position values.
A tachometer is an example of a velocity sensor that
does this for a rotating shaft. The typical dynamic time
constant of a tachometer is in the range 10–100 μs.
A tachometer is a passive analog sensor that pro-
vides an output voltage proportional to the velocity of
a shaft. There is no need for an external reference or
excitation voltage. Traditionally tachometers have been
used for velocity measurement and control only, but
all modern tachometers have quadratic outputs which
are used for velocity, position, and direction measure-
ments, making them effectively functional as position
sensors.

Acceleration Sensors
An acceleration sensor or accelerometer is a sensor
designed to measure continuous mechanical vibration
such as aerodynamic flutter and transitory vibration
such as shock waves, blasts or impacts. Accelerom-
eters are normally mechanically attached or bonded
to an object or structure for which acceleration is to
be measured. The accelerometer detects acceleration
along one axis and is insensitive to motion in orthog-
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onal directions. Strain gages or piezoelectric elements
constitute the sensing element of an accelerometer,
converting vibration into a voltage signal. The de-
sign of an accelerometer is based on the inertial
effects associated with a mass connected to a moving
object.

Detailed information and technical working pro-
cesses about position, velocity, and acceleration sensors
can be found in many references [20.5, 6].

20.1.3 Miscellaneous Sensors

There are other groups of sensors to measure physical
quantities such as force, strain, temperature, pressure,
and flow. Force sensors are represented by a load cell
that is used to measure a force. The load cell consists of
several strain gages connected to a bridge circuit to yield
a voltage proportional to the load. Temperature sensors
are devices that indirectly measure quantities such as
pressure, volume, electrical resistance, and strain and
then convert the values using the physical relationship
between the quantity and temperature; for example:
(a) a bimetallic strip composed of two metal layers with
different coefficients of thermal expansion utilizes the
difference in the thermal expansion of the two metal lay-
ers, (b) a resistance temperature sensor constructed of
metallic wire wound around a ceramic or glass core and
hermetically sealed utilizes the resistance change of the
metallic wire with temperature, and (c) a thermocouple
constructed by connecting two dissimilar metals in con-

a) b)

c) d)

Fig. 20.2a–d Various sensors: (a) absolute encoder, (b) photoresis-
tor, (c) sonar, (d) digital load cell cutaway (courtesy of Society of
Robots)

tact produces a voltage proportional to the temperature
of the junction [20.7, 8].

Flow Sensors
A flow sensor is a device for sensing the rate of fluid
flow. In general, a flow sensor is the sensing element
used in a flow meter to record the flow of fluids. Some
flow sensors have a vane that is pushed by the fluid (e.g.,
a potentiometer), while other flow sensors are based on
heat transfer caused by the moving medium.

Ultrasonic Sensors
Ultrasonic sensors or transducer generates high-
frequency sound waves and evaluate the echo received
back by the sensor. An ultrasonic sensor computes the
time interval between sending the signal and receiving
the echo to determine the distance to an object. Radar
or sonar works on a principal similar to that of the ul-
trasonic sensor. Some sensors are depicted in Fig. 20.2.
However, there are many other groups of sensors not
listed in this section. With the advent of semiconduc-
tor electronics and manufacturing technology, sensors
have become miniaturized and accurate, and brought
into existence micro/nanosensors.

Vision Sensors
Another widely used sensor is a vision sensor. A vision
sensor is typically used embedded in a vision system.
A vision system can be used to measure shape, ori-
entation, area, defects, differences between parts, etc.
Vision technology has improved significantly over the
last decade in that they have become rather standard
smart sensing components in most factory automation
systems for part inspection and location detection. In
general, a vision system consists of a vision camera,
an image processing computer, and a lighting system.
The basic principle of operation of a vision system is
that it forms an image by measuring the light reflected
from objects, and the sensor head analyzes the output
voltage from the light intensity received. The sensor
head consists of an array of photosensitive, photodiodes
or charge-coupled devices (CCD). Currently, various
signal-processing techniques for the reflected signals
are applied for many industrial applications to provide
accurate outputs, as illustrated in Fig. 20.3.

20.1.4 Micro- and Nanosensors

A microsensor is a miniature electronic device function-
ing similar to existing large-scale sensors. With recent
micro-electromechanical system (MEMS) technology,
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a) b)

c) d)

Fig. 20.3a–d Types of vision sensor applications: (a) automated low-volume/high-variety production, (b) vision sensors
for error-proof oil cap assembly, (c) defect-free parts with 360◦ inspection, (d) inspection of two-dimensional (2-D)
matrix-marked codes (courtesy of Cognex Corp.)

Dot 2001
demo scale

Wec 1999
smart rock

Spec 2003
mote on a chip

Mica2 2002

Mica 2002Rene 2000

Fig. 20.4 Evolution of smart wireless microsensors (courtesy of Crossbow Technology Inc.)

microsensors are integrated with signal-processing cir-
cuits, analog-to-digital (A/D) converters, programmable
memory, and a microprocessor, a so-called smart
microsensor [20.9, 10]. Current smart microsensors
contain an antenna for radio signal transmission. Wire-
less microsensors are now commercially available and
are evolving with more powerful functionalities, as il-
lustrated in Fig. 20.4.

In general, a wireless microsensor consists of
a sensing unit, a processing unit, a power unit, and com-
munication elements. The sensing unit is an electrical
part detecting the physical variable from the envi-
ronment. The processing unit (a tiny microprocessor)
performs signal-processing functions, i. e., integrating

Node Node

Node Processing unit
(processor,
memory)

Receiver Transmitter Amplifier

Sensing unit
(sensor, ADC)

Power unit

Fig. 20.5 Wireless micronode model. Each node has a sensing
module (analog-to-digital converter (ADC)), processing unit, and
communication elements
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Fig. 20.6 Three-dimensional (3-D) model of three types of
single-walled carbon nanotubes, like those used to make
certain nanosensors (created by Michael Ströck on Febru-
ary 1, 2006)�

data and computation required in the processing of
information. The communication elements consist of
a receiver, a transmitter, and an amplifier if needed.
The power unit provides energy source with other units
(Fig. 20.5). Basically, all individual sensor nodes are op-
erated by a limited battery, but a base-station node as
a final data collecting center can be modeled with an
unlimited energy source.

Under the microscale, nanosensors are used in
chemical and biological sensory applications to de-
liver information about nanoparticles. As an example,
nanotubes are used to sense various properties of
gaseous molecules, as depicted in Fig. 20.6. In develop-
ing and commercializing nanosensors, developers still
need to overcome high costs of production and reliabil-
ity challenges. In the near future, there is tremendous

(7,10) nanatube
(chiral)

(10,10) nanatube
(armchair)

(0,10) nanatube
(zig-zag)

room to enhance the technology and implement various
nanosensors in real-life applications.

20.2 Sensor Networks

20.2.1 Sensor Network Systems

Before the advent of microminiaturization technology,
single-sensor systems had an important role in a variety
of practical applications because they were relatively
easy to construct and analyze. Single-sensor systems,
however, were the only solution when there was critical
limitation of implementation space. Moreover, single-
sensor systems for recently emerging applications have
various limitations and disadvantages:

• They have limited applications and uses; for in-
stance, if a system should measure several variables,
e.g., temperature, pressure, and flow rate, at the
same time in the application, single-sensor systems
are insufficient.• They cannot tolerate a variety of failures which may
take place unexpectedly.• A single sensor cannot guarantee timely delivery
of accurate information all of the time because it
is inevitably affected by noise and other uncertain
disruptions.

These limitations are critical when a system requires
highly reliable and timely information. Therefore,

single-sensor systems are not suitable when robust and
accurate information is required in the application.

To overcome the critical disadvantages of single-
sensor systems in most applications, multisensor net-
work systems which require replicated sensory informa-
tion have been studied, along with their communication
network technologies. Replicated sensor systems are
applicable not only because microfabrication technol-
ogy enables production of various microsensors at
low manufacturing cost, but also because microsen-
sors can be embedded in a system with replicated
deployment. These redundantly deployed sensors en-
able a system to improve accuracy and tolerate sensor
failure, i. e., distributed microsensor arrays and net-
works (DMSA/DMSN) are built from collections of
spatially scattered microsensor nodes. Each node has
the ability to measure the local physical variable within
its accuracy limit, process the raw sensory data, and
cooperate with its neighboring nodes.

Sensors incorporated with dedicated signal-process-
ing functions are called intelligent, or smart, sensors.
The main roles of dedicated signal processing functions
are to enhance design flexibility and realize new sens-
ing functions. Additional roles are to reduce loads on
central processing units and signal transmission lines by
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distributing information processing to the lower layers
of the system [20.10].

A set of microsensors deployed close to each other
to measure the same physical quantity of interest is
called a cluster. Sensors in a cluster can be either of
the same or different type to form a distributed sen-
sor network (DSN). A DSN can be utilized in a widely
distributed sensor system and implemented as a locally
concentrated configuration with a high density.

20.2.2 Multisensor Data Fusion Methods

There are three major ways in which multiple sensors
interact [20.11, 12]: (1) complementary, when sensors
do not depend on each other directly, but are combined
to give a more complete image of the phenomena being
studied; (2) competitive, when sensors provide indepen-
dent measurement of the same information regarding
a physical phenomenon; and (3) cooperative, when sen-
sors combine data from independent sensors to derive
information that would be unavailable from the individ-
ual sensors.

In order to combine information collected from each
sensor, various multisensory data fusion methods can be
applied. Multisensor data fusion is the process of com-
bining observations from a number of different sensors
to provide a robust and complete description of an envi-
ronment or process of interest. Most current data fusion
methods employ probabilistic descriptions of observa-
tions and processes and use Bayes’ rule to combine this
information [20.13, 14].

Bayes’ Rule
Bayes’ rule lies at the heart of most data fusion meth-
ods. In general, Bayes’ rule provides a means to make
inferences about an object or environment of interest
described by a state x, given an observation z. Based
on the rule of conditional probabilities, Bayes’ rule is
obtained as

P(x|z) = P(z|x)P(x)

P(z)
. (20.6)

The conditional probability P(z|x) serves the role of
a sensor model. The probability is constructed by fix-
ing the value of x = x and then asking what probability
density P(z|x = x) on x is inferred. The multisensory
form of Bayes’ rule requires conditional independence

P(z1, . . . , zn |x) = P(z1|x) . . . P(zn |x)

=
n∏

i=1

P(zi |xi ) . (20.7)

The recursive form of Bayes’ rule is

P(x|Zk) = P(zk|x)P(x|Zk−1)

P
(
zk|Zk−1

) . (20.8)

From this equation, one needs to compute and store
only the posterior density P(x|Zk−1), which contains
a complete summary of all past information.

Probabilistic Grids
Probabilistic grids are the means to implement the
Bayesian data fusion technique to problems in map-
ping [20.15] and tracking [20.16]. Practically, a grid
of likelihoods on the states xij is produced in the form
P(z = z|xij ) = Λ(xij ). It is then trivial to apply Bayes’
rule to update the property value at each grid cell as

P+(xij ) = CΛ(xij )P(xij ) ∀i, j , (20.9)

where C is a normalizing constant obtained by summing
posterior probabilities to 1 at node ij only. Compu-
tationally, this is a simple pointwise multiplication of
two grids. Grid-based fusion is appropriate to situations
where the domain size and dimension are modest. In
such cases, grid-based methods provide straightforward
and effective fusion algorithms. Monte Carlo and par-
ticle filtering methods can be considered as grid-based
methods, where the grid cells themselves are samples of
the underlying probability density for the state.

The Kalman Filter
The Kalman filter is a recursive linear estimator that
successively calculates an estimate for a continuous-
valued state on the basis of periodic observations of
the state. The Kalman filter may be considered a spe-
cific instance of the recursive Bayesian filter [20.17] for
the case where the probability densities on states are
Gaussian.

The Kalman filter algorithm produces estimates that
minimize mean-squared estimation error conditioned
on a given observation sequence and so is the condi-
tional mean

x̂(i| j) � E[x(i)|z(1), . . . , z( j)] � E[x(i)|Z j ] .
(20.10)

The estimate variance is defined as the mean-squared
error in this estimate

P(i| j) � E
{[x(i)− x̂(i| j)][x(i)− x̂(i| j)]� |Z j} .

(20.11)

The estimate of the state at a time k, given all infor-
mation up to time k, is written x̂(k|k). The estimate of
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the state at a time k given only information up to time
k−1 is called a one-step-ahead prediction and is written
x̂(k|k−1).

The Kalman filter is appropriate to data fusion prob-
lems where the entity of interest is well defined by
a continuous parametric state. Thus, it would be use-
ful to estimate position, attitude, and velocity of an
object, or the tracking of a simple geometric feature.
Kalman filters, however, are inappropriate for estimat-
ing properties such as spatial occupancy, discrete labels
or processes whose error characteristics are not easily
parameterized.

Sequential Monte Carlo Methods
The sequential Monte Carlo (SMC) filtering method is
a simulation of the recursive Bayes update equations
using sample support values and weights to describe
the underlying probability distributions. SMC recur-
sion begins with an a posterior probability density
represented by a set of support values and weights
{xi

k−1, w
i
k−1|k−1}Nk−1

i=1 in the form

P
(
xk−1|Zk−1)=

Nk−1∑
i=1

wi
k−1δ

(
xk−1 − xi

k−1

)
.

(20.12)

Leaving the weights unchanged wi
k = wi

k−1 and allow-
ing the new support value xi

k to be drawn on the basis of
old support value xi

k−1, the prediction becomes

P
(
xk|Zk−1)=

Nk−1∑
i=1

wi
k−1δ

(
xk − xi

k

)
. (20.13)

The SMC observation update step is relatively straight-
forward and described in [20.13, 18].

SMC methods are well suited to problems where
state-transition models and observation models are
highly nonlinear. However, they are inappropriate for
problems where the state space is of high dimension.
In addition, the number of samples required to model
a given density faithfully increases exponentially with
state-space dimension.

Interval Calculus
Interval representation of uncertainty has a number of
potential advantages over probabilistic techniques. An
interval to bound true parameter values provides a good
measure of uncertainty in situations where there is
a lack of probabilistic information, but in which sen-
sor and parameter error is known to be bounded. In this

technique, the uncertainty in a parameter x is simply de-
scribed by a statement that the true value of the state x is
known to be bounded between a and b, i. e., x ∈ [a, b].
There is no other additional probabilistic structure im-
plied. With a, b, c, d ∈ R, interval arithmetic is also
possible as

d([a, b], [c, d]) = max(|a− c|, |b−d|) . (20.14)

Interval calculus methods are sometimes used for detec-
tion, but are not generally used in data fusion problems
because of the difficulties to get results converged to
anything value, and to encode dependencies between
variables.

Fuzzy Logic
Fuzzy logic has achieved widespread popularity for rep-
resenting uncertainty in high-level data fusion tasks.
Fuzzy logic provides an ideal tool for inexact reasoning,
particularly in rule-based systems. In the conventional
logic system, a membership function μA(x) (also called
the characteristic function) is defined. Then the fuzzy
membership function assigns a value between 0 and 1,
indicating the degree of membership of every x to the
set A. Composition rules for fuzzy sets follow the com-
position processes for normal crisp sets as

A∩ B � μA∩B(x) = min[μA(x), μB(x)] , (20.15)

A∪ B � μA∪B(x) = max[μA(x), μB(x)] . (20.16)

The relationship between fuzzy set theory and probabil-
ity is, however, still debated.

Evidential Reasoning
Evidential reasoning methods are qualitatively different
from either probabilistic methods or fuzzy set theory. In
evidential reasoning, belief mass cannot only be placed
on elements and sets, but also sets of sets, while in
probability theory a belief mass may be placed on any
element xr ∈ χ and on any subset A ⊆ χ. The domain of
evidential reasoning is the power set 2χ . Evidential rea-
soning methods play an important role in discrete data
fusion, attribute fusion, and situation assessment, where
information may be unknown or ambiguous.

Multisensory fusion methods and their models are
summarized in Table 20.2, and details can be founded
in [20.13, 14].

In addition, multisensor integration or fusion is not
only the process of combining inputs from sensors with
information from other sensors, but also the logical pro-
cedure of inducing optimal output from multiple inputs
with one representative format [20.19]. In the fusion of
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Table 20.2 Multisensor data fusion methods [20.13]

Approach Method Fusion model and rule

Probabilistic modeling Bayes’ rule P(x|Zk) = P(zk |x)P(x|Zk−1)

P
(

zk |Zk−1
)

Probabilistic grids P+(xij ) = CΛ(xij )P(xij )

The Kalman filter
P(i| j)

� E
{[x(i)− x̂(i| j)][x(i)− x̂(i| j)]� |Z j

}

Sequential Monte Carlo methods
P
(
xk|Zk

)
= C

Nk∑
i=1

wi
k−1 P

(
zk = zk|xk = xi

k

)
δ
(
xk − xi

k

)
Nonprobabilistic modeling Interval calculus d([a, b], [c, d]) = max(|a− c|, |b−d|)

Fuzzy logic
A∩ B �μA∩B(x) = min[μA(x), μB(x)]
A∪ B �μA∪B(x) = max[μA(x), μB(x)]

Evidential reasoning
2χ = {{occupied, empty}, . . .
{occupied}, {empty}, 0}

large-size distributed sensor networks, an additional ad-
vantage of multisensor integration (MSI) is the ability
to obtain more fault-tolerant information. This fault tol-
erance is based on redundant sensory information that
compensates for faulty or erroneous readings of sen-
sors. There are several types of multisensor fusion and
integration methods, depending on the types of sensors
and their deployment [20.20]. This topic has received
increasing interest in recent years because of the sen-
sibility of networks built with many low-cost micro-
and nanosensors. As an example, a recent improve-
ment of the fault-tolerance sensor integration algorithm
(FTSIA) by Liu and Nof [20.21, 22] enables it not only
to detect possibly faulty sensors and widely faulty sen-
sors, but also to generate a final data interval estimate
from the correct sensors after removing the readings of
those faulty sensors.

20.2.3 Sensor Network Design
Considerations

Sensor networks are somewhat different from tra-
ditional operating networks because sensor nodes,
especially microsensors, are highly prone to failure over
time. As sensor nodes weaken or even die, the topol-
ogy of the active sensor networks changes frequently.
Especially when mobility is introduced into the sen-
sor nodes, maintaining the robustness and discovering
topology consistently become challenging. Therefore,
the algorithms developed for sensor network commu-
nication and task administration should be flexible and
stable against changes of network topology and work
properly under unexpected failure of sensors.

In addition, in order to be used in most applications,
DSN systems should be designed with application-

specific communication algorithms and task administra-
tion protocols because microsensors and their network-
ing systems are extremely resource constrained. There-
fore, most research efforts have focused on application-
specific protocols with respect to energy consumption
and network parameters such as node density, ra-
dio transmission range, network coverage, latency, and
distribution. Current network protocols also use broad-
casting for communication, while traditional and ad hoc
networks use point-to-point communication. Hence, the
routing protocols, in general, should be designed by
considering crucial sensor network features as follows:

1. Fault tolerance: Over time, sensor nodes may fail or
be blocked due to lack of power, physical damage
or environmental interference. The failure of sensor
nodes, however, should not affect the overall oper-
ation of the sensor network. Thus, fault tolerance
or reliability is the ability to sustain sensor network
functionality despite likely problems.

2. Accuracy improvement: Redundancy of information
can reduce overall uncertainty and increase the ac-
curacy with which events are perceived. Since nodes
located close to each other are combining informa-
tion about the same event, fused data improve the
quality of the event information.

3. Timeliness: DSN can provide the processing paral-
lelism that may be needed to achieve an effective
integration process, either at the actual speed that
a single sensor could provide, or at even faster oper-
ation speed.

4. Network topology: A large number of nodes de-
ployed throughout the sensory field should be
maintained by carefully designed topology because
any changes in sensor nodes and their deployments
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affect the overall performance of DSN. Therefore,
a flexible and simple topology is usually preferred.

5. Energy consumption: Since each wireless sensor
node is working with a limited power source, the
design of power-saving protocols and algorithms is
a significant issue for providing longer lifetime of
sensor network systems.

6. Lower cost: Despite the use of redundancy, a dis-
tributed microsensor system obtains information
at lower cost than the equivalent information ex-
pected from a single sensor because it does not
require the additional cost of functions to obtain the
same reliability and accuracy. The current cost of
a microsensor node, e.g., dust mote [20.9], is still
expensive (US$ 25–172), but it is expected to be
less than US$ 1 in the near future, so that sensor
networks can be justified.

7. Scalability: The coverage area of a sensor network
system depends on the transmission range of each
node and the density of the deployed sensors. The
density of the deployed nodes should be carefully
designed to provide a topology appropriate for the
specific application.

To provide the optimal solution to meet these de-
sign criteria in the sensor network, researchers have
considered various protocols and algorithms. However,
none of these studies has been developed to improve all

Cluster

BS BSCluster
head

Cluster
head

a) b)

BS BSc) d)

Fig. 20.7a–d Four different configurations of wireless sensor net-
works: (a) single hop with clustering, (b) multihop with clustering,
(c) single hop without clustering, and (d) multihop without cluster-
ing. BS – base station

design factors because the design of a sensor network
system has typically been application specific.

A distributed network of microsensor arrays (MSA)
can yield more accurate and reliable results based on
built-in redundancy. Recent developments of flexible
and robust protocols with improved fault tolerance will
not only meet essential requirements in distributed sys-
tems but will also provide advanced features needed
in specific applications. While MEMS sensor technol-
ogy has advanced significantly in recent years, scientists
now realize the need for design of effective MEMS sen-
sor communication networks and task administration.

20.2.4 Sensor Network Architectures

A well-designed distributed network of microsensor ar-
rays can yield more accurate and reliable results based
on built-in redundancy. Recent developments of flexible
and robust protocols with improved fault tolerance will
not only meet essential requirements in distributed sys-
tems but will also provide advanced features needed in
specific applications. They can produce widely acces-
sible, reliable, and accurate information about physical
environments.

Various architectures have been proposed and de-
veloped to improve the performance of systems and
fault-tolerance functionality of complex networks de-
pending on their applications. General DSN structures
for multisensor systems were first discussed by Wes-
son et al. [20.23]. Iyengar et al. [20.24] and Nadig
et al. [20.25] improved and developed new architectures
for distributed sensor integration.

A network is a general graph G = (V, L), where V
is a set of nodes (or vertices) and L is a set of com-
municating links (or edges) between nodes. For a DSN,
a node means an intelligent sensing node consisting
of a computational processor and associated sensors,
and an edge is the connectivity of nodes. As shown
in Fig. 20.7, a DSN consists of a set of sensor nodes,
a set of cluster-head (CH) nodes, and a communi-
cation network interconnecting the nodes [20.20, 24].
In general, one sensor node communicates with more
than one CH, and a set of nodes communicating with
a CH is called a cluster. A clustering architecture can
increase system capacity and enable better resource
allocation [20.26, 27]. Data are integrated in CH by
receiving required information from associated sen-
sors of the cluster. In the cluster, CHs can interact
not only with other CHs, but also with higher-level
CHs or a base station. A number of network con-
figurations have been developed to prolong network
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lifetime and reduce energy consumption in forward-
ing data. In order to minimize energy consumption,
routing schemes can be broadly classified into two cat-
egories: (1) clustering-based data forwarding scheme
(Fig. 20.7a,b) and (2) multihop data forwarding scheme
without clustering (Fig. 20.7b,d).

In recent years, with the advancement of wireless
mobile communication technologies, ad hoc wireless
sensor networks (AWSNs) have become important.
With this advancement, the above wired (microwired)
architectures remain relevant only where wireless com-
munication is physically prohibited; otherwise, wireless
architectures are considered superior. The architecture
of AWSN is fully flexible and dynamic, that is, a mo-
bile ad hoc network represents a system of wireless
nodes that can freely reorganize into temporary net-
works as needed, allowing nodes to communicate in
areas with no existing infrastructure. Thus, interconnec-
tion between nodes can be dynamically changed, and
the network is set up only for a short period of com-
munication [20.28]. Now the AWSN with an optimal
ad hoc routing scheme has become an important design
concern.

In applications where there is no given pattern of
sensor deployment, such as battlefield surveillance or
environmental monitoring, the AWSN approach can
provide efficient sensor networking. Especially in dy-
namic network environments such as AWSN, three
main distributed services, i. e., lookup service, com-
position service, and dynamic adaptation service by
self-organizing sensor networks, are also studied to con-
trol the system (see, for instance, [20.29]).

In order to route information in an energy-efficient
way, directed diffusion routing protocols based on the
localized computation model [20.30, 31] have been
studied for robust communication. The data consumer
will initiate requests for data with certain attributes.
Nodes will then diffuse the requests towards producers
via a sequence of local interactions. This process sets
up gradients in the network which channel the delivery
of data. Even though the network status is dynamic, the
impact of dynamics can be localized.

A mobile-agent-based DSN (MADSN) [20.32] uti-
lizes a formal concept of agent to reduce network
bandwidth requirements. A mobile agent is a floating
processor migrating from node to node in the DSN and
performing data processing autonomously. Each mo-
bile agent carries partially integrated data which will
be fused at the final CH with other agents’ informa-
tion. To save time and energy consumption, as soon as
certain requirements of a network are satisfied in the

progress of its tour, the mobile agent returns to the base
station without having to visit other nodes on its route.
This logic reduces network load, overcoming network
latency, and improves fault-tolerance performance.

20.2.5 Sensor Network Protocols

Communication protocols for distributed microsensor
networks provide systems with better network capa-
bility and performance by creating efficient paths and
accomplishing effective communication between the
sensor nodes [20.29, 33, 34].

The point-to-point protocol (PTP) is the simplest
communication protocol and transmits data to only one
of its neighbors, as illustrated in Fig. 20.8a. However,
PTP is not appropriate for a DSN because there is no
communication path in case of failure of nodes or links.

In the flooding protocol (FP), the information sent
out by the sender node is addressed to all of its neigh-
bors, as shown in Fig. 20.8b. This disseminates data
quickly in a network where bandwidth is not limited and
links are not loss-prone. However, since a node always
sends data to its neighbors, regardless of whether or not
the neighbor has already received the data from another
source, it leads to the implosion problem and wastes re-
sources by sending duplicate copies of data to the same
node.

The gossiping protocol (GP) [20.35, 36] is an al-
ternative to the classic flooding protocol in which,
instead of indiscriminately sending information to all
its neighboring nodes, each sensor node only forwards
the data to one randomly selected neighbor, as depicted
in Fig. 20.8c. While the GP distributes information
more slowly than FP, it dissipates resources, such as
energy, at a relatively lower rate. In addition, it is not as
robust relative to link failures as a broadcasting protocol
(BP), because a node can only rely on one other node to
resend the information for it in the case of link failure.

In order to solve the problem of implosion and
overlap, Heinzelman et al. [20.37] proposed the sensor

a) PTP b) FP c) GP

Fig. 20.8a–c Three basic communication protocols: (a) point-to-
point protocol (PTP), (b) flooding protocol (FP), and (c) gossiping
protocol (GP)
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protocol for information via negotiation (SPIN). SPIN
nodes negotiate with each other before transmitting
data, which helps ensure that only useful transmission
of information will be executed. Nodes in the SPIN pro-
tocol use three types of messages to communicate: ADV
(new data advertisement), REQ (request for data), and
DATA (data message). Thus, SPIN protocol works in
three stages: ADV–REQ–DATA. The protocol begins
when a node advertises the new data that is ready to
be disseminated. It advertises by sending an ADV mes-
sage to its neighbors, naming the new data (ADV stage).
Upon receiving an ADV, the neighboring node checks
to see whether it has already received or requested the
advertised data to avoid implosion and the overlap prob-
lem. If not, it responds by sending a REQ message for
the missing data back to the sender (REQ stage). The
protocol completes when the initiator of the protocol re-
sponds to the REQ with a DATA message, containing
the missing data (DATA stage).

In a relatively large sensor network, a cluster-
ing architecture with a local cluster-head (CH) is
necessary. Heinzelman et al. [20.38] proposed the low-
energy adaptive clustering hierarchy (LEACH), which
is a clustering-based protocol that utilizes randomized
rotation of local cluster base stations to evenly distribute
the energy load of sensors in DSN. Energy-minimizing
routing protocols have also been developed to extend
the lifetime of the sensing nodes in a wireless network;
for example, a minimum transmission energy (MTE)
routing protocol [20.39] chooses intermediate nodes
such that the sum of squared distances is minimized by
assuming a square-of-distance power loss between two
nodes. This protocol, however, results in unbalanced
termination of nodes with respect to the entire network.

Sensor level Middleware level Application level

• Data
 dessamination
• Self-configuration
• Sensor rate
 configuration
• Communication
 scheduling
• Monitoring the
 battery power
• Sensor state
 control
• Cluster control
 messages

• Resource context
• Cluster context
• Energy context
• Temporal context

Context
management

• Error handling
• Service differenciation
• Network control
• Event detection and
 coordination
• Middleware component
 control

Qos control

• Service interpreter
• Application
 specification
• Qos requirements
• Data aggregation
• Analysis service

Services

• Analyze data
• Manage database
• Application
 requirements
• Industrial application
 classification
• Trade-offs

Application manager

Networked
sensors

Low-level
data abstraction

Fig. 20.9 Middleware architecture for facility sensor network applications (MidFSN) (after [20.36])

In recent years, a time-based network protocol
has been developed. The objective of a time-based
protocol is to ensure that, when any tasks keep the
resource idle for too long, their exclusive service by
the resource is disabled; that is, the time-based control
protocol is intended to provide a rational collabora-
tion rule among tasks and resources in the networked
system [20.40]. Here, slow sensors will delay timely
response and other sensors may need to consume ex-
tra energy. The patented fault tolerant time-out protocal
(FTTP) uses the basic concept of a time-out scheme
effectively in a microsensor communication control
(FTTP is a patent-pending protocol of the PRISM Cen-
ter at Purdue University, USA).

The design of industrial open protocols for mostly
wired communication known as fieldbuses, such as De-
viceNet and ControlNet, have also been evolved to
provide open data exchange and a messaging frame-
work [20.41]. Further development for wireless has
been investigated in asset monitoring and maintenance
using an open communication protocol such as Zig-
Bee [20.42].

Wireless sensor network application designers also
require a middleware to deliver a general runtime
environment that inherits common requirements un-
der application specifications. In order to provide
robust functions to industrial applications under some-
what limited resource constraints and the dynamics
of the environment, appropriate middleware is also
required to contain embedded trade-offs between es-
sential quality-of-service (QoS) requirements from
applications. Typically, a sensor network middleware
has a layered architecture that is distributed among
the networked sensor systems. Based on traditional
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Middleware
(MidFSN)

Resource
management
QoS control

services

Base station

Photoelectronic
sensor

Inductive sensor

Fig. 20.10 Wireless microsensor network system with two different types of microsensor nodes in an industrial automa-
tion application (after [20.43])

architectures, researchers [20.43] have recently been
developing a middleware for facility sensor network
(MidFSN) whose layered structure is classified into
three layers as depicted in Fig. 20.9.

20.2.6 Sensor Network Applications

Distributed microsensor networks have mostly been ap-
plied to military applications. However, a recent trend
in sensor networks has been to apply the technology to
various industrial applications. Figure 20.10 illustrates
a networked sensor application used in factory automa-
tion. Environment applications such as examination of
flowing water and detection of air contaminants require
flexible and dynamic topology for the sensor network.
Biomedical applications of collecting information from
internal human body are based on bio/nanotechnology.
For these applications, geometrical and dynamical char-
acteristics of the system must be considered at the
design step of network architecture [20.44]. It is also
essential to use fault-tolerant network protocols to ag-
gregate very weak signals without losing any critical
signals. Specifically designed sensor network systems
can also be applicable for intelligent transportation
systems, monitoring material flow, and home/office net-
work systems.

Tachometer

GPS

Transponder

Accelerometer

Gyroscope

Kalman filter

Doppler

Fig. 20.11 Networked sensors for train tracking and tracing (global
positioning system (GPS))

Public transportation systems are another exam-
ple of sensor network applications. Sensor networks
have been successfully implemented into highway sys-
tems for vehicle and traffic monitoring, providing key
technology for intelligent transportation systems (ITS).
Recently various networked sensors have been applied
to railway system to monitor the location of rolling
stocks and detect objects or obstacles on the rail in ad-
vance (Fig. 20.11). Networked sensors can cover a wide
monitoring area and deliver more accurate informa-
tion.
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20.3 Emerging Trends

Energy-conserving microsensor network protocols have
drawn great attention over the years. Other important
metrics such as latency, scalability, and connectivity
have also been deeply studied recently. However, it
should be realized that there are still emerging research
issues in sensor network systems. Although current
wireless microsensor network research is moving for-
ward to more practical application areas, emerging
research on the following new topics should be further
examined and will surface.

20.3.1 Heterogeneous Sensors
and Applications

In many networked sensor applications and their per-
formance evaluation, homogeneous or identical sensors
were most commonly considered; therefore network
performance was mainly determined by the geometri-
cal distances between sensors and the remaining energy
of each sensor. In practical applications other fac-
tors can also influence coverage, such as obstacles,
environmental conditions, and noise. In addition to non-
homogeneous sensors, other sensor models can deal
with nonisotropic sensor sensitivities, where sensors
have different sensitivities in different directions.

The integration of multiple types of sensors such
as seismic, acoustic, and optical sensors in a specific
network platform and the study of the overall cov-
erage of the system also present several interesting
challenges. In addition, when sensor nodes should be
shared by multiple applications with differing goals,
protocols must efficiently serve multiple applications si-
multaneously. Therefore, for heterogeneous sensors and
their network application development, several research
questions should be considered:

1. How should resources be utilized optimally in het-
erogeneous sensor networks?

2. How should heterogeneous data be handled effi-
ciently?

3. How much and what type of data should be pro-
cessed to meet quality-of-service (QoS) goals while
minimizing energy usage?

20.3.2 Security

Another emerging issue in wireless sensor networks
is related to network security. Since the sensor net-
work may operate in a hostile environment, security

needs to be built into the network design and not as
an afterthought. That is, network techniques to pro-
vide low-latency, survivable, and secure networks are
required.

In general, low probability of communication de-
tection is needed for networks because sensors are
envisioned for use behind enemy lines. For the same
reasons, the network should be protected again intrusion
and spoofing. For the network security, some research
questions should be examined:

1. How much and what type of security is really
needed?

2. How can data be authenticated?
3. How can misbehaving nodes be prevented from pro-

viding false data?
4. Can energy and security be traded-off such that the

level of network security can be easily adapted?

20.3.3 Appropriate Quality-of-Service (QoS)
Model

Research in QoS has received considerable attention
over the years. QoS has to be supported at media ac-
cess control (MAC), routing, and transport layers. Most
existing ad hoc routing protocols do not support QoS.
The routing metric used in current work still refers to
the shortest path or minimum hop. However, bandwidth,
delay, jitter, and packet loss (reliability or data deliv-
ery ratio) are other important QoS parameters. Hence,
mechanisms of current ad hoc routing protocols should
allow for route selection based on both QoS require-
ments and QoS availability. In addition to establishing
QoS routes, QoS assurance during route reconfiguration
has to be supported too. QoS considerations need to be
made to ensure that end-to-end QoS requirements con-
tinue to be supported. Hence, there is still significant
room for research in this area.

20.3.4 Integration with Other Networks

In the near future, sensor networks may interface with
other networks, such as a Wi-Fi network, a cellular
network, or the Internet. Therefore, to find the best
way to interface these networks will be a big issue.
Sensor network protocols should support (or at least
not compete with) the protocols of the other networks;
otherwise sensors could have dual network interface
capabilities.
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Industrial Int21. Industrial Intelligent Robots

Yoshiharu Inaba, Shinsuke Sakakibara

It has been believed for a long time since the
birth of the industrial robot that the only task it
could perform was to play back simple motions
that had been taught in advance. At the beginning
of the 21st century, the industrial robot was born
again as the industrial intelligent robot, which
performs highly complicated tasks like skilled
workers on a production site, mainly due to the
rapid advancement in vision and force sensors.
The industrial intelligent robot has recently been
a key technology to solve issues that today’s
manufacturing industry is faced with, including
the decreasing number of skilled workers and
demands for reducing manufacturing costs and
delivery time. In this chapter, the latest technology
trends in its element technologies such as vision
and force sensors are introduced with some of
its applications such as the robot cell, which
has succeeded in drastically reducing machining
costs.
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21.1 Current Status of the Industrial Robot Market

Industrial robots are now taking active part in vari-
ous fields, including automotive and general industries.
Today, industrial robots are used in many industries
in many countries. The operational stock of industrial
robots in major industrialized countries is shown in Ta-
ble 21.1. Current industrial robots are typically used in
such applications as spot welding, arc welding, spray
painting, and material handling, as shown in Figs. 21.1–
21.4, respectively.

Devol started the history of the industrial robot by
filing the patent of its basic idea in 1954. A teaching-
playback type industrial robot was delivered as a prod-
uct for the first time in the USA in 1961. The robot
featured two basic operations, teaching and playback,
which are adopted in almost all robots on current factory
floors.
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Table 21.1 Shipments and operational stock of multipurpose industrial robots in 2005 and 2006 and forecasts for 2007–2010.
Number of units (source: World Robotics 2007)

Yearly installations Operational stock at year-end
Country 2005 2006 2007 2010 2005 2006 2007 2010

America 21 986 17 910 21 400 24 400 143 634 154 680 167 100 209 000

North America

(Canada, Mexico, USA) 21 567 17 417 20 500 23 000 139 984 150 725 162 400 200 900

Central

and South America 419 493 900 1400 3650 3955 4700 8100

Asia/Australia 76 047 61 748 66 000 75 000 481 652 479 027 500 500 579 900

China 4461 5770 6600 7900 11 557 17 327 23 900 47 000

India 450 836 1600 4500 1069 1905 3500 14 100

Japan 50 501 37 393 39 900 42 300 373 481 351 658 355 000 362 900

Republic of Korea 13 005 10 756 10 700 11 800 61 576 68 420 73 600 94 000

Taiwan,

Province of China 4096 4307 15 464 19 204

Thailand 1458 1102 2472 3574

Other Asia 1163 812 11 095 11 385

Australia/New Zealand 913 772 4938 5554

Europe 28 432 31 536 35 000 39 000 296 918 315 624 329 800 380 000

Austria 485 498 4148 4382

Benelux 1097 1459 9362 10 128

Denmark 354 417 2661 3013

Finland 556 321 4159 4349

France 3077 3071 3300 3200 30 236 32 110 34 000 38 800

Germany 10 075 11 425 12 700 13 000 126 294 132 594 137 900 147 400

Italy 5425 6259 6900 6400 56 198 60 049 63 800 72 000

Norway 115 181 811 960

Portugal 144 268 1542 1710

Spain 2709 2409 24 141 26 008

Sweden 939 865 8028 8245

Switzerland 442 458 3732 3940

Turkey 207 368 403 771

United Kingdom 1363 1220 1000 800 14 948 15 082 15 300 13 800

Central/Eastern

European countries 1287 1322 9446 10 781

other Europe 157 995 809 1502

Africa 204 426 700 900 634 1060 1700 4400

Total 126 669 112 203 123 100 139 300 922 838 950 974 999 100 1 173 300

Source: IFR, national robot associations and UNECE (up to 2004)

21.2 Background of the Emergence of Intelligent Robots

The use of industrial robots on the production site
started a rapid expansion in the 1980s because it came
to be known that they had the possibility of improving

productivity and making the quality of products stable.
However, this led to a situation where, for example,
dedicated equipment had to be prepared to supply work-
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Fig. 21.1 Spot welding

Fig. 21.2 Arc welding

pieces to a robot. Also, human operators had to prepare
workpieces in alignment for the dedicated equipment
before the robot loaded a workpiece to such a machine
tool as a lathe. In 2001, the industrial intelligent robots
(hereafter intelligent robots) appeared on the industrial
scene mainly to automate loading workpieces to the
fixtures of machine tools such as machining centers.

Fig. 21.3 Spray painting

Fig. 21.4 Material handling

Before discussing specifics, it is necessary to look
back at the history of machining process automa-
tion. The first private sector numerical control (NC)
was developed in the 1950s, followed by the dramatic
enhancement of the NC machine tool market. The ma-
chining itself was almost completely automated by the
NC; however, loading and unloading of workpieces
to and from machine tools were still done by human
operators even in the 1990s. The intelligent robot ap-
peared in 2001 for the first time. The term intelligent
robot does not mean a humanoid robot that walks and
talks like a human being, but rather one that performs
highly complicated tasks like a skilled worker on the
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Fig. 21.5 Mechanical structure of an industrial robot

production site by utilizing vision sensors and force
sensors. It has first enabled the automatic precision
loading of workpieces to the fixture of the machin-
ing center and eliminated the need for dedicated parts

supply equipment, as the robot picks up workpieces
one by one using its vision sensor once the work-
pieces are delivered to a basket near the robot. This
also eliminated a burdensome process imposed upon
human operators; that of arraying workpieces for the
dedicated equipment. In addition, the automation of
several tasks, which follow the machining, such as
deburring, most of which had been difficult for con-
ventional robots, was also realized by the intelligent
robot.

Thus, intelligent robots have recently been increas-
ingly introduced in production, mainly due to their high
potential for enhancing global competitiveness as a key
technology to solve issues that today’s manufacturing
industry is faced with, including the decreasing number
of skilled workers and demands for reducing manu-
facturing costs and delivery time. In this regard, the
rapid advancement in vision and force sensors and of-
fline programming, and the element technologies for
intelligent robots support the trend of robotic automa-
tion.

21.3 Intelligent Robots

21.3.1 Mechanical Structure

Figure 21.5 shows a typical configuration of a vertical
articulated type six-axis robot. There are no big differ-
ences between the mechanical structure of an intelligent
robot and that of a conventional robot. It comprises sev-
eral servomotors, reducers, bearings, arm castings, etc.

Motion control

CPU SRAM

Servo
Processor

Servo
motor

Force
sensor

Vision
sensor Teach pendant

6-axis
amplifier

DRAM Flash
ROM CPU

USB
RS232C
RS422
ethernet

I/O
unit

Communication
control

Fig. 21.6 Control system

21.3.2 Control System

As shown in Fig. 21.6, the sensor interface, which en-
ables the connection of sensors such as vision sensors
and/or force sensors to the controller, features the con-
trol system of an intelligent robot compared to that of
a conventional robot. High-speed microprocessors and
communication interface also features it. Operators of
intelligent robots make robot motion programs by oper-
ating the teach pendant shown in Fig. 21.7 and moving
the robot arm step by step.

The servo control of intelligent robots is similar to
that of conventional robots as shown in Fig. 21.8. The
performance of several servo control functions of intel-
ligent robots, such as the interpolation period, are highly
enhanced compared with that of conventional robots.

21.3.3 Vision Sensors

Two types of vision sensors are often used on the factory
floor: two-dimensional (2-D) and three-dimensional
(3-D) vision sensors. The 2-D vision sensors acquire
two-dimensional images of an object by irradiating nat-
ural light or artificial light on the object and taking the
image of the reflected light with a CCD or other type of
camera. This enables obtaining a two-dimensional po-
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Fig. 21.7 Teach pendant

sition and rotation angle of the object. Recently, 2-D
vision sensors have been made useful under the severe
production environment at the factory floor due to en-
hanced tolerance to change in brightness and image
degradation based on improved processing algorithms
and increased processing speed. Figure 21.9 shows

Target
position

Velocity Phase current

t

t

Current
position

Motion
command

Position
control

Velocity
control

Current
control

Power
amp

Servo
motorCurrent feedback

Pulse
coder

Phase information

Velocity feedback

Position feedback

Fig. 21.8 Servo control

Rotation Original Concealment

• Robust against changes in captured images
• No need for parameter tuning leads to simple teaching
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change (totally)

Brightness
change (partially)

Out of focus

Resizing Poor quality

CCD camera

Fig. 21.9 Images captured by 2-D vision sensor

several images captured and processed by 2-D vision
sensors.

There are two major methods for 3-D vision sen-
sors, the structured light method and the stereo method.
Of these, the structured light method irradiates the
structured light such as slit light or pattern light on
an object, and takes images of the reflected light by
a CCD or other type of camera to obtain images of
the object. The 3-D position and posture of the object
are calculated with high accuracy from these images.
Additional information on sensors is also provided in
Chap. 20.
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Object
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projector
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Fig. 21.10 Bin picking

Figure 21.10 shows the bin-picking function real-
ized by using the 3-D vision sensor with the structured
light method. The robot can pick up workpieces one by
one from those randomly piled in a basket using the 3-D
vision sensor.

With respect to the economic effect of the 3-D
vision sensor, this reduces the capital investment ex-
pense by simplifying the peripheral equipment such as
the workpiece feeder, and relieves the operator from
the daily burden of arraying workpieces as shown in
Fig. 21.11.

Some of the vision sensors have control units
built into the robot control system, which significantly
enhances the reliability in use in severe production en-
vironments.

The following section explains the typical se-
quences needed to achieve the bin-picking function.

3-D vision
sensorMaterial delivery

Need for peripheral equipment
such as workpiece feeder and
arrangement of workpieces on
it by human operator

No need for peripheral 
equipment such as workpiece 
feeder and arrangement of 
workpieces on it by human 
operator

Conventional robot

Intelligent robot
with 3-D vision sensor

Fig. 21.11 Economic effect of the vision sensor

Overall Search for the Workpieces
The image of piled workpieces is taken from upper side
by the far-sighted-eye, and the pretaught model is de-
tected from within the image. This far-sighted-eye is
calibrated in advance. Then the approximate position
of each detected workpiece is acquired. The controller
moves the hand-eye (a vision sensor mounted on the
hand) near the work-piece based upon this 3-D position,
and measurement instructions are issued to the sensor
controller, then the trial measurement explained below
is executed.

Trial Measurement
The purpose of the trial measurement is to acquire both
the 3-D position and posture of the workpiece speci-
fied by the overall search. This trial measurement uses
the hand-eye and its measurement position is calcu-
lated with the approximate position of the workpiece
obtained from the overall search.

In the trial measurement the 3-D position and pos-
ture of the workpiece are obtained by projecting the
structured light by the hand-eye sensor. Because the ap-
proximate position of the workpiece obtained from the
overall search does not include the posture of the work-
piece, the trial measurement position and posture are not
always appropriate to the workpiece. This may cause
unsuitable accuracy for workpiece handling. To com-
pensate this condition, fine measurement is performed
in the next step.

Fine Measurement
The hand-eye is able to come closer to the workpiece
after the overall search for the bin and the trial measure-
ment; thus it becomes very easy to measure the position
and posture of the workpiece accurately.

Figure 21.12 shows accuracy improvement in mea-
suring the position and posture of workpieces by

Overall search
(x, y, z, r)

Trial measurement
(x, y, z, w, p, r)

Fine measurement
(x, y, z, w, p, r)

Measurement error

Sensing step

Fig. 21.12 Accuracy improvement by repetitive measure-
ment
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this repetitive measurement using the 3-D vision
sensor.

Error Recovery
When building an automation system, it is desirable
to prevent errors that might stop the system before-
hand, but complete provisions to prevent errors are
impossible, and the occurrence of unexpected errors is
inevitable. For this reason, intelligent robots incorpo-
rate exception-handling functions that work in the event
of an error occurring. Exception handling analyzes the
cause of the error to recover the corresponding error
state. This prevents the fall in the operation rate of the
bin-picking system.

For instance, when a workpiece is taken out from
among those in the basket, the interference of the robot
and peripheral equipment might happen occasionally.
Then the robot controller with its high sensitivity col-
lision detection function, the details of which are shown
in Fig. 21.13, detects the load suddenly added to the
robot by the interference, and stops the movement of
the robot instantaneously. The position and the posture
of the robot are retrieved, and it becomes possible for
the robot to continue to move afterwards. This function
prevents robot and peripheral equipment from being
damaged beforehand, and is useful for improving the
operation rate of the system.

The other 3-D vision method, the stereovision
method, uses images taken by two cameras, by match-
ing corresponding points on the left and right images
to calculate the objects’ 3-D position and posture
(Fig. 21.14). Although it takes some time to match cor-
responding points, this method may be advantageous in
such a case where a mobile robot has to recognize its
surroundings, as there is no need to irradiate auxiliary
light as in the structured light method.

21.3.4 Force Sensors

A six-axis force sensor is used to give robots dexterity
by mounting it on the wrist of the robot arm. A force
sensor generally detects x-, y-, and z-direction forces
and each axis’ moment (a total of six degrees of free-
dom). The force sensor usually has a strain gauge on
the distortion part, which becomes distorted when ap-
plied with force or moment and makes it possible to
determine its value. Figure 21.15 shows an example
of the force sensor. The use of force sensors has en-
abled the robot to do such tasks as shaft fitting and
gear phase matching for precision machine parts assem-
bly, as well as deburring and polishing, which require

Motor (6 axis)
Input torque

Torque in
collision

Torque in
motion

Yes

Dynamics

Collision

Threshold?

Motor rotational
speed (6 axis)

Robot dynamic model

Spring factor

Mass
Damping
factor

Fig. 21.13 Collision detection

Left camera image Right camera image

Epipolar 
line

Object

Left

Right

CCD camera

Correspondence
point matching

Fig. 21.14 Stereovision method

a certain pressure. Figure 21.16 shows the change of
the force and the moment in a peg-in-hole operation.

Fig. 21.15 Force sensor
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Force

Moment

Peg

Hole

Fig. 21.16 Peg-in-hole with force sensor

Figure 21.17 shows an example of the assembly of the
crank mechanical unit of injection molding machine
with a force sensor. Figure 21.18 shows an example
of the assembly of small electronic devices with force
sensors.

21.3.5 Control Functions

Flexible Control Function of a Robot Arm
Conventional robots have difficulties in loading a cast-
ing workpiece accurately onto the chuck of a lathe or
the fixture of a machining center due to deviance in
position or posture of the casting deriving from the
casting’s dimensional dispersion. In die-casting, there

Small electronic device

Force sensor

Fig. 21.18 Assembly of small electronic device with a force sensor

Force sensor

Crank
mechanical unit

Fig. 21.17 Assembly of a crank mechanical unit with
a force sensor

is also the risk that the conventional robot arm with
a workpiece does not comply with the ejector motion
when the workpiece is drawn out from the die-mold
by the ejector. The robot arm’s flexible control func-
tion enables the robot to softly control its arm in the
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Machining fixture

Workpiece

Fig. 21.19 Robot arm and workpiece comply with the ma-
chining fixture so as to fit the workpiece to the fixture

designated direction in orthogonal coordinate systems.
It can thus accurately load a workpiece to the ma-
chine tool and draw out a workpiece from the die-mold
without any disturbing force in the die-casting opera-
tion. Figure 21.19 shows the flexible control function
of robot arm. It does not use any force sensors but
rather the current of the servomotors that drive the robot
arm.

Coordinated Control Function
of Multiple Robots

Coordinated operation by multiple robots has been
made possible by synchronizing robots connected to
each other via the Ethernet. This function, for exam-
ple, enables multiple robots to carry a heavy workpiece
such as a car body in coordination, where the weight
of the workpiece exceeds the payload capacity of
one robot. Also, a flexible system can be configured
as shown in Fig. 21.20, in which two robots rotate
a workpiece while gripping it, where the two robots
are used as rotating fixtures, and another robot arc-
welds the workpiece in coordination with other robots’
motion.

Robot #2

Workpiece

Robot #1

Robot #3

Fig. 21.20 Coordinated arc welding system with three robots

Collision Detection Function
Humans may have a sense of affinity with robots. How-
ever, robots are a highly rigid machine by nature, and
may cause heavy damage to human beings or other ma-
chines at the time of collision. In the latest robot control
technology, the drive power supply is immediately cut
when a robot collides with an object because it de-
tects the change in the servomotor current that drives
the robot arm. This minimizes the damage if a robot
collides with machines. Human beings must be sepa-
rated from the robot in space and/or time by such safety
means as fences.

21.3.6 Offline Programming System

Offline programming systems have greatly contributed
to decreasing the robot’s programming hours as PC per-
formance has improved. There is usually a library of
robot models in the offline programming system. The
data of workpiece shapes, which has recently been com-
piled by using 3-D CAD systems, is read into the offline
programming system. Peripheral equipment is often de-
fined by using an easy shape generating function of the
offline programming system, or by using 3-D CAD data.
As shown in Fig. 21.21, after loading the workpiece’s
3-D CAD data into the offline programming system,
the robot motion program can easily be generated au-
tomatically, just by designating the deburring path and
the posture of the deburring tool on the PC display.

However, the robot motion program automatically
generated on the PC cannot immediately operate the
robot on the production floor, as the positional relation
of the robot and the workpiece on the PC display is
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Office

CAD
data

Layout Automatic detection
of deburring lines

Setting of tool
orientation

Automatic conversion
to teaching points

Setting of approach
points

Generation of robot
motion program

Transfer
to robot

Fig. 21.21 Deburring program generation by offline programming

Factory floor

3-D vision
sensor

Fig. 21.22 Measurement of workpiece position and posture
by the vision sensor

slightly different from that of the real robot and work-
piece on the production site. The latest technology in
robot vision sensors calculates the real workpiece’s po-
sition and posture on the production floor, enabling an
automatically generated program to be corrected au-
tomatically, as shown in Fig. 21.22, thus significantly
decreasing the programming time for deburring.

21.3.7 Real-Time Supervisory
and Control System

The real-time supervisory and control system is a soft-
ware package to monitor and control the production
system’s real time, which is generally called SCADA
(supervisory control and data acquisition). As shown
in Fig. 21.23, the system enables an operator to gener-
ate screens interactively, by making use of modularized
functions of data collection, graphical drawing and data
analysis software, as well as standard communication
network and common database. Various production data
including machining data and cycle time can be con-
trolled and analyzed from an office via the Ethernet,
which links the office computers with the CNC machine
tools and robots on the production floor. The plant man-
ager can directly access the production outcome and
operational status of machine tools and robots in the
plant he/she is responsible for via internet or by using
a mobile phone even during his/her travels abroad, to
give precise and timely directions. For a related discus-
sion see Chap. 23 on programming real-time systems
for automation.

There is also a system available with a function
to strongly support finding causes of temporal system
stoppages during the system operation on the produc-
tion floor.
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Robot status  RoboDrill status

Fanuc cimplicity/roboguide

Fig. 21.23 Real-time supervisory and control system

21.4 Application of Intelligent Robots

21.4.1 High-Speed Handling Robot

In the food and pharmaceutical handling field, there
has been a delay in robotic automation compared with
heavy workpiece handling, as the goods handled in this
field are relatively lighter, and as there is a stronger
requirement for higher-speed and continuous handling
operation. Figure 21.24 shows an example of the high-
speed handling by an intelligent robot, which can
operate continuously at high speeds, and is clean, wash-
able, and chemical proof. This robot adopts the dual
drive and torque tandem control method as shown in
Fig. 21.25, the first case in robots, to achieve high-speed
and continuous operation. Each basic axis has two mo-
tors, and by optimally controlling these motors, high
acceleration/deceleration and continuous operation for
high duty performance are achieved.

Using the visual tracking function, which combines
a vision sensor and a tracking function, can increase
handling efficiency. With the vision function built into
the robot controller, the vision system has become
highly reliable for use on the production floor. With
its vision sensor the robot recognizes the position of

a workpiece coming on the conveyer and compensates
the robot motion trajectory by comparing the work-
piece’s position with the conveyor speed data received
from the pulse coder. Also, the system allocates han-
dling operations among multiple robots in order to
increase handling efficiency. Figure 21.24 shows the
visual tracking function by three high-speed handling
robots, which can handle 300 parts/min.

Vision sensor

Fig. 21.24 Visual tracking system by high-speed handling robots
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Speed controlPosition control Current control

Current control
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J3

J3
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Sub motor

Fig. 21.25 Dual drive and torque tandem control

21.4.2 Machining Robot Cell –
Integration of Intelligent Robots
and Machine Tools

Generally, the machining system can reduce machining
costs by operating long hours continuously. The history
of machining system is summarized in Fig. 21.26.

1. In the 1980s, a 24 h continuous operation was
achieved by introducing a CNC machine tool sys-
tem equipped with pallet magazines (Fig. 21.26a).

2. In the 1990s, a 72 h continuous operation including
weekends was achieved by introducing a machining
system equipped with a large-scale multilayer pallet
stocker (Fig. 21.26b).

3. In the 2000s, a robot cell system was developed
in which an intelligent robot directly loads work-
pieces to the machining fixtures of the machining
center, achieving 720 h per month, or 24 h for
30 days, continuous operation. The intelligent robot

1980s1980s 1990s1990s 2000s2000s

Pallet magazine Large-scale
multilayer pallet

stocker

Intelligent robot
– robot cell –

24 hours continuous
operation

72 hours continuous
operation 

720 hours continuous
operation 

1st Generation 2nd Generation 3rd Generation

a) b) c)

stocker

Fig. 21.26a–c A trend in systems for long hours of continuous ma-
chining

Intelligent robot
RoboDrill

Fig. 21.27 Mini robot cell. Decreases machining cost of
long hours of continuous machining drastically

compensates the deviation in its gripping of the
workpiece, resulting from the dimensional varia-
tion of the casting, with its 3-D vision sensor. Also,
the workpiece is loaded to the machining fixture
with precision, because the workpiece is pressed
softly to the surface of the fixture by controlling
the robot arm softly as shown in Fig. 21.19. The
robot cell can substantially reduce labor and ma-
chining costs, as well as initial capital investment
(Fig. 21.26c).

Figure 21.27 shows a mini robot cell comprised of
a CNC drill and an intelligent robot, in which the intel-
ligent robot loads and unloads workpieces to and from
the CNC drill, and measures the dimensions of the ma-

Fig. 21.28 Top mount loader robot

Part
C

2
1
.4



Industrial Intelligent Robots 21.4 Application of Intelligent Robots 361

Fig. 21.29 Big robot

chined workpieces. An operator carries a basket filled
with workpieces in front of the robot. The intelligent
robot with a vision sensor picks up a workpiece from
among those randomly placed in the basket and loads
it to the drill. This robotic system eliminates dedicated
workpiece supply equipment, as well as the manual
work by human operators to array workpieces on it.

Mini robot cells are available from the minimum
configuration of one machine tool and one intelligent
robot to a system with multiple machine tools and
robots, meeting the various requirements of users. In
the case where multiple machine tools work on a work-
piece for different machining processes, there is also
a system in which a mobile intelligent robot runs be-
tween the machine tools to transfer the workpiece as
shown in Fig. 21.28.

Until now, a heavy workpiece of about 1000 kg had
to be handled by the coordination of more than two
robots, and workers had to use the crane to handle the
heavy workpiece. A big intelligent robot, whose pay-
load is about 1000 kg appeared recently. This robot can
simplify the robot cell as shown in Fig. 21.29.

21.4.3 Assembly Robot Cell

Intelligent robots are also expected to take an active
role in the assembly job, which comprises as large

Mini robot Intelligent
robot

Intelligent robotForce
sensor

Vision
sensor

Fig. 21.30 Assembly robot cell

a part of the machine industry as the machining job.
The intelligent robot can perform highly accurate as-
sembly jobs, picking up a workpiece from randomly
piled workpieces on a tray, assembling it with the
fitting precision of 10 μm or less clearance with its
force sensor. Figure 21.30 shows an assembly robot
cell in which intelligent robots are assembling mini
robots.
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21.5 Guidelines for Installing Intelligent Robots

The following items are guidelines that should
be examined before an intelligent robot is intro-
duced.

21.5.1 Clarification of the Range
of Automation by Intelligent Robots

Though the intelligent robot loads workpieces to the
machine tool and assembles parts with high accuracy,
it cannot do everything a skilled worker can do. For in-
stance, the task such as the assembly of a flexible thing
belongs to a field in which humans are more skillful
than intelligent robots. It is necessary to clearly sep-
arate the range that can be automated from the range

that relies on skilled workers before the introduction of
intelligent robots.

21.5.2 Suppression
of Initial Capital Investment Expense

The effect of the introduction of intelligent robots arises
if the peripheral equipment can be simplified by mak-
ing use of flexibility that is one of the major features
of intelligent robots. This effect weakens if the initial
capital investment expense is not suppressed due to an
easy increase of the expense for peripheral equipment
compared with that of the automation that does not use
intelligent robots.

21.6 Mobile Robots

Figure 21.31 shows an autonomous mobile cleaning
robot. The robot is mainly used for floor-cleaning in
skyscrapers. It moves between stories by operating the
elevator by itself, and cleans the floors at night. It au-

Main controller

Gyroscope

Optical transmitter

Filter

Obstacle sensor

Bumper

Drive wheel

Obstacle sensor

Blower motor

Motor controller

Cleaning 
apparatus driver

Running indicator
light

Suction nozzle
with power brush

Fig. 21.31 Autonomous mobile cleaning robot (source: Fuji Heavy Industries Ltd.)

tonomously returns to the start position after it has
worked. More than 10 cleaning systems using the robots
have already been introduced into several skyscrapers in
Japan.
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21.7 Conclusion

The intelligent robot appeared on the factory floor
at the beginning of 2000 and has vision and force
sensors. It can work unattended at night and during hol-
idays because it reduces manual preparations such as
arrangement of workpieces and/or the necessity of sys-
tem monitoring compared with the conventional robot.
Thus, the use efficiency of equipment rises, machin-
ing and assembly costs can be reduced, and the global
competitiveness of a product can be improved.

The industrial intelligent robots still have tasks
in which they cannot compete with skilled workers,

though they have a high level of skills, as has been
explained so far. The assembly task of flexible objects
such as wire-harnesses is one such task. There are sev-
eral on-going research and development activities in the
world to solve these challenges. One idea is to automate
such a task completely, and another is to do it partially.
In the latter case, robots and skilled workers work to-
gether; robots assemble mechanical parts and skilled
workers assemble flexible parts, for example. In any
case, the degree of cooperation between humans and
robots will increase in the near future.

21.8 Further Reading

• Y. Bar-Cohen, C. Breazeal: Biologically Inspired In-
telligent Robots (SPIE Press, Bellingham 2003)• G.A. Bekey: Autonomous Robots: From Biologi-
cal Inspiration to Implementation and Control (MIT
Press, Cambridge 2005)• J.M. Holland: Designing Autonomous Mobile
Robots: Inside the Mind of an Intelligent Machine
(Newnes, Amsterdam 2003)• S.C. Mukhopadhyay, G.S. Gupta: Autonomous
Robots and Agents (Springer, New York 2007)

• S.Y. Nof (Ed.): Handbook of Industrial Robotics
(Wiley, New York 1999)• R. Siegwart, I.R. Nourbakhsh: Introduction to Au-
tonomous Mobile Robots (MIT Press, Cambridge
2004)• P. Stone: Intelligent Autonomous Robotics: A Robot
Soccer Case Study (Morgan Claypool, San Rafael
2007)
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Modeling and22. Modeling and Software for Automation

Alessandro Pasetti, Walter Schaufelberger (Δ)

Automation is in most cases done through the use
of hardware and software. Software-related costs
account for a growing share of total development
costs for automation systems. In the automation
field, containment of software costs can be done
either through the use of model-based tools
(e.g., Matlab) or through a higher level of reuse.
This chapter argues that both technologies have
their place. The first strategy can be used for the
design of software for a large number of identical
installations or for the implementation of only
part of the software (i. e., the control algorithms).
The second strategy is advantageous in the case
of industrial automation systems targeting niche
markets where systems tend to be one-of-a-kind
and where they can be organized in families
of related applications. In many applications,
a combination of the two approaches will produce
the best results. Both approaches are treated
in the paper. The main focus of the chapter is
on developing software for automation. As such
software will often be implemented for slightly
different processes, it is highly appropriate that the
production process is at least partly automated.
As space is limited, this chapter can not cover
all aspects of the design and implementation
of software for automation, but we claim that
the methods discussed here integrate very well
with traditional methods of software and systems
engineering.
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Experience from contributions to various re-
search projects recently performed at Swiss Federal
Technical university (ETH) are also summarized.

Software plays an increasing role in the design and
implementation of automation systems. The efficient
construction of reliable software is therefore a general
goal in many automation projects. Automation projects
are demanding and multifunctional, and nonfunctional
(timing, reliability, testability etc.) requirements have to
be satisfied. From the early days of the development

of computers, their use in automation was investigated,
even if the cost of the computer was in many cases much
higher than the cost of the plant in the early 1970s.

From these early days, two competing develop-
ments emerged. One line developed from the imperative
programming languages used at the time (Fortran, later
C and Pascal) and the other from the control engineer-
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C PROGRAMM ZUR DIGITALEN REGELUNG MIT EINEM P-I-REGLER (DIGREG)
 EXTERNAL PIREG
 COMMON R,S
 CALL STRT
 CALL IGNORE (17)
 CALL SMOD (5,IND)
 PAUSE 1
 CALL SMOD (3,IND)
 CALL DLAYS (1)
 CALL CNCT (18,PIREG,IND)
 READ (4,100) R
 WRITE (4,200) R
 READ (4,101) K
 WRITE (4,201) K
 S = 0
 PAUSE 2
 CALL SMOD (1.IND)
 CALL EARM
 CALL EENA
 CALL SPIG (K,3,2,IND)
1 CONTINUE
 GO TO 1
100 FORMAT (F7.5)
200 FORMAT (10X, 5HR = ,F7.5)
101 FORMAT (13)
201 FORMAT (10X,5HDT = ,I3)
 STOP
 END

 SUBROUTINE PIREG
 DIMENSION X(1),U(1)
 COMMON R,S
 CALL RIDC (1,1,X,IND)
 S = S + R-X(1)
 U(I) = R-X(1) + .0075*S
 CALL SDIC (1,1,U,IND)
 RETURN
 END

Fig. 22.1 Fortran program for a PI controller in 1970

ing approach of describing systems in a declarative way
by block diagrams or similar means. Both of these ways
were continued and led to solutions widely accepted
today in industry.

A Fortran program for a proportional–integral (PI)
controller on the hybrid computer available at the time
to test ideas of digital control is shown in Fig. 22.1.

This is clearly an imperative style. In a text of the
mid 1980s on real-time programming of automation
systems [22.1], conventional programming was still the
only way to program real-time systems, and the real-
time industrial language PORTAL (similar to Pascal)
was used for practical experiments, implementing PI
and adaptive controllers.

A program we developed in the late 1980s for
educational purposes with a graphics environment on

a personal computer (PC) [22.2, 3] is shown next
in Fig. 22.2 as controller for a small heating system.
Simulink was not yet available at the time. At the time,
Gem by Digital Research was found to be better suited
than Windows for such tasks, the program was therefore
written in Gem.

A block diagram is drawn interactively on screen
as the declarative description of the control algorithm,
which can be directly executed to produce experimental
results. This is declarative in nature; the order of execu-
tion is not evident from the drawing. A major problem
when realizing such programs at the time in Modula-
2 was the fact that the language is strongly typed and
that lists of function blocks had to be kept. Obviously,
these function blocks are of differing types. Program-
ming tricks had to be used to overcome this. A redesign
in the object-oriented language Oberon [22.4] demon-
strates how easily such programs can be designed with
the appropriate mechanisms such as subclassing. In
the object–process methodology (OPM) function, struc-
ture, and behavior are integrated into a single, unifying
model, OPM significantly extends the system modeling
capabilities of current object-oriented methods [22.5].

These early attempts to efficient program design and
implementation clearly aimed at producing a program
for a given task. Graphical and textual libraries were
created, but essentially an individual program was the
goal of the design. Though quite different in terms of
the approach taken, these early attempts were all model
based in the sense that a modeling or programming en-
vironment was available and that models were used in
all stages of the development process.

This changed with the introduction of object-based
and object-oriented techniques into software engineer-
ing. It became possible to design adaptive programs or
programs for families of systems with better orientation
on reuse. This is an issue we want to look at in more
detail in the following sections.

First versions of Matlab became available in the late
1970s, and Matlab quickly became a de facto standard
for control engineers, especially for system design.

22.1 Model-Driven Versus Reuse-Driven Software Development

The fundamental problem of software engineering
is to translate a set of user requirements into
executable code that implements them in a man-
ner that is as cost effective as possible. There
are several ways to solve this problem which, at

least conceptually, can be arranged along a con-
tinuous spectrum that has at its two extremes
the so-called model-driven and reuse-driven ap-
proaches. These two approaches are illustrated in
Fig. 22.3.
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Fig. 22.2 An early programming and experiment environment

Although most projects will take an intermediate
or mixed approach, it is useful to consider briefly the
two extreme approaches in isolation from each other as
a way to clarify their distinctive features.

In the model-driven approach (left-hand side of
Fig. 22.3), the user requirements are expressed in
a modeling environment that is capable of automatically
generating the application code. The prototypical ex-
ample of such an environment is the Matlab tool suite.
The cost and schedule savings arise from the fact that
the software design and implementation phases are fully
automated.

In the reuse-driven approach (right-hand side of
Fig. 22.3), the user requirements are implemented by
configuring and composing a set of predefined software
building blocks. The cost and schedule savings in this
case originate from the possibility of reusing existing
software artifacts (modules, components, code frag-
ments, etc.). Traditionally, the reuse-driven approach
was implemented by developing libraries of reusable
modules. More recently, software frameworks have
emerged as a more effective alternative to achieve the

same aim of minimizing software development costs by
leveraging reuse.

Each approach has its strengths and weaknesses.
The model-driven approach holds the promise of com-
pletely automating the software development process,
but is in reality limited by the expressive power of
the selected modeling language. Thus, for instance,
Matlab provides powerful modeling facilities for de-
scribing transfer functions and state machines but it
does not support well modeling of other functionali-
ties that are equally important in embedded applications
(such as management of external units, generation of
housekeeping data, processing of operator commands,
management and implementation of failure detection
and recovery mechanisms, etc.).

The reuse approach can be more flexible both be-
cause reusable building blocks can, in principle, be
provided to cover as wide a range of functionalities as
desired, and because it can be applied in an incremental
way with repositories of reusable building blocks being
built up over time. The main drawback of this approach
is that the selection, configuration, and composition of

Part
C

2
2
.1



368 Part C Automation Design: Theory, Elements, and Methods

Requirement
modeling

environment

Application
code

Component
composition
environment

Application
code

User
requirements

Model-driven
approach

Reuse-driven
approach

Repository of
reusable building blocks

Fig. 22.3 Model-driven versus reuse-driven approach

the building blocks is difficult to automate and, if done
by hand, remains a tedious and error-prone task.

In practice, no application is entirely reuse or model
driven. Instead, the two approaches are complementary
and are applied to different parts of the same applica-
tion. Consider, for instance, the case of a typical satellite
on-board application. A model-driven approach is ide-
ally suited to cover the modeling and implementation of
the control algorithms of the application. This is appro-
priate because there are very good modeling techniques
for expressing control algorithms and there are very
powerful tools for translating models into code-level
implementations. The existence and high level of ma-
turity of the modeling techniques and of the tools is in
turn a consequence of the wide range of applications
that need control algorithms.

A model-driven approach would, however, be un-
suitable to cover functionalities such as the management
of satellite sensors or the processing commands from
the ground station. These functionalities are entirely
specific to the satellite domain and this domain is too

narrow to justify the effort required to develop dedicated
modeling techniques and support tools. In these cases,
a reuse-driven approach offers the most effective means
to improve the efficiency of the software development
process.

In general, the reuse-driven approach is appropri-
ate wherever there is a need to model and implement
functionalities that are specific to a particular domain.
This is due to the high cost of developing industrial-
quality model-driven environments. This type of tools
only makes economic sense for functionalities that are
widely used, namely for functionalities where there is
a sufficiently large base of potential users to justify
their development costs. In other cases, reuse-driven
approaches remain the only viable option.

The model- and reuse-driven paradigms are con-
sidered in greater detail in the next two sections
(Sects. 22.2 and 22.3). The model- and reuse-driven ap-
proaches represent the state of the practice. Section 22.4
extends the discussion to consider some current re-
search trends.

22.2 Model-Driven Software Development

22.2.1 The Matlab Suite
(Matlab/Simulink/Stateflow,
Real-Time Workshop Embedded
Coder)

The prototypical example of model-driven develop-
ment in the control and automation field is the

Matlab tool suite. This consists of Simulink and
Stateflow as toolboxes for programming of continu-
ous time, discrete-time systems, and state machines
in graphical form and of the Real-Time Workshop
to generate C code from Simulink and Stateflow
models. This is a well-known solution, well covered
on the World Wide Web (WWW) with many ex-
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Fig. 22.4 Simulink diagram

amples and will for this reason not be treated in
any detail here (see http://www.mathworks.com/ and
http://www.mathworks.com/products/rtwembedded/).

A very useful fact worth mentioning here is
that Simulink/Stateflow diagrams are stored in tex-
tual form and can be analyzed independently of the
interpreter, which can also be replaced by other com-
pilers or interpreters. One such case will be mentioned
later.

Figure 22.4 shows a typical Simulink diagram of
a nonlinear sampled data control system from [22.6].

22.2.2 Synchronous and Related Languages

Behind any model-driven environment there is a lan-
guage that provides high-level abstractions allowing the
designer to express his design. In the case of the Matlab
tool suite, this language is hidden from the user, who
only interacts with a graphical interface. In other cases,
the designer is instead expected to make direct use of
the modeling language.

Synchronous languages are one of the most suc-
cessful families of modeling languages for control and
automation systems. Their main strength is that the syn-
chronous paradigm makes it easier to build verification
engines that can automatically verify that a model sat-
isfies certain functional properties. The development
process then becomes as follows. The designer first

builds a model that is intended to satisfy certain require-
ments. He then translates his initial requirements into
functional properties expressed in a suitable formalism.
The verification engine can then verify that the model
does indeed implement the requirements. After success-
ful verification, a code generator is used to translate the
model into source code in a general-purpose language
(typically C).

Several imperative and declarative synchronous lan-
guages have been developed following a data flow
model of computation [22.7]. This is well adapted to
the way in which control engineers model their systems
by block diagrams. All the languages must have special
constructs for time, concurrency, sequences of values
(signals, flows), shift operators etc.

The language Lustre and its industrial version
SCADE use data flow models well known to control en-
gineers and all calculations are based on flows (signals).
Esterel is an imperative language in the same domain,
and Signal is another language more suitable for the
design of systems.

Efforts are under way to generate Lustre pro-
grams automatically from subsets of Simulink and
Stateflow descriptions [22.8]. This makes programs in
Simulink/Stateflow accessible to formal analysis.

SCADE from Esterel Technologies [22.9] offers
tools for the design and verification in the area of safety
critical systems. A very simple example of a standard
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Fig. 22.5 SCADE environment with a very simple example

control loop in a SCADE development environment is
shown in Fig. 22.5.

A slightly different approach is taken by Giotto,
a time-triggered language for embedded program-
ming [22.10]. Here, the focus is to specify exactly the
real-time interactions between the software components
and the physical world.

22.2.3 Other Domain-Specific Languages

A more general version of the model-driven approach
is the following: Given a problem area, design and
implement a specific modeling language for this area,
including an environment for editing, compilation etc.
This procedure has special relevance at ETH, where
Wirth designed and implemented many languages of
general (Pascal, Modula, Oberon) and also of a more
specific nature (Lola, a logic language). Worth men-

tioning here is Active Oberon by Jürg Gutknecht, an
object-oriented language where every object can have
an integrated thread of control. This high parallelism is
of special interest for reactive systems. The next exam-
ple will provide more information on this approach.

The IEC 61131 languages have been designed
for use in automation. IEC 61131 is an Interna-
tional Electrotechnical Commission (IEC) standard for
programmable logic controllers (PLCs). IEC 61131
specifies the syntax and semantics of a unified suite
of programming languages for programmable con-
trollers (PCs). These consist of two textual languages,
IL (instruction list) and ST (structured text), and two
graphical languages, LD (ladder diagram) and FBD
(function block diagram). Sequential and parallel pro-
cessing are possible. The standard is developed at
http://www.plcopen.org/, where more information can
be found.
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22.2.4 Example: Software
for Autonomous Helicopter Project

The autonomous helicopter project of ETHZ [22.11]
is a typical example of a system where special lan-
guages were developed by Wirth and Sanvido for
several tasks of the onboard processor. The operat-
ing system uses threads instead of tasks [22.12] for

speed-up, the logic language Lola [22.13] is used for
the design of field-programmable gate arrays (FPGAs),
and the mission control language is used for mis-
sions. An excerpt from a program in the mission
control language is easily readable, as shown in
Fig. 22.6.

The controller for the helicopter has also been im-
plemented in Giotto [22.14].

22.3 Reuse-Driven Software Development

22.3.1 The Product Family Approach

Within the reuse-driven paradigm, software product
families have emerged as the most successful form of
software reuse. A software product family [22.15] is
a set of applications that can be constructed from a set of
shared software assets. The shared assets can be seen as
generic building blocks from which applications in the
family can be built. Usually, a product family is aimed
at facilitating the instantiation of applications within
a narrow domain. Figure 22.7 illustrates the concept
of product family. On the left-hand side, the building
blocks offered by the product family are shown. These
building blocks are used during the family instantiation
process to construct a particular application within the
family domain.

Product families are characterized by two distinct
development processes (Fig. 22.8). In the family cre-
ation process, the family’s reusable assets are designed
and developed. In the family instantiation process, the
reusable assets offered by the family are used to con-
struct a specific application within the family domain.

The family creation process is in turn divided into
three phases. In the domain analysis phase, the set of
applications that must be covered by the family are
identified and characterized. The output of this phase
is a domain model. In the domain design phase, the
reusable assets that are to support the instantiation of
applications within the family are designed. The output
of this phase is one or more models of the family as-
sets. The models express various aspects of the domain
design (e.g., there may be functional models, timing
models, etc.) In the domain implementation phase, the
family assets are implemented as concrete building
blocks that can be used towards the construction of fam-
ily applications.

Often, the implementation of the family assets is
done automatically by processing the models defined in
the domain design phase.

Three matching phases can be identified in the fam-
ily instantiation process (bottom half of Fig. 22.8). In
the requirement definition phase, the family domain
model is used to verify whether the target application
falls within the family domain. This decides whether the
family assets can be used to help build the application.
If this is the case, a sizable proportion of the application
requirements can be expressed in terms of the domain
model, for instance by identifying the features in the
family domain that are needed by the target applica-
tion. In the tailoring phase, the software assets required
for the target application are selected from among those

PLAN Example;

VAR phi, theta, psi: REAL; LandOK*: BOOLEAN;

PROCEDURE LiftOff; (* TakeOff Procedure *)
BEGIN
  ACCELERATE(1.0, 0.0, 0.0, 0.0, -0.5);
  TRAVEL(9.0, 0.0, 0.0, 0.0, -0.5);
  ACCELERATE(1.0, 0.0, 0.0, 0.0, 0.5);
END LiftOff;

PROCEDURE Hovering(time: REAL); (* Hovering Procedure *)
BEGIN
  TRAVEL(time, 0.0, 0.0, 0.0, 0.0);
END Hovering;

PROCEDURE Landing; (* Landing Procedure *)
BEGIN
  ACCELERATE(1.0, 0.0, 0.0, 0.0, 0.25);
  TRAVEL(19.0, 0.0, 0.0, 0.0, 0.25);
  ACCELERATE(1.0, 0.0, 0.0, 0.0, -0.25)
END Landing;

BEGIN
  GETATTITUDE(phi, theta, psi);
  LiftOff;
  Hovering(3.0);
  BROADCAST("READYTOLAND"); 
  LandOK := FALSE;
  WHILE ~LandOK DO SLEEP() END;
  Landing
END Example.

Fig. 22.6 Code for helicopter control
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Repository of
building blocks

Application in
the family

Fig. 22.7 Software product families

offered by the family. They are then adapted and con-
figured to match the needs of the target application.
Depending on how the family assets are organized and
implemented, adaptation and configuration can be done
either at the level of the asset models, or at the level of
the implemented assets. Finally, in the integration and
testing phase, the target application is constructed by
assembling the configured and adapted building blocks
offered by the framework. Usually, some integration
with building blocks that are external to the family is
also required in this phase.

22.3.2 The Software Framework Approach

The product family concept is very general and does not
imply any assumptions about the nature of the build-
ing blocks (Are they components? Procedures? Code
fragments? Design models?) or about their mutual re-
lationships (Can they be used independently of each

Domain model Asset models

Domain 
needs

Family
assets

Application

Family creation process

Family instantiation process

Integration
and testing

Requir.
definition

Tailoring
of family assets

Non-family
building blocks

Domain
analysis

Domain
design

Domain
implementation

Fig. 22.8 Development process for software product families

other or are they embedded within a higher-level struc-
ture?). The software framework concept particularizes
the family concept. A software framework [22.16] is
a kind of product family where the reusable build-
ing blocks consist of software components embedded
within an architecture optimized for the target domain
of the framework. Thus, a software framework is a par-
ticular way of organizing the shared assets of a software
product family in the sense that it defines the type of
building blocks that can be provided by the product
family and it defines an architecture within which these
building blocks are to be used.

Figure 22.9 recasts Fig. 22.7 to illustrate the concept
of software framework. The figure highlights the fact
that the family reusable assets (the building blocks in
the repository) are now organized as a set of interacting
entities embedded within an architecture that is itself
reusable. The framework approach, in other words, al-
lows the reuse not only of the individual items but also
of their mutual interconnections (the latter being an im-
portant and often neglected added value).

Frameworks are component based in the sense that
the reusable building blocks consist of software com-
ponents. The term component is used to designate
a software entity with the following characteristics:

• It can be deployed as a stand-alone unit (hence it
owns a clear specification of its required interface).• It provides an implementation for one or more in-
terfaces (hence it owns a clear specification of its
provided interface).• It interacts with other components exclusively
through these (required and provided) interfaces.
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The architecture predefined by the framework is de-
fined by the set of interfaces that are implemented by
the framework components. Thus, a software frame-
work could also be defined as a product family whose
reusable building blocks consist of components and in-
terfaces. The interfaces define the architecture within
which the components are to be used. The components
encapsulate behavior that is factored out from all (or at
least a sizable proportion of) applications in the frame-
work domain.

Still another view is possible of what constitutes
a building block of a software framework. This view
sees a building block as a unit of reuse. At its most
basic, the unit of reuse of a component-based frame-
work is a component. This follows from the fact that
one of the distinctive features of a component is that
it is deployable as a stand-alone unit. The components
provided by a software framework, however, are embed-
ded within an architecture (which is also defined by the
framework). Hence, users of the framework are likely
to focus their attention not on individual components
but on groups of cooperating components that, taken
together, support the implementation of some function
that is important within the framework domain. In fact,
well-designed frameworks encourage this higher gran-
ularity of reuse by being organized as a bundle of
functionalities that users (the application developers)
can choose to include in their applications. Inclusion of
such functionality implies that a whole set of cooper-
ating components and interfaces are imported into the
application. The true unit of reuse – and hence, accord-
ing to this view, the true building block – is precisely
such a set of components and interfaces.

An example may help clarify the above concept.
Consider a software framework for satellite onboard ap-
plications. One typical functionality that is often found
in such systems is the storage of key housekeeping data
on a mass-memory device. Accordingly, the software
framework would implement default mechanisms for
managing such devices. This would probably be done
through a set of cooperating components and interfaces.
Application developers who need the mass-memory
functionality for their target application and who decide
to implement it with the help of the assets provided by
the framework will import the entire set of components
and interfaces. Use of individual components or inter-
faces is unlikely to make sense because the components
and interfaces are specifically designed to work together
within a certain architecture. The building block in this
case is the set of components and interfaces that support
the implementation of the mass-memory functionality.

Reusable SW assets
embedded within an architecture

optimized for a target domain

Target application
instantiated

from the framework

Fig. 22.9 The software framework concept

Reusable
components

Application-specific infrastructure

Application based on
library of reusable components

Application-specific
components

Reusable framework infrastructure

Application based on
software framework

Fig. 22.10 Software frameworks and libraries of reusable compo-
nents

Figure 22.10 provides another view of the soft-
ware framework concept that illustrates the difference
from the more traditional forms of software reuse
based on libraries of reusable software components.
An application instantiated from a framework con-
sists of a reusable architectural skeleton which has
been customized with application-specific components
(right-hand side in the figure). An application con-
structed with the help of items from libraries of reusable
components (left-hand side in the figure) consists in-
stead of an application-specific architectural skeleton
that uses (calls) the services offered by the reusable
components. The framework approach thus places em-
phasis on the reuse of entire architectures.

22.3.3 Software Frameworks
and Adaptability

Software frameworks fall within the reuse-driven
paradigm. To reuse a software asset (a component,
a fragment of code, a design model, etc.) means to use
it in different operational contexts. In practice, differ-
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Reusable SW assets
embedded within an architecture

optimized for a target domain

Reusable SW assets
are specialized for the

target application

Adaptation
process

Target application
instantiated

from the framework

Fig. 22.11 Software frameworks and adaptability

ent operational contexts will always impose differing
requirements on the reusable assets. Hence, effective
reuse requires that the reusable assets be adaptable
to different requirements. In this sense, adaptability is
the key to reusability and the availability of software
adaptability techniques is the necessary precondition for
software reusability [22.17].

The framework representation shown in the pre-
vious section should therefore be modified as in
Fig. 22.11. The items that are selected from the reposi-
tory are passed through an adaptation or tailoring stage
before being integrated to build the target application. In
the tailoring stage, the characteristics of the reusable as-
sets are modified to make them match the requirements
of the target application.

Software reuse is perhaps the oldest approach to the
reduction of software costs and has often been tried in

Modifies behavior of
template T by providing
new implementation of
hook H

Modify behavior of
template T by providing
new implementation of
hook H

Reusable class

T(...)
H(...)

Reusable class

Helper h

T(...)

Adapted class

H(...)

Helper

H(...)

Concrete helper_1

H(...)

Concrete helper_2

H(...)

void T(...) {
 ...
 H(...);
 ...
}

void T(...) {
 ...
 h.H(...);
 ...
}

Fig. 22.12 Adaptability through inheritance (left) and object composition (right)

the past. Past attempts however had only mixed success
primarily because they either ignored the adaptation
phase shown in Fig. 22.11 or because the state-of-the-
practice adaptation techniques available at the time
were not sufficiently powerful to model the extent of
variability in the target domain.

A software framework is defined as a repository
of reusable building blocks embedded within an ar-
chitecture optimized for applications within a certain
domain. The quality of a software framework largely
depends on the ease with which the artifacts it of-
fers – components and interfaces – can be adapted
to the requirements of its users. Software frame-
works are therefore categorized on the basis of the
adaptation technology they use. Virtually all frame-
works built in recent years are object oriented in the
sense that they use inheritance and object composi-
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tion through abstract coupling as their chief adaptation
techniques.

These two adaptation techniques are briefly illus-
trated in Fig. 22.12. The framework components are
implemented as reusable classes. Inheritance (left-hand
class diagram in the figure) allows a user to modify only
a subset of the reusable class behavior. Object compo-
sition (right-hand class diagram in the figure) lets the
reusable class delegate part of its behavior to an ex-
ternal class that is characterized through an abstract
interface. It is notable that, in both cases, the behav-
ior of the reusable class is adapted without touching its
source code. This is important because it means that the
reusable class can be qualified once at framework level
and can then be adapted to different operational situ-
ations without having to undergo a full requalification
process because its source code was not changed. Some
delta qualification effort will always be required be-
cause of the different operational context but its extent
will be more limited than would be the case if the adap-
tation had required manual modifications to the source
code.

Object-oriented techniques provide adaptability
with respect to functional requirements only. Control
applications however are characterized by the presence
of nonfunctional requirements covering issues such as
timing, reliability, observability, testability, and so forth.
The lack of techniques to model nonfunctional adapt-
ability was one of the prime causes of the low level of
reuse in the control domain. Recently, aspect-oriented
programming (AOP) has emerged as a remedy for this
problem.

Aspect-oriented programming [22.18] is a software
paradigm that allows cross-cutting concerns to be ex-
pressed and implemented in a modular manner. At the
most basic level, aspect-oriented techniques can be seen
as a means to perform automatic transformations of
some base source code. An aspect-oriented environ-
ment consists of two primary items: an aspect language
and an aspect weaver. The aspect language allows the
cross-cutting concerns to be specified and encapsu-
lated in self-contained modules. The aspect weaver is
a compiler-like tool that reads an aspect program and
projects the changes it specifies onto some base code.
This is illustrated in Fig. 22.13.

Current software engineering practice privileges
the modeling of the functional aspects of an appli-
cation. Most software modeling tools are accordingly
designed to decompose a software system into func-
tional units (which, depending on the implementation
technology, can be modules, classes, objects, etc.).

Aspect
weaver

Aspect
program

Specifies a mocification
of the base code

Code to be modified
Base
code

Modified
code

Fig. 22.13 Adaptability through aspect-oriented techniques

Nonfunctional issues tend to cross-cut such functional
models and cannot therefore be easily dealt with.
Aspect-oriented techniques can be used to encapsulate
them and to facilitate their modeling and implemen-
tation. The use of aspect-oriented techniques, in other
words, allows the application of the principle of sep-
aration of concerns to the nonfunctional aspects of
a software system. As such, aspect-oriented techniques
provide the means to achieve adaptability to nonfunc-
tional requirements. Aspect-oriented techniques are
very powerful but they are comparatively new and tool
support is weak. One AOP tool that deserves mention
because it is specifically targeted at critical systems is
XWeaver [22.19]. XWeaver is a source-level weaver
that allows source code to be modified in a controlled
way that is designed to mimic the effect of man-
ual modifications and to allow code inspections and
other quality checks to be performed on the modified
code.

22.3.4 An Example: The OBS Framework

The on-board software (OBS) framework was partly
developed at ETH and partly at P&P Software GmbH
(a research spin-off of ETH) to investigate the ap-
plication of advanced software engineering techniques
to the development of embedded control systems.
The framework currently exists only as a research
prototype that has been instantiated in laboratory exper-
iments.

The OBS framework was intended to demonstrate
the industrial maturity of object-oriented techniques and
generative technique [22.19, 20] for software frame-
works for embedded control systems [22.20, 21].

The OBS framework was designed in 2002. The
OBS framework is a software framework that aims to
cover the onboard satellite application domain and in
particular the attitude and orbit control system (AOCS)
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Fig. 22.14 Conceptual structure of a framework-based generative
system

and data handling subsystems. The OBS framework is
designed to offer reusable assets of four different types:

• Design patterns that describe high-level design
solutions to recurring design problems in the frame-
work domain• Abstract interfaces that define abstract services that
have to be provided by the framework• Concrete components that provide default imple-
mentations for some of the services defined by the
framework interfaces• Generator metacomponents that encapsulate pro-
grams to generate application-specific implementa-
tions for some of the framework interfaces.

The design patterns are the vehicle through which the
architecture predefined by the framework is captured.
The architecture of a target application to be instan-
tiated from the framework is derived by instantiating
one or more framework design patterns. The abstract
interfaces and the concrete components support the in-
stantiation of the design patterns and will normally
directly appear in the target application. The metacom-

ponents do not directly enter the final application but
are instead used to generate components that do, or
to modify existing components so as to make them
compatible with the requirements of a particular target
application.

Generator metacomponents are perhaps the most in-
novative element of the OBS framework. They were
introduced to partially automate the adaptation pro-
cess whereby the assets provided by the framework
are modified to match the needs of a target applica-
tion. In the OBS framework, generator metacomponents
are implemented as extensible stylesheet language
transformation (XSLT) programs that process a speci-
fication written in extensible markup language (XML)
and generate either code for the application-specific
component or the configuration code for clusters of
components. Their mode of operation is illustrated in
Fig. 22.14.

The code generation process is driven by a set
of specifications that are expressed in an XML docu-
ment. This is the so-called application model which is
a specification of the target application expressed in an
XML-based language that is specifically tailored to the
needs of the OBS framework.

One concrete example of generator metacompo-
nents provided by the OBS framework is a set of XSLT
programs that can automatically generate a wrapper
for the code generated by the Matlab tool. The wrap-
per transforms the C routines generated by Matlab into
components that are suitable for integration with other
OBS framework components.

The architecture of the OBS framework is fully ob-
ject oriented. The basic principles of this architecture
are summarized in [22.21, 22]. Implementation is done
using a restricted subset of C/C++. The OBS framework
is packaged as a website which gives access to all the
items provided by the OBS framework and to their doc-
umentation (www.pnp-software.com/ObsFramework).

22.4 Current Research Directions

As already indicated, the reuse- and model-driven ap-
proaches are complementary and are often used to
realize different parts of the same application. Current
research strengthens this complementarity because it
tries to find ways to merge them. There are several
ways in which such a merge can be done and the next
two sections describe two ways that have been explored
at ETH.

22.4.1 Automated Instantiation
Environments

The effectiveness of the product family approach de-
rives from the fact that the level of design abstraction
is raised from that of individual applications to that
of domains of related applications. This allows invest-
ment in the design and development of software assets
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to be reused across applications. Current research at-
tempts to extend the effectiveness of product families
further by automating their instantiation process. The
objective is to arrive at a generative environment of the
kind shown in Fig. 22.15. The environment automati-
cally translates a specification of an application in the
family domain into a configuration of the family assets
that implements it.

An environment of the type shown in Fig. 22.15
would represent a synthesis of the model- and reuse-
driven approach because it would allow the target
application to be constructed automatically from its
specification while at the same time taking advantage
of the existence of predefined building blocks that im-
plement part of the application functionality.

No practical generative environment is yet available,
but some work has already been done in developing
graphical user interface (GUI)-based tools where prede-
fined components can be configured and linked together
to form a complete application. A research prototype
has been realized at ETH [22.23] and is described
in [22.24, 25]. This tool is based on a modified version
of a standard JavaBeans composition environment.

The JavaBeans standard [22.22] supports the defini-
tion of components to create GUI-based applications.
Several commercial environments are available in
which users can create GUI-based applications by com-
posing JavaBean components. At their most basic, these
environments offer a palette where the predefined com-
ponents are shown, a canvas where the components
can be linked together, and a property editor where
the components can be configured. The user selects the
components required for the application from the palette
and pulls them down onto the canvas, where they can be
linked through graphical or semigraphical operations.
The attributes of the component are set in a wizard-like
property editor.

Generative environment

Application
implementation

Application
specification

Family model

Family software assets

Family-independent infrastr.

Fig. 22.15 Automated instantiation environment for soft-
ware product families

In our project, we modified a JavaBeans composi-
tion environment to handle the components provided by
the AOCS framework (a predecessor of the OBS frame-
work described in Sect. 22.3.4, see also [22.26]). The
objective was to allow users to instantiate the frame-
work without writing any code. The user selects the
components required for the target application from
a palette and composes and configures them in a GUI-
based canvas and editor. When the task is completed,
the framework instantiation code is automatically gen-
erated by the environment. The code is designed to be
legible to allow manual modifications if required.

22.4.2 Model-Level Reuse

Automated instantiation environments represent one
way in which the model- and reuse-driven paradigms
can be merged. A second attempt to achieve the same
goal of merging the two approaches and thus reaping
the benefits of both is model-based reuse. In virtually
all industrial applications of the framework approach,
reuse takes place at code level: the reused entities are
the framework components and the framework inter-
faces expressed as source code (or, sometimes, as binary
entities). In reality, reuse could also take place at model
level.

With reference to Fig. 22.8, in a framework develop-
ment process, the output of the domain design phase is
a set of design models that describe the framework inter-
faces and components. In practice, such design models
are often expressed as generic universal modeling lan-
guage (UML) design models [22.27,28]. The semantics
of UML is in many respects ambiguous. This means that
the models can, at most, have a descriptive/informative
role. Reusability can only take place at the code level
because it is only the code that unambiguously de-
scribes the reusable assets provided by the framework.

The latest version of UML (UML2) includes profil-
ing facilities that allow users to create their own version
of the language with a precise semantics [22.29, 30].
This in turns means that the design models can be made
as precise as code. In fact, it becomes possible to fully
generate the implementation of the framework assets
from their models. In this case, reuse can take place
at the model level since the models contain the same
information as the code.

Such a model-driven approach is being explored at
ETH in the ASSERT project [22.31] and is described
in [22.32]. It is being applied to industrial applications
by P&P Software in the currently ongoing CORDET
project (www.pnp-software.com/cordet). The approach
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Fig. 22.16 Property-preserving framework adaptation

is based on a UML2 profile, the framework (FW)
profile, that is specifically targeted at framework devel-
opment [22.33]. This profile uses UML2 class diagrams
to describe the interfaces of the framework components
and UML2 state machines to describe their internal
behavior. The profile also defines adaptation mecha-
nisms that are based on both class and state machine
extension.

A framework is conceptualized as a repository
of models (not code) of adaptable components. The
framework-level models guarantee certain properties
that represent functional invariants in the framework do-
main. Since the properties are associated to the design
models, they can, if desired, be formally verified on the
models.

The FW profile constrains the adaptation mecha-
nisms of the models to ensure that the properties that are

Class Base {
  . . .
}

Class Derived
       extends Base {
  . . .
}

Framework-level
functional
properties

Framework-level
functional
properties

+
Application-level

functional
properties

Adaptation
process

State A

State C

State B

State A

State C

State B

Fig. 22.17 Class extension and state
machine extension

defined at framework level still hold at application level.
This ensures that all applications that are instantiated
from the framework will satisfy the properties defined
at framework level. At application level, developers are
of course free to add new properties that encapsulate
application-specific behavior (Fig. 22.16).

Space does not permit to explain in detail how prop-
erty invariance can be combined with extensibility and
adaptation, but Fig. 22.17 gives a flavor of the approach.
The top half of the figure represents the framework-level
models which, as mentioned above, consist of class
diagrams and state diagrams describing the internal be-
havior of the framework classes.

The framework-level properties express logical re-
lationships among the variables that define the state of
one or more framework components. Formally, func-
tional properties may be expressed as formulas in linear
temporal logic. Physically, they encapsulate functional
invariants in the framework domain. In practice, the
framework properties are defined as properties on the
behavior of the state machines associated to the frame-
work classes.

During the framework instantiation process, the
framework-level models are extended to capture
application-specific behavior. Both the framework
classes and their state machines must be extended.
However, since it is desired to ensure that applications
that use the extended models still satisfy the properties
defined at framework level, the extension mechanism
must be such that the new classes and their state ma-
chines still satisfy the properties that were defined at
framework level.
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The properties defined on the base state machine
capture aspects of the state machine topology and of
its state transition logic. Hence, the simplest way of
preserving them during the extension process is to
constrain the extension process to define the internal be-
havior of one or more of the states of the base state
machine without altering its topology and transition
logic. This is illustrated in Fig. 22.17, where the de-
rived state machine differs from the base state machine
only in having an embedded state machine added to one
of the base states. The derived state machine, in other
words, defines the internal behavior of a state that was
initially defined as being a simple state.

The FW profile adopts the extension approach of
Fig. 22.17 and forbids all other kinds of state machine
extensions that are allowed by UML2 (redefinition of
transitions, definition of new transitions between exist-
ing states, definition of new states or regions, etc.).

The extension mechanism sketched above, though
very simple, corresponds to a realistic situation that of-
ten arises in framework design. This is the case that
is described by the well-known template design pat-

tern of [22.34]. This design pattern describes the case
of a class that defines some skeleton behavior that of-
fers hooks where application-specific behavior can be
added by overriding virtual methods or by providing
implementation for abstract methods. The behavior en-
capsulated in the skeleton is intended to be invariant.

In terms of the model underlying the FW profile,
the invariant skeleton behavior is encapsulated by the
base state machine, whereas the variable hook behavior
is encapsulated by the nested state machines added by
the derived class.

The modeling and adaptation concept sketched
above is formally captured by the FW profile. The pro-
file can also be seen as a domain-specific language that
is targeted at the definition of the functional behavior of
software frameworks. This approach thus has all the ba-
sic elements of both the model-based approach (design
expressed through models with unambiguous seman-
tics and use of domain-specific languages to express
the models) and of the reuse-driven approach (definition
of domain-specific, reusable, and adaptable software
assets).

22.5 Conclusions and Emerging Trends

Software for automation has some inherent difficulties,
such as real-time conditions, distributed and parallel
operation, easy-to-use interfaces, data storage and re-
porting, etc.. The software often has to be implemented
on one-of-a-kind processes or plants requiring a highly
automated development. Two possible routes, which are
often combined in practical solutions, have been pre-
sented in this chapter. One consists of automatically
generating code from a textual or graphical description
of the software (model driven) and the other consists of
the use of frameworks (reuse driven). Both have their
application domains; the framework approach seem to
be better suited for the development of software for fam-
ilies of systems because of its inherent possibility of
adaptation. Examples of both approaches from our work
at ETH are given. Design of software is a challeng-

ing task; easy recipes and cookbooks are in our view
not appropriate, and no attempt has been made in this
direction.

While consulting tasks with industry are propri-
etary, a considerable shift has been noted over the last
few years in the area of software development towards
outsourcing and consulting services. Many small com-
panies offer solutions, which often compete favorably
with in-house solutions. In such circumstances, it may
be advisable to order a framework instead of a program.
To use existing frameworks provided under free or open
software licences it may also be advisable to organize
some training or consulting to speed up the develop-
ment. The management of such software projects with
several contributing teams is, however, still a challeng-
ing task.
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Real-Time Au23. Real-Time Autonomic Automation

Christian Dannegger

The world is becoming increasingly linked, inte-
grated, and complex. Globalization, which arrives
in waves of increasing and decreasing usage, re-
sults in a permanently dynamic environment.
Global supply networks, logistics processes, and
production facilities try to follow these trends and
– if possible – anticipate the volatile demand of
the market. This challenging world can no longer
be mastered with static, monolithic, and inert
information technology (IT) solutions; instead it
needs autonomic, adaptive, and agile systems –
living systems. To achieve that, new systems not
only need faster processors, more communication
bandwidth, and modern software tools – more
than ever they have to be built following a new
design paradigm. As determined by the industrial
and business environment, systems have to mirror
and implement the real-world distribution of data
and responsibility, the market (money)-driven
decision basis for all stakeholders in the (real or
virtual) market, and the goal orientation of people,
which leads to on-demand, loosely coupled, com-
munication with relevant partners (other players,
roles) based on reactive or proactive activities.

This chapter provides an insight into the core
challenges of today’s dynamics and complexity,
briefly describes the ideas and goals of the new
concept of software agents, and then presents and
discusses industry-proven solutions in real-time
environments based on this distributed solution
design.
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The following examples are discussed in detail in this
chapter, covering the solution approach, challenges, and
customer demand as well as relevant pros and cons:

• An autonomic machine control system applied to
the adaptive control of a modular soldering ma-
chine. The particular case is concerned with the
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creation of a novel modular production machine
with an integrated distributed agent control system,
which has been sold worldwide since the middle of
2008. The agent model is described in terms of the
specific customer requirements and the advantages
of the approach.• A solution to real-time road freight transportation
optimization using a commercial multiagent-based
system, LS/ATN (living systems adaptive trans-
portation networks), which has been proven through
real-world deployment to reduce transportation
costs for both small and large fleets. After describ-
ing the challenges in this business domain and the
real-time optimization approach, we discuss how

the platform is currently evolving to accept live data
from vehicles in the fleet in order to improve opti-
mization accuracy. A selection of the predominant
pervasive technologies available today for enhanc-
ing intelligent route optimization is described.

Both examples reflect their specific history and back-
ground, which motivated the customer and the develop-
ers to apply an autonomous automation approach.

Although software agents are a core principle of
the autonomous automation examples in this chapter
we only touch this field slightly, as other chapters in
this book focus and elaborate on agent-based automa-
tion.

23.1 Theory

23.1.1 Dig into the Subject

First let us briefly delve deeper into the title of this
chapter Real-Time Autonomic Automation, from right to
left.

Automation always has been – and still is – the ba-
sic starting point to relieve workers of routine tasks and
increase the utilization of resources, because of pro-
duction machinery, transportation capacity, and limited
material stock. Automation means using any kind of
mechanical device or program to carry out a repeti-
tive job faster, more reliably, and with higher quality
than human beings can normally achieve. According to
Wikipedia [23.1]:

Automation (ancient Greek: self dictated) . . . is the
use of control systems such as computers to con-
trol industrial machinery and processes, reducing
the need for human intervention.

Autonomic is already a term very close or even
similar to the term agent-based. In many aspects both
describe the same characteristics. Autonomic systems
firstly have sensing capabilities to keep in touch con-
stantly with their environment and know what’s going
on (belief). Then they know what they want – their
purpose – their goals (desire). And finally autonomic
systems are able to derive and decide what to do (in-
tention) based on the current situation and predefined
goals. Putting together these terms results in belief–
desire–intention (BDI), which is a software model
developed for programming intelligent agents. To again
cite Wikipedia:

An autonomic system is a system that operates and
serves its purpose by managing its own self without
external intervention even in case of environmental
changes.

The last part of this definition gives the important hint
that autonomic systems in particular are able to adapt
to changes in the environment (making use of their sen-
sors) in order to decide constantly on the best action
according to the current situation.

Real time is a critical term, as it is used ambigu-
ously and greatly depends on the environment in which
it is applied. The main differentiation made is between
hard and soft real-time systems. Hard real-time systems
guarantee a configured time from an event to system re-
sponse, since otherwise the whole system will fail, e.g.,
in brake control for cars or tail plane fin control for a jet
fighter. However, hard real-time control could also ap-
ply to comparably slow systems as long as the response
is guaranteed, such as a heating control where the re-
action may take several minutes. Soft real-time control
means that a system is typically fast enough to react in
due time. Deadlines are normally met, but if not kept
the system will not fail, but at most lose some quality;
for example, in dispatching systems real-time reaction
is important, but if a decision (to reshuffle order allo-
cations) is delayed there might be a loss of efficiency
and increased costs, but the system does not fail as
a whole.

Since distributed systems such as those discussed
specifically in this chapter require solutions supporting
heterogeneous environments, developers of such sys-
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tems are attracted by the platform independency of Java.
Since its invention, Java has become increasingly fast,
but does not have built-in real-time capabilities. Thus
the real-time specification for Java (RTSJ, JSR-001
(Java specification request)) has been developed and
implemented by Sun and others as an add-on to stan-
dard Java, and offered to the market as real-time Java
or the Java real-time system (Java RTS). On their web-
site Sun gives another short and concise definition of
real time, which again emphasizes the difference be-
tween speed and predictability: “Real-time in the RTSJ
context means the ability to reliably and predictably re-
spond to a real-world event. So real-time is more about
timing than speed.” Additionally to a real-time pro-
gramming environment a real-time operating system is
needed, like Solaris 10, SUSE Linux Enterprise Real-
Time 10 (SP2) or Red Hat Enterprise MRG 1.0.1 Errata
releases.

Both examples described in this chapter do not
fulfill and do not need to fulfill the hard real-time
specification. Why? The second example is a decision
support system for transport optimization where the dis-
patchers can still decide and become active independent
of the systems, as with a navigation system. The first
example has to fulfill hard real-time requirements, but
the system design succeeded in keeping the critical real-
time parts within the local controller of each module
of the machine and thus outside the Java-based control
logic. With this approach the control system where the
system is normally fast enough to trigger the actuators
and the reaction guarantee is given by the lowest-level
controllers, the machine manufacturer could save sig-
nificant costs by being able to use standard hardware,
a standard operating system, and a standard runtime
environment (Java SE).

Real Time through Autonomy
If hard real-time support will be needed in the future,
this does not conflict with the system layout – quite the
contrary: autonomous agent-based systems are initially
designed to build real-time control systems. The major
design principle to enhance real-time capabilities is the
natural and elementary separation of responsibilities,
and thereby the distribution of tasks. This design for
scalability allows making use of all (local) processing
power available in a solution and system environment.
Keeping local tasks and local decisions entirely local
results in high reactivity, independent of the overall sys-
tem load.

23.1.2 Optimization: Linear Programming
Versus Software Agents

To make things even more complex the real world has
given us not only the challenge of real-time reactivity
but also the parallel goal of optimal decisions (or at
least decision support). This means that a software sys-
tem not only has to cope with very complex, normally
NP-hard (nondeterministic polynomial-time hard), op-
timization problems, but also should solve them again
and again, building on the second by second changes in
the environment. Unfortunately new design paradigms,
such as software agents, are always compared with
traditional approaches in terms of solution quality, de-
spite the fact that traditional mathematical operation
research (OR) methods are not designed to handle real-
time events. For this reason the following descriptions
summarize the major differences and objectives of both
approaches; a more detailed discussion can be found
in [23.2].

Linear Programming
Pro. Current optimizers, which means traditional OR
methods such as linear programming, are designed to
find the optimum for a problem, independent of the
processing duration.

Con. However, it is very hard and time consuming to
cover the full real-world complexity and map all differ-
ent aspects into a linear equation system, not to mention
changes of requirements, processes or business goals.
Despite many traditional optimizers try to achieve real-
time response, their basic intention to find the absolute
optimum works against it. The optimization interval,
even combined with tricks and workarounds, is nor-
mally too long to be considered real-time.

Result. The optimum can be found, but too late. The
world might already have changed dramatically. The
optimum was only valid for the past, when the optimiza-
tion started. The difference between the calculated and
the current optimum is large, and the accumulated error
between the optimal curve and the found (to be optimal)
curve increases significantly over time.

Software Agents
Con. The distributed negotiation approach with its
bottom-up search space expansion is not designed to
find the optimum.
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Pro. Rather, it permanently strives for the optimum,
as the optimization interval is very short and the
approach maps the real-world complexity in all its
details and can be customized to nearly any specific
need without touching the core optimization princi-
ple.

Result. A close-to-optimal result is found every second
or faster. The difference from the theoretical optimum
is relatively small and the total error over time is kept to
a minimum.

Conclusion
The optimum should not be seen and understood as
a single point in time, but instead as the difference be-
tween the continuously calculated optimization curve
and the real-world volatile optimum. This short ex-
cursion to real-time optimization and its application
in automated systems is properly summarized in the
following two statements: How does it help know-
ing what would have been the optimum one hour
ago? Or: Better be roughly right instead of precisely
wrong.

Decide ActSense

Performance
results

Proposal

Actuator

Sensor

Sensor

“Agent-based reasoning”

“Agent-based reasoning”

“Agent-based reasoning”

Simulation

Control system

Decision support

Simulated
sensor data

Fig. 23.1 Solution classification: depending on the existence of real-world or simulated sensors and actuators you can
distinguish between three system types: simulation, decision support or control system

23.1.3 Classification
of Agent-Based Solutions

To understand and correctly apply agent-based solu-
tions it is important to follow a clear classification of
software systems. Based on the short agent definition as
a sense–decide–act loop it is straightforward to classify
agent-based solutions (Fig. 23.1) depending on the exis-
tence of real-world or artificial interfaces for the sensors
and actuators.

Simulation System
If you input only simulated, recorded historical data or
forecasted data into an agent solution and only use the
system output for analysis but not for direct decisions,
then it is a simulation system. This applies, e.g., if real-
time captured order data for a dispatching systems are
fed into the dispatching system again, mostly for the
purpose of verifying the system configuration (i. e., the
cost model, see below). The result of the simulation is
stored within databases, data warehouses or presented
in business graphs, but not used directly to control or
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trigger any actions. It is important to understand that the
core of the system – the optimization and decision algo-
rithm – is not simulated, but instead the sensor input and
actuator behavior, and hence the real world. Very often
it needs even more effort to create a realistic simulation
of the world model than only implementing the sensor
and actuator interfaces.

Decision Support System
If the input is directly linked to real-world sensors
(e.g., a telematics system) and the output is only used
to support and inform the dispatcher, then we talk
about a decision support system. A navigation system
is a good example of a decision support system, as its
sensors, the GPS (global positioning system) antenna,
is directly linked to the real world, the GPS satellites.
On the output side, the actions resulting from the best
route are not directly executed; the navigation system
does not turn the steering wheel. Instead it only sug-
gests to the driver what he/she should do. However, the
driver has the final decision.

Control System
If the sensors are real and the output directly executes
decisions without human interaction, then it is a closed
control loop and thus a control system. One typical
representative is the antilock brake system of a car. It
automatically – fully autonomic – releases the brake if
needed without having the driver in the decision loop.
This autonomic behavior is based on at least two differ-
ent conflicting goals: first to reduce the speed of the car
and second to keep the wheels turning.

In each mode of operation the core agent solu-
tion is the same; only the real-world interfaces differ.
The transportation optimization system described in this
chapter is mainly used as a decision support system, but
is also used to analyze history and forecasts as a sim-
ulation. The discussed machine control system is, as
the name implies, a control system, where the results of
the decision algorithm directly influence, e.g., the drive

speed of transportation belts, heating power, and pump
strength.

23.1.4 Self-Management

The ever-accelerating complexity and dynamics of IT
systems makes their administration and optimization
with only human resources no longer feasible or at times
even impossible. Hence, it is reasonable and necessary
to equip IT systems with capabilities that increasingly
allow them to administrate, monitor, and maintain them-
selves. These self-management properties of so-called
autonomic solutions according to [23.3] are:

Self-configuration: The system automatically changes
its operating parameters to adapt to
mutable external conditions, some
of which may even be unpre-
dictable at the time of a system’s
development.

Self-optimization: The system continuously assesses
its own performance, explores pos-
sible courses of actions that would
result in performance improve-
ments, and adopts the ones that are
most promising.

Self-healing: The system has abilities to recover
from certain unfavorable condi-
tions that may result in malfunc-
tions. It autonomously attempts
to determine compensation actions
and performs them.

Self-protection: The system detects threats against
its functioning and takes preventive
and corrective measures to ensure
correct operation.

This group of properties are often also referred to as
self-properties or self-* properties.

23.2 Application Example: Modular Production Machine Control

23.2.1 Motivation

Efforts to increase the flexibility of production lines are
a pivotal trend in manufacturing. Whole assembly lines
as well as individual machines are increasingly sub-
divided into modules in order to adapt precisely and
just in time to constantly changing specifications (quasi

make-to-order). An instance of this trend can be also
found in microproduction.

However, the centralized, hardwired design of tra-
ditional control software imposes limits on dealing
successfully with unpredictability. It is thus necessary
to choose a novel approach to the development of
control software, such that it is capable of managing
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modular machines dynamically and with minimal man-
ual intervention while automatically maximizing the
throughput and thereby optimize investment into pro-
duction resources.

This allows a production line to adapt continuously
to changing boundary conditions and order specifi-
cations. Such a control system stands out due to its
superior flexibility and adaptivity, and drives the au-
tomation and optimization of modern production lines
further, while at the same time embracing the increasing
complexity and dynamics of its environment.

An innovative offering in this area is a key differen-
tiator for all vendors and users of modular production
lines. Whitestein’s product living systems autonomic
machine control (LS/AMC) makes use of these princi-

Fig. 23.2 Old machine design: the processing units (modules) are
contained within one static monolithic block and centrally con-
trolled

Fig. 23.3 New machine design: each module of the machine is con-
trolled by its own agent

ples and applies them in the modular machine control
market.

The particular case discussed is a concrete industrial
application that entered live production in mid-2008 and
is being offered as a solution to the general market.

23.2.2 Case Environment

The particular application case of the LS/AMC con-
trol system is a modular soldering machine wherein
each module is governed by an independent local agent
controller. Coordination of the individual module oper-
ational parameters and the transition of boards from one
module to another are the key control aspects.

Machine Setup
After many years of successful soldering using a con-
ventional monolithic machine, the project team decided
to prepare for the future by initiating a redesign of the
centrally controlled machine (Fig. 23.2) as a novel mod-
ular approach employing distributed control (Fig. 23.3).

The modular setup of the new design not only al-
lows configuration of the machine according to the
customer’s needs, but also has a separate local con-
trol within each module. The single drive for the one
and only conveyor belt also has been replaced by one
conveyor and one drive per module. This gives broad
processing flexibility, as the target market for this ma-
chine typically requires changing production programs
in real time.

A typical machine setup is composed of a feeder,
a fluxer, one to three heaters, a soldering wave module,
and a cooler module.

Sensors and Actuators
Each machine module has several sensors and actuators
connected to the local controller board. There are dig-
ital switch sensors such as end-of-belt, zero-position,
emergency-stop, and liquid level as well as linear sen-
sors including temperature and encoder of step motors.
Actuators comprise motors, pumps, and heaters as well
as fans and signal lights. Overall a small standard con-
figuration with five modules already contains around 40
sensors and 50 actuators, which have to be managed and
coordinated.

Customer Requirements
The goal of using agent technology in this project was
to minimize the complexity of development, opera-
tion, and maintenance of machines, without reducing
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the degrees of freedom for future application scenarios.
Specifically, this implies:

Autonomic Equipment Adaptation. The control soft-
ware of a modern production line must autonomically
adapt to the ideal equipment configuration for each or-
der. This effectively eliminates the need for manual re-
configuration. It also ensures that future enhancements
of the system remain possible with only minor outlay.

Dynamically Varying Solder Programs. Typically this
machine is used for batch-size-one tasks, which means
that each and every board is processed with different
soldering parameters and the boards are processed in
parallel, i. e., pipelined.

Dynamic Performance Optimization. The capability to
optimize capacities dynamically with changing config-
urations and target values is a top priority. This ensures
maximum throughput and minimizes idle capacities and
quality failures.

Seamless Integration Capability. At the macrolevel it
is required that the control software for modular pro-
duction lines such as this offer standard interfaces to
integrate into a total production control system.

Intuitive User Interface. Not least, such an advanced
solution also needs to provide an intuitive user inter-
face, which automatically adapts to the actual machine
setup (Fig. 23.4). It offers simple controls for the ma-
chine operator, extended functionalities for specialists
and technicians, and comprehensive remote mainte-
nance capabilities via the Web.

23.2.3 Solution Design

Existing Solutions for Agent-Based Control
Whitestein Technologies has applied agent-based dis-
tributed control in many related domains throughout
recent years. Before describing the path from mono-
lithic to modular agent-based control we give three
examples from other areas where distributed optimiza-
tion is applied. The following examples all make use of
multilateral negotiation algorithms to continuously seek
optimal solutions.

Production Scheduling. The resources in a produc-
tion environment including personnel, machines, and
materials are represented by software agents that use
negotiation algorithms (e.g., auctions) to offer and sell

Fig. 23.4 The modularity of the machine is reflected on the graphi-
cal user interface

their capacity to bidding orders, which are also rep-
resented by agents. One of the prominent industry
examples is described in [23.4].

Road Logistics. To automate the creation of dispatching
plans for transportation logistics systems each resource
(vehicle) is represented by an agent, which coordinates
and exchanges loads with others by making use of bilat-
eral negotiations [23.5]. (See also the next application
example.)

Supply Networks. All the players in a supply network
continuously need to coordinate their demand fore-
casts and capacity availability. Agents can assist in this
time-consuming and time-sensitive task perfectly. Mon-
itoring agents along the supply chain fire an alarm and
trigger activities if reality deviates too much from the
plan [23.6].

From Monolithic to Modular Control
As in all previous examples, the LS/AMC-based sol-
dering machine solution uses modular control principles
because each module not only needs coordination with
neighboring modules but also needs local, autonomic
control to optimize the overall process; for example,
the heater module must maintain the temperature within
tolerance limits irrespective of environmental changes
caused by a board running through the module or
a user opening a lid. Each module must thus combine
its local control tasks with overall process coordina-
tion.
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Fig. 23.5 The agent model in AML (agent modeling language)

Modular control also means that each module holds
its own production schedule and is able to give a pro-
duction forecast in a backward-chain manner to enable
the feeder module to estimate when best to start a new
board. The module agents combine this production
planning part with the real-time control when a board
physically appears and when target temperatures are
reached in reality.

Agent Model
Besides an agent type per physically available module
type, the agent model (Fig. 23.5) comprises one agent
per order (printed circuit board (PCB) to be soldered)
and some administrative agents for user management,
configuration management, and client communication.
To be precise, an agent in the agent model is an agent
type, analogous to a class in object orientation. In a run-
ning application an agent is an instance of an agent type
and thus correspondent to an object, as an instance of
a class. The agent types used within this solution are:

• The configuration agent is responsible for detect-
ing the attached modules of a concrete customer
machine configuration via the CANopen (CAN:
controller area network) bus. It then instantiates the
corresponding module agents, where, depending on
the detection, several agents of one type might be
started, e.g., if two or more heater modules are
used.• One module agent type per physical module type, as
there are:
– the feeder module
– the fluxer module
– the heater module
– the wave modules, one for the oil and one for the

nitrogen version
– the cooler module.

Each of these module agents control their module, e.g.,
heat up the tin, ensure the needed tin level or keep
the temperature stable, and they communicate with
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neighboring modules for the preliminary and real-time
scheduling of the soldering process. New module types
will be developed and added to the configuration as
needed, e.g., a lift module to bring a board back to the
first module of the machine.

The feeder agent has the additional task of instanti-
ating the order agent when it detects a new board and
the user presses the start button. The order agent then
prepares its processing schedule by talking to each mod-
ule agent, and then supervises and logs its soldering
process in detail.

The client-proxy agent collects and holds all infor-
mation needed to keep the connected client(s) up to
date.

Besides the logging agent and the user-management
agent there are more administrative agents, which are
not shown in the agent model diagram for reasons of
clarity.

The following are the core features of the imple-
mented agent model.

Autonomic Module Control. Every machine module is
represented by a specifically adapted software agent that
optimizes the module’s operations and capacity utiliza-
tion.

Superordinate Coordination. Through permanent bi-
lateral negotiation and coordination between neighbor-
ing modules (i. e., of their software agents) the system
constantly reaches a state of superordinate coordina-
tion. This eliminates the need for a central control
instance.

Self-Managing Orders. As for every module (re-
source), software agents are also responsible for the
control of each production unit (order). They self-
manage the order’s progress through the machine(s)
autonomously and ensure that all requirements relat-
ing to (cost-)efficiency, speed, and quality are optimally
satisfied.

Distributed Communication. The decentralized ap-
proach based on bilateral communication allows for
virtually unlimited scaling possibilities, while at the
same time increasing robustness against malfunctions
and various external influences.

Standards Compliance. At the controller level the
software provides full support for the CANopen
industry-standard machine control and communication
interface.

Interaction Model
One of the core principles of this solution is to dy-
namically create one agent per module detected on the
CANbus and establish a communication link to the two
neighbor agents. Consequently there is no global com-
munication among the agents but only the one on the left
and the right side. This bilateral communication model
is very lean but still powerful enough to drive the back-
ward scheduling and real-time synchronization between
the modules.

Here is one example of this synchronization task.
As each board (production job) and each module has
different processing parameters the conveyor belts typ-
ically run at different speeds. To ensure clean handover
from one to the next module, LS/AMC has imple-
mented a communication protocol (Fig. 23.6) following
a notify-and-pull principle, where the sender stops and
notifies the receiver and, as soon as it is ready, the
receiver sets the receiving speed and then grants the
sender permission to send at this speed.

23.2.4 Advantages and Benefits

The following advantages are only qualitative. Detailed
metrics are not yet available and proven compar-
isons with other (monolithic) approaches have not been
conducted, as this is an ongoing project in its final
deployment phase. However, during the course of the
development we experienced many of the advantages in
real life, and even unexpected ones.

Especially we found the modular design to be ex-
tremely helpful in a project like this with moving targets
over more than 2 years. The moving target was caused
by the learning curve while designing the machine –
the hardware itself. Even though sensors, actuators, and
their behavior changed every week, the core of the so-
lution has been stable and unchanged since its initial
design.

We received more feedback from real life just be-
fore the publishing of this Handbook. The machine has
been extended for a new customer by two lift modules,
two more transportation modules, and a barcode reader.
The agent-based design of the solution has shown that
it can schedule and optimize the throughput and per-
formance of the machine without any change of the
algorithm. The additionally instantiated module agents
naturally latched into the processing chain. They co-
ordinated with the older module agents to control the
soldering process as expected.

At least some of the following – theoretical obvious
– advantages have thus been materialized.
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Accept_frame(frame)
Handshake step

Notify_module_changed

Wait_till_ready

Transport(module2_speed)

End_switch_reached

Process

Transport(0)

Commit_accept(module2_speed)

Transport(module2_speed)

End_switch_clear

Transport(0)

Fig. 23.6 Extract of the agent communication protocol: handshake step

Flexibility
The modular and distributed architecture of the
LS/AMCs agent system allows for easy addition of new
modules, without causing fundamental changes to the
existing system architecture. The introduction of new
kinds of machine modules only requires the develop-
ment of a new module agent, which can be integrated
into the current system with minimal effort.

Autonomic Adaptivity
New modules or modules that are failing or in need
of maintenance can be exchanged while the system is
running. Moreover thanks, to the LS/AMC distributed
system architecture and intrinsic feedback-based adap-
tivity, machine control is updated autonomically at
runtime without requiring restart of the control soft-
ware.

Maintainability
Compared with traditional procedural or purely object-
oriented approaches, the agent-oriented design of
LS/AMC offers the advantage of intuitively mapping
the real-world production line and order structure
one-to-one. This makes the system better to understand

and use, increases its durability, and improves its main-
tainability. An agent system also supports the easy and
targeted customization of logging routines at the pro-
cess level. This ensures the availability of more helpful
and efficient methods of error monitoring and analysis.

Simulation
Complex simulation scenarios are easy to develop with
LS/AMC, since a realistic mirror of a production line
is more straightforward to simulate than an abstract
model. Many different machine states and process flows
can be recreated quickly and realistically. This signifi-
cantly reduces the cost of quality control and improves
personnel training and product demonstrations.

Goal Orientation
The software agents employed in this solution explic-
itly represent their behavior using partially conflicting
logical goals. Order agents, for example, pursue the
minimization of throughput time, and module agents
have the goal of optimizing the modules’ resource con-
sumption. With LS/AMC these goals do not block
one another but rather dynamically coordinate toward
achieving optimal overall performance.
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Dynamic Optimization
A production optimization program is coupled to each
work item (board) and transitions together with it
through the machine modules. Each module adapts to
the particular program and dynamically anticipates pa-
rameter and control adjustments when appropriate. The
program is linked to the individual order or batch and
not tied to a central, fixed setting for the entire machine.

23.2.5 Future Developments
and Open Issues

• Integration into preceding and successive process-
ing machines, e.g., automated optical inspection
(AOI), cleaning or packaging• Machine-controlled board loaded through new com-
bined lift/feeder modules. This allows throughput
improvement by allowing agents to influence the se-
quence of production, which is not the case when
boards are loaded manually• Making use of optional surface temperature sensors
to improve the control of the temperature curve di-
rectly on the processed board.

23.2.6 Reusability

The foundation for the customer- and machine-specific
solution is a reusable and generic product kernel pro-
viding the following features and functionality:

• The standard agent platform, Living Systems Tech-
nology Suite (LS/TS) [23.7], is used as the runtime
environment for the agent-based solution.• The agent principle implies distributed autonomic
control for each resource or entity in the system.• The agent-type framework allows a jump-start for
the solution building as it provides all general
agents and templates for the application-specific
agents.• User, roles, and rights management is needed in
every multiuser environment. New functions can
easily be put under the generic access control.• The built-in standard CANopen interface allows fast
integration of every CANopen-compliant controller
devices. LS/AMC has implemented a generic in-
terface to CANopen to give each agent transparent
access to its sensors and actuators.

23.3 Application Example: Dynamic Transportation Optimization

23.3.1 Motivation

Across Europe and worldwide, road freight transporta-
tion is a demanding high-pressure environment. Com-
petition is fierce, margins are slender, and coordination
is both distributed and often intensely complex. As a re-
sult many companies are seeking methods to control
costs by enhancing their traditional dispatching meth-
ods with technology capable of intelligent, real-time
freight capacity and route optimization. The former en-
sures that transport capacity is maximally used, while
the latter ensures that trucks take the most efficient
calculated route between order pickups and deliveries.
These are tractable, yet complex, optimization problems
because plans can effectively become obsolete the mo-
ment a truck leaves the loading dock due to unforeseen
real-world events. It thus becomes mission-critical to
assist human dispatchers with the computational tools
to quickly replan capacity and routing.

A considerable volume of research exists concern-
ing the domain of automatic planning and scheduling,
but many real-world scheduling problems, and espe-
cially that of transportation logistics, remain difficult
to solve. In particular, this domain demands sched-

ule optimization for every vehicle in a transportation
fleet where pickup and delivery of customer orders is
distributed across multiple geographic locations, while
satisfying time-window constraints on pickup and de-
livery per location.

Living systems adaptive transportation networks
(LS/ATN) is a novel software agent-based resource
management and decision support system designed to
address this highly dynamic and complex domain in
commercial settings. It makes use of agent cooperation
algorithms to derive truck schedules that optimize the
use of available resources, leading to significant cost
savings. The solution is designed to support, rather than
replace, the day-to-day activities of human dispatchers.
The agent design chosen for optimization directly re-
flects the manner in which logistics companies actively
manage the complexity of this domain. The global busi-
ness is divided into regional business entities, which are
usually dispatched via distributed dispatching centers.
Interacting software agents represent this distribution.

While one of the largest customers of LS/ATN has
demonstrated a reduction of 11.7% in costs compared
with the manual dispatching solution, we typically guar-
antee a reduction of at least 4–6%. This improvement
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is significant for transportation companies with large
numbers of orders to manage, significant costs, and
small profit margins.

The achievements made thus far have been attained
using only traditional manual communication (mobile
phone) between the driver and dispatcher. Using this
data LS/ATN generates global dispatching suggestions
and improves the communication among the distributed
dispatching centers. Incorporating sensor data on, for
example, traffic conditions and vehicle status allows
more accurate continuous estimation of vehicle esti-
mated time of arrival (ETA), thus presenting yet further
opportunities for cost savings and reduced fuel con-
sumption. One key to this is the integration of real-time
track-and-trace data feeds from en route vehicles, which
act as feedback measures to an optimizer engine. This
allows continuous adaptation and regeneration of dy-
namic route plans based on the real-world environment.

Close integration with key pervasive technologies
such as GPS and reliable multinetwork communica-
tion offers the capability of enhancing core system
intelligence with fast, timely, and accurate measures
of the live environment [23.8]. Continuous transmis-
sion of vehicle state and location information provides
live feedback metrics for the optimization platform, al-
lowing human dispatchers to improve the efficiency of
entire fleets. This flexibility enables logistics providers

Fig. 23.7 Details of a route in the LS/ATN dispatcher control center, as suggested by an optimizer agent

to react quickly to new customer requirements, altering
transport routes at very short notice in order to accom-
modate unexpected events and new orders.

There can be little doubt that the future of freight
transportation in Europe and beyond lies with the
widespread adoption of pervasive technologies and
intelligent transportation systems. One of the few ques-
tions remaining is simply how rapidly firms will adapt.

The remainder of this chapter examines the busi-
ness domain characterizing the identified problems and
then presents an industry-proven solution to these prob-
lems, LS/ATN (Fig. 23.7). It has been developed in
close collaboration with worldwide logistics providers
such as DHL, and has been proven through real-world
deployment to reduce transportation costs through the
optimized route solving for both small and large truck
fleets. The primary aspects of our agent-based solution
approach are discussed, followed by the presentation
of benefits and savings, which are then continued with
emerging options for incorporating state-of-the-art mo-
bile technologies and pervasive computing into the
solution.

23.3.2 Business Domain

Today most logistics companies use computational
tools, collectively known as transport management sys-
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tems (TMS), such as Transportation Planner from i2
Logistics, AxsFreight from Transaxiom, Cargobase,
Elit, and Transflow, to plan their transportation network
from a strategic level all the way through to sub-
daily route schedules. However, many TMS are unable
to handle unexpected events adequately and generate
plan alterations in real time. When dealing with large
numbers of distributed customers, limited fleet size,
last-minute changes to orders, or unexpected unavail-
ability of vehicles due to traffic jams, breakdowns or
accidents, static planning systems suffer from limited
effectiveness. Significant human effort is required to
manually adapt plans and control their execution.

In addition, vehicles can be of different types and
capacities, are usually available at different locations,
and drivers must observe regulated drive-time restric-
tions. To cope with all this, new intelligent approaches
to route planning are emerging that are capable of
continuously determining optimal routes in response
to transportation requests arriving simultaneously from
many customers. The key challenge lies in allocating
a finite number of vehicles of varying capacity and
available at different locations such that transportation
time and costs are minimized, while the number of
on-time pickups and deliveries, and therefore customer
satisfaction, is maximized.

Road Freight Transportation
Road freight transportation is a very heterogeneous
business environment serving a wide variety of cus-
tomers with many different types of transportation, each
configurable in many ways. In addition, large compa-
nies add the challenge of different business structures
regarding processes, culture, and information technol-
ogy.

One of the most significant challenges is the per-
manent handling of unexpected events such as traffic
jams or other reasons for delays and new, changed or
canceled customer orders. While new orders are an ex-
pected component of everyday business, their precise
characteristics and appearance time are highly vari-
able. A good solution must address the decentralized
responsibilities of dispatchers working across the world
with potentially overlapping geographical responsibil-
ities, and supporting individual strategies and local
approaches to dispatching.

To survive in an environment of significant cost
pressure with margins of only 1–3%, logistics providers
must address how to structure strong interaction be-
tween regional or organizational logistics networks and
effectively manage the increasing complexity.

Core Challenge
The ongoing challenge for a logistics dispatcher is to
find the best balance between:

• His reaction speed (time, effectiveness)• The quality of a solution (schedule)• The cost (efficiency) of a solution.

A comprehensive solution not only requires a core
real-time optimization algorithm, but also a cooperative
process bringing together all involved people.

Load Constraints
In a linear programming approach first of all you have
to cover and configure the following load constraints:

• Precedence (pickup before delivery)• Pairing (pickup and delivery by the same truck)• Capacity limitation (dependent on truck type)• Weight limitation (dependent on truck type)• Order–truck compatibility (type, equipment)• Order–order compatibility (dangerous goods)• Last-in first-out (LIFO) loading of orders (optional).

Additionally it is important at least to take into account
the following time constraints:

• Order-dependent load and unload durations• Earliest and latest pickup• Earliest and latest delivery• Opening hours for pickup and delivery• Legal drive-time restrictions• Maximum allowed tour duration• Lead time for ordering spot market trucks.

Problem Classification
One approach to tackle this optimization problem is
by considering it as a multiple pick up and delivery
problem with time windows (mPDPTW) [23.9], which
concerns the computation of the optimal set of routes
for a fleet of vehicles in order to satisfy a collection
of transportation orders while complying with avail-
able time windows at customer locations. To solve the
real-world challenge to an acceptable degree it is nec-
essary to add another two aspects: first the capability
to react in real time, and second to deal with time
constraints in a flexible manner, using penalty costs to
decide between a new vehicle or being late. This results
in the even more complex multiple pick up and deliv-
ery problem with soft time windows in real time (R/T
mPDPSTW) [23.10–12].

Thus, in addition to a pickup and delivery location,
each order includes the time windows within which the
order must be picked up and delivered. Vehicles are
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dispatched from selected starting locations and routes
are computed such that each request can be success-
fully transferred from origin to destination. The goal of
R/T mPDPSTW is to provide feasible schedules that
satisfy the time window constraints for each vehicle
to deliver to a set of customers with known demands
on minimum-cost vehicle routes. Another aspect is the
capability to suggest charter trucks (dynamically add
resources) when appropriate, i.e., when charter trucks
are cheaper than the company’s own existing or fixed-
contract trucks.

Further Challenges
A further significant challenge is managing opening
hours, meaning to support multiple time windows dur-
ing a day (e.g., lunch breaks). One of the major topics
outside the optimization core problem is the ability to
combine global dispatching suggestions automatically
created by the system with local individual dispatcher
decisions. Not forgetting the difficulty of combining
continuous planning (perpetual with rolling horizon)
with discrete decisions, track and trace, and billing
processes. Then there is also the recurrent decision to
transport direct or indirect (via a hub or depot) and to
consider the limited docking or handling capacity at
a hub.

Finally customer requests to parallelize the op-
timization of the three main resources, truck/tractor,
trailer/swap body, and driver(s), must also be handled.
Each may take a different route due to the pulling unit
(truck/tractor), with drivers also potentially changing
during a tour.

23.3.3 Solution Concept

The centralized, batch-oriented nature of traditional IT
systems imposes intrinsic limits on dealing successfully
with unpredictability and dynamic change. Multiagent
systems are not restricted in this way because collabo-
rating agents quickly adapt to changing circumstances
and operational constraints. For real-time route opti-
mization, it is simply not feasible to rerun a batch
optimizer to adjust a transport plan every time a new
event is received. Reality has shown that events such
as order changes occur, on average, 1.3 times per or-
der. Distributed, collaborating software processes, i. e.,
agents, can however work together by partitioning the
optimization problem and following the bottom-up ap-
proach, thereby solving the optimization in near-real
time.

Software Agents
To solve the domain challenges described above it is
necessary and advantageous to apply a new software de-
sign concept: software agents. This technology offers an
ideal approach to allow real-time system response and
assessment in a distributed heterogeneous environment.
Software agents are grounded by the notion of commu-
nication between independent active objects, each of
which may have its own goal objectives and role as-
signments. These capabilities inherently mirror typical
business structures and processes. Technically, software
agents operate using sense–decide–act loops, which can
be either purely reactive or proactively goal oriented.

In the transportation business domain an agent could
be a packet, a pallet, a truck, a driver, an order or a dis-
patcher. They follow a reverse, bottom-up optimization
principle with decentralized solution discovery and es-
calation strategies: first a dispatcher mentally optimizes
within his domain of responsibility (e.g., 20 trucks),
then in steps expands the search space to his office, his
subsidiary, the region, the country, and finally tries to
improve a solution globally.

Bilateral Order Trade
As mentioned, the agent design principle is based on
communication and interaction among autonomous ob-
jects mirroring the real world. This optimization model
closely follows cooperation in reality, where all trucks
are driven and managed by self-employed drivers (and
truck owners). They first accept each new order they get
from any customer and then start to search, and nego-
tiate with, other truck drivers in order to exchange or
transfer orders looking for a win–win situation for both
sides. This is triggered by each order event, where an or-
der exchange also counts as an event. Each truck negoti-
ates with other trucks in sequence with a tight restriction
to bilateral order trades. However multiple trades can
take place in parallel, always between a pair of trucks.
This solution design allows fully distributed and paral-
lel solution discovery, which scales very well and allows
individual goals and strategies per truck (agent).

Agent Model and Strategy
To solve the R/T mPDPSTW problem dynamically,
the LS/ATN transportation optimizer [23.13], used by
DHL throughout Europe, segments and distributes the
problem across a population of goal-directed software
agents. Each agent represents a dispatcher, who man-
ages one or more vehicles (resources). This is slightly
different to exactly one agent per one truck, but the
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principle is the same, even closer to reality where a dis-
patcher manages more than one truck. The reason was
technical performance optimization while keeping the
core principle of bilateral negotiations.

The system is completely event driven: a new order,
a changed order, a delay or a successful order exchange
triggers a local activity. The dispatcher of the affected
vehicle becomes active and tries to optimize by negoti-
ating with neighbor trucks, trying to exchange or move
loads and by checking and calculating all reasonable
combinations and selecting the cheapest. The global op-
timum is striven for through a kind of snowball effect,
which stops when there is no more optimization found.
A threshold savings value, which avoids an order ex-
change for too little saving, reduces plan perturbation.

To find the optimal allocation the agents work on
a strict cost basis. Each possible route is checked
against a configurable, individual, and fully detailed
cost model. This market-based approach, the money
to be spent, is the common denominator to make the
multiple conflicting goals comparable, which are:

• Reduction of empty driven distance• Reduction of waiting times• Increase of capacity utilization.

For R/T mPDPSTW optimization, an agent represents
each geographical region, or business unit, with freight
movement modeled as information flow between the
agents (Fig. 23.8). Incoming transportation requests are
distributed by an AgentRegionBroker (not shown) to the
AgentRegionManager governing the region containing
the pickup location. The number of such agents de-
pends on the customer’s setup of (regional) business
units and varies between 6 and 60 for current deploy-
ments. In the larger case, 10 000 vehicles and up to
40 000 order requests are processed daily. This implies
that no more than a few seconds are available to reop-
timize a transportation plan when, for example, a new
order must be integrated. Each AgentRegionManager
generates a transportation plan specifying which orders
to combine into which routes and which vehicles should
be assigned to those routes. Agents exchange informa-
tion using a negotiation protocol to insert transportation
requests sequentially, while continually verifying vehi-
cle availability, capacity, and costs.

While the optimization function is 100% cost based,
other objectives must be satisfied in parallel when calcu-
lating routes. Some of these constraints are compulsory
(hard), such as capacity and weight limitations of the
vehicle, customer opening hours, that pickup date is
before delivery date, and that pickup and delivery are

Agent region manager

Fig. 23.8 Illustration of freight transportation in Europe partitioned
into six regions, each with its own agent region manager. Blue cir-
cles represent major transport hubs and red lines indicate example
routes connecting hubs

performed by the same vehicle. Other soft constraints
can be violated with a cost penalty, such as missing the
latest possible pickup time or delivery time.

Experiments and First Findings
In the course of the software development we evaluated
the effect of certain key parameters. One of these is
the number of orders being negotiated and transferred
between trucks (k). Our experiments showed that the
runtime increases linearly with increasing k, but the
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Fig. 23.9 Optimization results with increasing k (number
of orders exchanged)

Part
C

2
3
.3



396 Part C Automation Design: Theory, Elements, and Methods

1 2 3 4 5

Costs (1000 cu) Broken constraints

Max allowed delay (h)

880

875

870

865

860

600

550

500

450

400

350

300

250

200

Total costs
Broken constraints

Fig. 23.10 Optimization results with increased soft time
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costs decrease only marginally (Fig. 23.9). k = 0 means
that there is no order exchange taking place, but only
the first-time allocation.

Another experiment is the effect of the maxi-
mum allowed delay for soft time windows. The graph
(Fig. 23.10) shows that a maximum delay above 2 h
decreases the quality (number of broken constraints in-
crease) while not reducing costs significantly.

The Decision Support Process of LS/ATN
To integrate the globally generated optimization recom-
mendations with the distributed dispatchers performing
manual optimization we identify the following decision
support process (Fig. 23.11): Orders arriving from an
external system (ERP (enterprise ressource planning),

ERP/TMS LS/ATN Dispatcher Carrier

Order entry/
order change

Manual
dispatching

Dispatching
support

(matching and
proposals)

Feedback:
Telematics/

mobile phone

Execution
preparation

Purchase
capacity

Tracking
monitoring

event
handling

Accounting
Initiate post
execution

administration

Fig. 23.11 Decision support process of LS/ATN

TMS (tranportation management system) or other) flow
into the core agent system, which generates dispatch-
ing recommendations in the form of a globally optimal
matching proposal of orders to trucks. There is no time
limit into the future; LS/ATN has an endless planning
horizon. A certain lead time before the orders are to
be checked and released, the system transfers them to
the to-do board of the responsible dispatchers. They ap-
prove and adjust the suggested plan if needed prior to
fixing the tour and purchasing the required transporta-
tion capacity. This automatically sends a confirmation
to the subcontracted carrier and can issue a message
to the truck driver, if equipped accordingly. The re-
leased routes then switch to tracking mode where the
agents take over responsibility for monitoring incoming
tracking messages, verifying whether they indicate an
existing or upcoming time violation. The dispatcher is
informed only if needed. As a final step the dispatcher
releases a finished tour for billing.

This ideal flow covers the standard case, but reality
often intercedes to force alterations in real time. In any
situation a dispatcher can put a tour or an order into his
manual dispatcher board and adjust the plan. This might
be needed if, for example, an actual order differs from
the booking only when loading it at the customer site.

23.3.4 Benefits and Savings

Higher Service Level at Reduced Cost
LS/ATN agent-based optimization guarantees a higher
service level in terms of results quality. The high so-
lution quality corresponds to a reduced number of
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Fig. 23.12 Improvements obtained with LS/ATN over
manual dispatching. Higher service level at reduced cost.
Saved driven kilometers are compared with the manual
figure

violated constraints. The system allows the desired level
of service quality to be fine-tuned. Figure 23.12 presents
results obtained from LS/ATN relative to the manual
dispatching solution of very experienced dispatchers
(manual).

The first proposed solution (LS/ATN 1), using re-
laxed soft constraints as the manual dispatchers do,
provides a reduction of 8.3% in driven kilometers at
the same service level with no more than 25% violated
constraints.

The second solution (LS/ATN 2), configured with
higher penalty costs for late delivery, shows a reduction
in driven kilometers of 0.8% relative to the manual dis-
patching solutions, while providing a significant higher
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Fig. 23.13 Significant cost savings through optimized capacity utilization

service level: only 2.5% violated constraints with more
than 6 h delay.

The third solution (LS/ATN 3), not allowing any
time window violation, shows an increase of only 1.7%
in terms of driven kilometers, while meeting all the
constraints to 100%.

In this analysis we compared the system results with
real-world (manual) results, as the customers regard
these metrics as optimal. Furthermore, there is the cost
and resource problem if one would like to compare the
results with the real optimum. This would require setup
and development of a parallel solution based on linear
programming, which is – according to our experience
– not capable of covering all detailed requirements and
constraints. Customers do not pay for such a compar-
ison, as it is far too expensive and, even if one could
develop a parallel solution fulfilling all requirements in
the same way, there is no guarantee that the (one-time)
optimal solution will end in due time.

Significantly Increased Process Efficiency
Through the use of automatic optimization a lower pro-
cess cost is achieved. This is due to automatic handling
of plan deviations and evaluation of solution options
in real time. Moreover, through automation, the com-
munication costs in terms of dispatcher’s time and
material is reduced. Better customer support can be
guaranteed through fast, comprehensive, and up-to-date
information about order execution. Automation also al-
lows processing of a higher number of orders than
with manual dispatching only. This is an important is-
sue as the volume of data to be managed is constantly
increasing.
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Significant Savings
through Optimized Capacity Utilization

Cost savings cannot only be achieved by avoiding
empty trips and reducing driven kilometers; an impor-
tant aspect of cost reduction is the optimal use and
allocation of the company’s own and chartered trucks to
a mixture of one-way, back-, and round-trips. Without
the ability to reduce the driven kilometers significantly
there is still a saving potential of up to 7%, as shown
in Fig. 23.13.

Savings Potential in Numbers
A partial dataset from our major customer, DHL
Freight, contains around 3500 real business transporta-
tion requests. In terms of the optimization results,
obtained by comparing the solution of manual dispatch-
ing of these requests against processing the same orders
with LS/ATN, a total 11.7% cost saving was achieved,
where 4.2% of the cost savings stem from an equal re-
duction in driven kilometers. An additional achievement
is that the number of vehicles used is 25.5% lower com-
pared with the manual solution. The cost savings would
be even higher if fixed costs for the vehicles were in-
cluded, which is not the case in the charter business, but
possibly in other transportation settings.

Combined with other real-world comparisons we
can estimate an overall transportation cost saving of 5–
10%, which are variable costs (subcontractor payment)
and thus have an immediate effect. Fixed cost savings
of 50–100% resulting from process and communica-
tion improvements are long-term effects, which only
pay back when the resources are reallocated.

23.3.5 Emerging Trends:
Pervasive Technologies

Although capacity and route optimization tools are
proven to produce significant reductions in operating
costs, many in the transportation industry are acutely
aware that one key and often missing component of
the optimization strategy is the provision of real-time
feedback from en route vehicles. The objective is an in-
telligent transportation management system with every
vehicle providing up-to-date information of progress
through a pickup/delivery schedule and with onboard
sensors detecting, for example, when freight is loaded
and unloaded, and whether its condition (e.g., tempera-
ture) is within tolerance limits.

The intelligent transportation management sys-
tems model [23.14] developed within the transportation
industry is grounded in the principle of vehicle track-

ing and incorporation of real-time information into
the transportation management process using available
pervasive technologies. The emerging approaches to
realizing this model involve various combinations of
pervasive technologies, some of which are all high-
lighted in the following section. This section highlights
some of the most relevant technologies in use today, or
in the early phases of adoption. LS/ATN is able to make
use of data sourced from, manipulated by, or transmit-
ted by any of these technologies to enhance the route
optimization process.

Global Positioning System (GPS)
Automatic vehicle location (positional awareness) uses
GPS signals for real-time persistent location monitoring
of vehicles. Both human dispatchers and route planners
such as LS/ATN can then track vehicles continuously
as they move between pickup and delivery locations.
Active GPS systems allow automatic location identi-
fication of a mobile vehicle; at selected time intervals
the mobile unit sends out its latitude and longitude, as
well its speed and other technical information. Passive
GPS uses the onboard units (OBU) to log location and
other GPS information for later upload. Accuracy can
vary, typically between 2 and 20 m, according to the
availability of enhancement technologies such as the
wide-area augmentation system (WAAS), available in
the USA. The European Galileo system will augment
GPS to provide open-use accuracies in the region of
4–8 m within the European region.

The adoption of GPS is growing quickly as the tech-
nology becomes commoditized, but some transportation
companies remain reliant on legacy equipment for mea-
suring vehicle location. Some of the alternatives to GPS
in use today include dead-reckoning, which uses a mag-
netic compass and wheel odometers to track distance
and direction from a known starting point, and the
long-range navigational (LORANC) system, which de-
termines a vehicle’s location using in-vehicle receivers
and processors that measure the angles of synchronized
radio pulses transmitted from at least two towers with
predetermined position. Another system in use by some
transportation companies is cellphone signal triangu-
lation, which estimates vehicle location by movement
between coverage cells. This only offers accuracy typ-
ically in the region of 50–350 m, but is a cheap and
readily available means of determining location.

Onboard Units (OBU)
An OBU, otherwise known as a black box, is a vehicle-
mounted module with a processor and local memory
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that is capable of integrating other onboard technologies
such as load-status sensors, digital tachographs, toll col-
lection units, onboard and fleet management systems,
and remote communications facilities. The majority of
OBUs in use today, such as the VDO FM Onboard
series from Siemens, the CarrierWeb logistics plat-
form, and EFAS from Delphi Grundig, are typically
used to record vehicle location, calculate toll charges,
and store vehicle-specific information such as iden-
tity, class, weight, and configuration. Some emerging
OBUs will have increased processing capabilities al-
lowing them to correlate and preprocess collected data
locally prior to transmission. This offers the possibility
of more computational intelligence installed within the
vehicle, enabling in situ diagnostics and dynamic coor-
dination with the remote planning optimizer such that
the vehicle becomes an active participant in the plan-
ning process, rather than simply a passive provider and
recipient of data.

Vehicle data, in its most common form, relates to
the state of the vehicle itself, including, for example,
tire pressure, engine condition, and emissions data. Au-
tomatic acquisition of this data by onboard sensors and
its transmission to a remote system has been available
within the automotive industry from some years and
is now gaining substantial interest in the freight trans-
portation business. The OBU gathers information from
sensors with embedded processors capable of detect-
ing unusual or deviant conditions, and informs a central
control center if a problem is detected. Sensors also
measure the status of a shipment while en route, such
as detecting whether the internal temperature of refrig-
erated containers is within acceptable tolerance limits
or whether a door is open or closed.

RFID
Many assets, including freight containers, swap-bodies,
and transport vehicles, are now being fitted with
transponders not only to identify themselves, but also
to detect shipment contents and maintain real-time in-
ventories. In the latter case, units are equipped with
radiofrequency identification (RFID) readers tuned to
detect RFID tags within the confined range of the con-
tainer. Some tags, such as the Intermec Intellitag with
an operating range of 4 m, are specifically designed for
pallet and container tracking, where tags are attached to
every item and automatically scanned whenever cargo
is loaded or unloaded. The live inventory serves as both
local information for the driver and as real-time feed-
back to the TMS, which uses it for record keeping and
as input to the real-time route planner.

In addition, e-Seals, whether electronic or mechan-
ical, are now often placed on shipments or structures
to detect unauthorized entry and send remote alerts via
the OBU. E-Seals on a container door can also store
information about the container, the declaration of its
contents, and its intended route through the system.
They document when the seal was opened and, in com-
bination with digital certificates and signatures, identify
whether the people accessing the container are autho-
rized to do so.

Mobile Communications
Electronic communication is the key enabler of per-
vasive technologies. In transportation the most basic
form in use is the short message service (SMS), which
is commonly used to communicate job status such as
when a driver has delivered an order. Technology is al-
ready in place to automatically process SMSs and input
the data into the route planner.

Also now in relatively widespread use is dedicated
short-range communications (DSRC) operating in the
short-range 5.8–5.9 GHz microwave band for use be-
tween vehicles and roadside transponders. Its primary
use in Europe and Japan is for electronic toll collection.
DSRC is also used for applications such as verifying
whether a passing vehicle has a correctly operating
OBU.

Currently, the technology with the greatest utility
is machine-to-machine (M2M) [23.15] communication,
which is the collective term for enabling direct con-
nectivity between machines (e.g., a vehicle’s OBU and
the remote planning engine) using widespread wireless
technologies. Legacy second-generation (2G) infras-
tructure is most commonly used as third-generation
(3G) technologies enter the mainstream for day-to-day
human telecommunications. M2M is quickly emerging
as a principle enabler of networked embedded intelli-
gence, the cornerstone of pervasive computing. It can
eliminate the barriers of distance, time, and location,
and as prices for the use of 2G continue to drop due to
continued rollout of 3G technologies, many transporta-
tion companies are taking advantage and adopting M2M
as their primary means of electronic communication.

Emerging solutions take M2M to another level by
enabling always-on and highly reliable communication
through automatic selection of connection technology,
e.g., general packet radio service (GPRS), enhanced
data rates for GSM evolution (EDGE), universal mobile
telecommunications system (UMTS), satellite services,
and WiFi according to availability. The LS/ATN route
optimizer, for example, can be augmented with a re-
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mote connection agent module [23.16] installed in
vehicles that offers seamless M2M over cellular tech-
nologies, wireless local-area network (LAN), and even
short-range ad hoc connections if available. The se-
lection of a particular communication technology can
be made either manually or automatically, depending
on several metrics including location, connection avail-
ability, transmission cost, and service type or task; for
example, a fleet operator may prefer the use of satel-
lite to communicate directly with a driver, but then
a combination of cellular technologies for remote moni-
toring, trailer tracking, and diagnostics. Low-cost GPRS
might be selected to download position coordinates
from an onboard GPS; whereas, a higher-bandwidth
(and cost) option such as UMTS/WCDMA (wide-
band code division multiple access) might be preferred
for an over-the-air update to the OBU or onboard
sensors.

The position information of a single vehicle is used
to adjust dispatching plans immediately in the case of
deviations (described below in more detail). If the num-
ber and density of vehicles in a region is high enough,
this floating vehicle data may be integrated into a map
containing real-time traffic flow information [23.17].

“Agent-based reasoning”

Existing: state-of-the-art real-time dispatching combined with traditional track&trace and communication

Future: M2M real-time track&trace and re-scheduling combined with instant driver update

Status
Traffic

Activities
ETA

Instructions
time schedule
order details

locations
(route)
traffic

Supervisor

Decide ActSense

“Agent-based reasoning”

Fig. 23.14 Analysis of the sense–decide–act loop: despite a state-of-the-art reasoning engine, existing applications still
involve many media breaks with human involvement, which are increasingly being replaced by integrated pervasive
technologies

Opportunities of Using Pervasive Technologies
Transportation route optimizers can take advantage of
real-time data sourced from vehicles equipped with
pervasive technologies by incorporating information re-
lating to vehicle location, state, and activity into their
planning processes.

Figure 23.14 shows the major difference and step
from the current deployment of the agent-based real-
time dispatching system, only making use of traditional
communication and track-and-trace capabilities with
many manual human activities involved, toward a full
real-time control loop leaving the dispatcher in a purely
supervisor role. In the future, the sensor and actuator
interfaces will be increasingly automated while the de-
cision core system is already in place.

Pervasive communication provides a permanent bi-
lateral link between the vehicles and the dispatching
system. Onboard preprocessing is available to calculate
continuously the estimated time of arrival (ETA) at the
next node, which is periodically sent to the server in
order to check immediately the impact on the dispatch-
ing plan. Taking speed and other local knowledge into
account the local preprocessor is able to deduce traffic
conditions and forward this (only temporarily valuable)
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knowledge to other vehicles via the dispatching system.
The combination of sensed speed with the current loca-
tion can trigger an automatic status message if the truck
is waiting for loading/unloading at a customer site or is
idle in a traffic jam. A similar functionality is so-called
geo-fencing, which issues a status messages when en-
tering or leaving a destination. A further automation
is the local communication between truck and a smart
container for docking and undocking messages.

All of the above simplify and speed up execu-
tion tracking and dramatically increase status frequency,
quality, and accuracy. Real-time plan adjustments en-
sure that a co-loading opportunity is never missed, or
that time is never lost when informing the customer
about short-term changes.

In particular, during the decision phase, route op-
timization and the derivation of schedules can directly
use both information relating to vehicles movements
as they proceed through delivery schedules and feed-
back from RFID transponders notifying when orders
have been added to or removed. This real-time com-
ponent implies that time windows can be more finely
tuned according to current events, resulting in alterna-
tive schedules that can either compensate for delays
or take advantage of time saved. Preliminary results
with a prototype demonstrate that employing real-time
data in the optimization process can further reduce
transportation operating costs by up to 3% beyond the
5–10% achieved from the standard optimization pro-
cess described earlier, depending on the particular case
and system configuration.

23.3.6 Future Developments
and Open Issues

There remain many scientific and practical challenges
related to the design and use of real-time dispatching
system. A selection of these that we consider relevant
to LS/ATN and for consideration by the community at
large are described below.

A major challenge is the effective handling of in-
tercompany, interregion, and intermodal transportation.
Transportation intrinsically involves multiple carriers
operating both within and across sectors (i. e., road,
air, and shipping) and across geographical boundaries.
Each carrier has its own, often proprietary, systems that
do not necessarily integrate easily with one another.
Addressing this integration problem is a significant
engineering issue to be faced as the technologies ad-
dressed in this chapter come into more widespread use.

The integration of transportation planners into sup-
ply chain and production systems is also important.
As previously mentioned, freight is now often deliv-
ered directly to manufacturing plants without passing
through transitional storage. Integration of these sys-
tems thus becomes a priority when shaping dynamic
supply chains, and supply networks.

OBUs in use today typically consist of a simple
processor, memory, and communication interfaces. In-
stalled software is often designed solely for reading
data from sensors and transmitting it to the TMS. One
method of improving on this design is the integration
of an autonomous software controller into the OBU to
assist with the manipulation and coordination of col-
lected onboard data. Example uses include assisting
in the selection of M2M connection type in a multi-
provider environment according to the type and volume
of data to be transmitted and caching data locally if
connections are temporarily unavailable. The controller
can be further extended with a software agent that ex-
tends the distributed intelligence offered by the route
optimizer. This agent essentially acts as a remote ex-
tension of the optimization platform, allowing the agent
to act as a proxy representative of the vehicle itself
within the context of route scheduling. Vehicles can
thus become active participants in the planning pro-
cess, forming a network overlay of communicating data
processors.

Further research is required on so-called smart
freight containers capable of announcing their presence
and even negotiating with external devices; for example,
a simple OBU fixed to a container will allow it to com-
municate with vehicles, customs checks, and equipment
at freight consolidation centers. Many major transporta-
tion companies use such centers, distributed at strategic
locations, with the primary goal of consolidating freight
onto as few vehicles as possible to maximize use of
available capacity. With the installation of RFID read-
ers, incoming freight with RFID tags can be traced as
it moves through a facility, providing TMS optimizers
with complete coverage of freight location throughout
its entire lifecycle within the business chain.

In addition, external factors also favor early adop-
tion of pervasive technologies, such as the ongoing
escalation of fuel prices, new regulations for pollu-
tion reduction, and constant increases in demand for
fast, high-volume freight shipping. This is recognized
in the European Union white paper European Trans-
port Policy for 2010 [23.18] which discusses the use
of intelligent information services integrated with route
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planning systems and mobile communications to pro-
vide real-time, intelligent end-to-end freight and vehicle
tracking and tracing.

There can be little doubt that the adoption of intelli-
gent transportation planners capable of using real-time
data sourced from pervasive technologies such as those

discussed in this chapter is a major objective of many
freight transportation operators both in Europe and
other areas of the world. With these techniques now
widely recognized as an important means of reducing
operating costs, many companies are already well ad-
vanced on the path to adoption.

23.4 How to Design Agent-Oriented Solutions for Autonomic Automation

In the past decade a lot of work has been done on
agent-oriented analysis and design. The works pre-
sented in [23.19] and [23.20] are only two examples,
but very good starting points to dig into the agent world.
More details about agent organization, agent platforms,
tools and development can be found in [23.7, 21–23].

Other chapters in this Handbook also cover agent-
based solutions, the following gives just a brief outline
on how to start thinking in an agent-oriented way in the
form of a questionnaire. A detailed discussion would be
far beyond the scope of this Handbook.

Questions to structure the overall solution:

• What are the processes?• Who/what drives the processes?• Which roles do the process drivers play?

Questions to ask for each agent/role:

• What is the responsibility of the agent?• Which goals does the agent aim at?• What is the strategy to reach the goals?• What knowledge does the agent need to follow this
strategy?• With which agents does he need to communicate?• Which sensors and actuators are needed or avail-
able?

These questions have been discussed and answered to
design and implement the two application examples
contained in this chapter.

Two main aspects of an agent-based solution should
be considered in order to analyze and prove the qual-

ity of the design. These aspects cannot be given as
a concrete metric, but should be understood as general
indicators relative to the size and type of the intended
system:

• Local knowledge: A good agent solution has been
achieved (or is possible) if the local knowledge
needed by an agent to achieve its goals can be kept
to a minimum. If a solution requires an agent to hold
a large amount of data, or – in an extreme case –
each agent needs to know everything, either the de-
sign should be rethought or an agent-based solution
is not appropriate. Consider, for example, a sales
representative (agent) for a car manufacturer, whose
goal is to sell as many cars at the highest price possi-
ble. For that he does not need to know all the details
about car production or supply chain organization.
He only needs some extract of the whole business
knowledge.• Communication: Although message exchange and
service-oriented architectures can accompany agent-
based ideas, a good solution keeps communication
to a minimum and makes careful use of resource
bandwidth. If a design requires too much messaging
among the participants then the role, and there-
fore the goal assignment, is not distinct enough.
Agent-oriented design means to define a good level
of responsibility and assign it to a software entity,
which allows it to pursue its goals and to decide ac-
tions based on local knowledge. Cooperation with
the environment is needed to sense what’s going on
but should not be needed to draw conclusions.

23.5 Emerging Trends and Challenges

23.5.1 Virtual Production
and the Digital Factory

The automation industry, which includes at least all
machine manufacturers, has the vision that all compo-

nents of a production facility will be accompanied by
a full digital description in a standardized format. Be-
sides easy and straightforward integration into factory
simulation tools, the goal is also to let modules carry
their own electronic description to enable them to plug
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in and integrate automatically into a production system
in the sense of self-configuration. Testing and putting
into operation would become as easy as attaching a new
mouse to a computer. Even though it is obvious that this
will not work for all machines and that it is very hard to
achieve, it is a very worthwhile goal to work towards.
If the modules additionally come along with their own
agents, they can also dynamically negotiate with the en-
vironment in which they are placed and (self-)optimize
their activities.

23.5.2 Modularization

There is a clear trend and motivation in the industry to
modularize machines and production facilities, yielding
many advantages.

The customer (user) of a machine gets much greater
flexibility, as he can order, configure, and dynamically
adapt his production lines according to market needs.
A common keyword in this regard is the selling argu-
ment grow as you need. On the maintenance side more
cost reductions are possible as fewer spare parts are
needed for modules built on the same framework, and if
a defective module needs to be replaced this is normally
easier than replacing a whole machine. Some produc-
tion machines even offer a shopping-cart-like system,
where a component can be exchanged without a screw-
driver.

The manufacturer has smaller components to pro-
duce, which needs less space, at least for each
production cell. In the same way quality tests become
easier and faster because only a single module has to
be tested. Last but not least, smaller modules are eas-
ier and cheaper to transport and deliver. The increased
number of common parts leads to cheaper production
because fewer tools are needed, and less space for many
different parts and higher purchasing discounts can be
achieved.

Overall, modularization is a win–win concept for all
parties.

23.5.3 More RFID, More Sensors,
Data Flooding

As RFID technology increasingly finds its way into
industrial usage and other sensors based on video cam-
eras, induction loops or microwaves we increase the
amount of generated data day by day. Many companies

are hungry for data, but have not clearly defined what to
do with this new data flood. Admittedly the data and its
accuracy have a high value, but one has to be aware that
all this new data keeps its high value for only a very
limited time. In other words: you have to process and
gain the value from fresh data immediately. Because of
the huge volumes involved, this can only be done by
automated processes, which handle sensor input where
it appears and drive activities without too much data
transfer through the network. One can therefore con-
clude that RFID and other sensors increase the need for
software agent concepts.

23.5.4 Pervasive Technologies

Limitations: Onboard Agents
As discussed in Sect. 23.5.1, one vision is to equip
machine components and modules directly with their
self-* logic (Sect. 23.1.4) and software representative.
However, since the processing power of most controller
boards is still not sufficient, and more importantly since
such a huge variety of controller boards exist, it is not
the first goal to support all of these directly. Instead it is
much more convenient, faster, and not to forget cheaper
to let the agent logic run on dedicated computers and
just implement interfaces to the different controllers.
This approach is not at odds with the general distributed
solution design. It is just a special deployment deci-
sion. The very specific controller boards are not loaded
with additional computing tasks, but only used as inter-
faces to the attached sensors and actuators. The software
agents are deployed to one or more standard comput-
ers installed in the field as needed. A solution architect
could theoretically use one dedicated personal computer
(PC) per agent (per controller), which would directly
reflect the distributiveness of the solution, but – again
for cost reasons – several controllers, located in the
same module, machine, area, room or building, can eas-
ily host the agents of many attached controllers. The
agents still somehow work locally, close to the phys-
ical installation and thus the overall solutions provides
redundancy, reduced latency, and near-real-time respon-
siveness. Step by step, as controller boards become
more powerful in the coming years, the agents can be
run directly on the board. This will be a smooth transi-
tion without changing the solution’s core algorithms and
allows one to take advantage of autonomous concepts
already today.
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Jackson He, Enrique Castro-Leon

For some companies, information technology
(IT) services constitute a fundamental function
without which the company could not exist. Think
of UPS without the ability to electronically track
every package in its system or any large bank
managing millions of customer accounts without
computers. IT can be capital and labor intensive,
representing anywhere between 1% and 5% of
a company’s gross expenditures, and keeping costs
commensurate with the size of the organization is
a constant concern for the chief information officer
(CIO)s in charge of IT.

A common strategy to keep labor costs in check
today is through a deliberate sourcing or service
procurement strategy, which may include in-
sourcing using in-house resources or outsourcing,
which involve the delegation of certain standard-
ized business processes such as payroll to service
companies such as ADP.

Yet another way of keeping labor costs in
check with a long tradition is through the use
of automation, that is, the integrated use of
technology, machines, computers, and processes
to reduce the cost of labor.

The convergence of three technology domains,
namely virtualization, service orientation, and
grid computing promises to bring the automation
of provision and delivery of IT services to levels
never seen before. An IT environment where these
three technology domains coexist is said to be
a virtual service-oriented environment or VSG
environment. The cost savings are accrued through
systemic reuse of resources and the ability to
quickly integrate resources not just within one
department, but across the whole company and
beyond.

In this Chapter we will review each of the
constituent technologies for a virtual service-
oriented grid and examine how each contributes
to the automation of delivery of IT services.

The increasing adoption of service-oriented
architectures (SOAs) represents the increasing
recognition by IT organizations of the need for
business and technology alignment. In fact, under
SOA there is no difference between the two. The
unit of delivery for SOA is a service, which is usually
defined in business terms.

In other words, SOA represents the up-leveling
of IT, empowering IT organizations to meet the
business needs of the community they serve. This
up-leveling creates a gap, because for IT business
requirements eventually need to be translated into
technology-based solutions.

Our research indicates that this gap is be-
ing fulfilled by the resurgence of two very old
technologies, namely virtualization and grid
computing.

To begin with, SOA allowed the decoupling
of data from applications through the magic of
extensible mark-up language (XML).

A lot of work that used to be done by appli-
cation developers and integrators now gets done
by computers. When most data centers run at
5–10% utilization, growing and deploying more
data centers is not a good solution. Virtualization
technology came in very handy to address this sit-
uation, allowing the decoupling of applications
from the platforms on which they run. It acts as the
gearbox in a car, ensuring efficient transmission of
power from the engine to the wheels.

The net effect of virtualization is that it al-
lows utilization factors to increase to 60–70%.
The technique has been applied to mainframes
for decades. Deploying virtualization to tens of
thousands of servers has not been easy.

Finally, grid technology has allowed very fast,
on-the-fly resource management, where resources
are allocated not when a physical server is pro-
visioned, but for each instance that a program is
run.
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24.1 Emergence of Virtual Service-Oriented Grids

Legacy systems in many cases represent a substantial
investment and the fruits of many years of refinement.
To the extent that legacy applications bring business
value with relatively little cost in operations and main-
tenance there is no reason to replace them. The adoption
of virtual service-oriented grids does not imply whole-
sale replacement of legacy systems by any means.
Newer virtual service-oriented applications will coex-
ist with legacy systems for the foreseeable future. If
anything, the adoption of a virtual service-oriented envi-
ronment will create opportunities for legacy integration
with the new environment through the use of web-
service-based exportable interfaces. Additional value
will be created for legacy systems through extended life
cycles and new revenue streams through repurposing
older applications.

These goals are attained through the increasing use
of machine-to-machine communications during setup
and operation.

To understand how the different components of vir-
tual service-oriented grids came to be, we have to look
at the evolution of its three constituent technologies: vir-
tualization, service orientation, and grids. We also need
to examine how they become integrated and interact
with each other to form the core of a virtual service-
oriented grid environment. This section also addresses
the tools and overall architecture components that keep

Grid computing

Service-orientationVirtualization

Virtual service-oriented
grids

Fig. 24.1 Virtual service-oriented grids represent the con-
fluence of three key technology domains

virtual service-oriented functions as integral business
services that deliver ultimate value to businesses. Fig-
ure 24.1 depicts the abstract relationship between the
three constituent technologies. Each item represents
a complex technical domain of its own.

In the following sections, we describe how key
technology components in these domains define the
foundation for a virtual service-oriented grid environ-
ment, elements such as billing and metering tools,
service-level agreement (SLA) management, as well as
security, data integrity, etc. Further down, we discuss
architecture considerations to put all these components
together to deliver tangible business solutions.

24.2 Virtualization

Alan M. Turing, in his seminal 1950 article for the
British psychology journal Mind, proposed a test for
whether machines were capable of thinking by having
a machine and a human behind a curtain typing text
messages to a human judge [24.1]. A thinking machine
would pass the test if the judge could not reliably deter-
mine whether answers from the judge’s question came
from the human or from the machine.

The emergence of virtualization technology poses
a similar test, perhaps not as momentous as attempting
to distinguish a human from a machine. Every compu-
tation result, such as a web page retrieval, a weather
report, a record pulled from a database or a spread-
sheet result can be ultimately traced to a series of state
changes. These state changes can be represented by
monkeys typing at random at a keyboard, humans scrib-
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bling numbers on a note pad, or a computer running
a program. One of the drawbacks of the monkey method
is the time it takes to arrive at a solution [24.2]. The
human or manual method is also too slow for most prob-
lems of practical size today, which involve millions or
billions of records.

Only machines are capable of addressing the scale
of complexity of most enterprise computational prob-
lems today. In fact, their performance has progressed to
such an extent that, even with large computational tasks,
they are idle most of the time. This is one of the reasons
for the low utilization rates for servers in data centers
today. Meanwhile, this infrastructure represents a sunk
cost, whether fully utilized or not.

Modern microprocessor-based computers have so
much reserve capacity that they can be used to simulate
other computers. This is the essence of virtualization:
the use of computers to run programs that simulate
computers of the same or even different architectures.
In fact, machines today can be used to simulate many
computers, anywhere between 1 and 30 for practical
situations. If a certain machine shows a load factor of
5% when running a certain application, that machine
can easily run ten virtualized instances of the same
application.

Likewise, three machines of a three-tier e-com-
merce application can be run in a single physical
machine, including a simulation of the network linking
the three machines.

Virtual computers, when compared with real phys-
ical computers, can pass the Turing test much more
easily than when humans are compared to a machine.
There is essentially no difference between results of
computations in a physical machine versus the compu-
tation in a virtual machine. It may take a little longer,
but the results will be identical to the last bit. Whether
running in a physical or a virtualized host, an applica-
tion program goes through the same state transitions,
and eventually presents the same results.

As we saw, virtualization is the creation of substi-
tutes for real resources. These substitutes have the same
functions and external interfaces as their counterparts,
but differ in attributes, such as size, performance, and
cost. These substitutes are called virtual resources. Be-
cause the computational results are identical, users are
typically unaware of the substitution. As mentioned,
with virtualization we can make one physical resource
look like multiple virtual resources; we can also make
multiple physical resources into shared pools of virtual
resources, providing a convenient way of divvying up
a physical resource into multiple logical resources.

In fact, the concept of virtualization has been around
for a long time. Back in the mainframe days, we
used to have virtual processes, virtual devices, and
virtual memory [24.3–5]. We use virtual memory in
most operating systems today. With virtual memory,
computer software gains access to more memory than
is physically installed, via the background swapping
of data to disk storage. Similarly, virtualization con-
cepts can be applied to other IT infrastructure layers
including networks, storage, laptop or server hard-
ware, operating systems, and applications. Even the
notion of process is essentially an abstraction for a vir-
tual central processing unit (CPU) running a single
application.

Virtualization on x86 microprocessor-based sys-
tems is a more recent development in the long history
of virtualization. This entire sector owes its existence
to a single company, VMware; and in particular, to
founder Rosenblum [24.6], a professor of operating
systems at Stanford University. Rosenblum devised
an intricate series of software workarounds to over-
come certain intrinsic limitations of the x86 instruction
set architecture in the support of virtual machines.
These workarounds became the basis for VMware’s
early products. More recently, native support for vir-
tualization hypervisors and virtual machines has been
developed to improve the performance and stability of
virtualization. An example is Intel’s virtualization tech-
nology (VTx) [24.7].

To look further into the impact of virtualization
on a particular platform, Fig. 24.2 illustrates a typi-
cal configuration of a single operating system (OS)
platform without virtual machines (VMs) and a config-
uration of multiple virtual machines with virtualization.
As indicated in the chart on the right, a new layer
of abstraction is added, the virtual machine monitor
(VMM), between physical resources and virtual re-
sources. A VMM presents each VM on top of its virtual
resources and maps virtual machine operations to phys-
ical resources. VMMs can be designed to be tightly
coupled with operating systems or can be agnostic to
operating systems. The latter approach provides cus-
tomers with the capability to implement an OS-neutral
management infrastructure.

24.2.1 Virtualization Usage Models

Virtualization is not just about increasing load fac-
tors; it brings a new level of operational flexibility and
convenience to the hardware that was previously asso-
ciated with software only. Virtualization allows running
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Operating system
Guest OS0

VM0

App App App...

Guest OS1

VM1

App App App...
...

...

Physical host hardware

Physical host hardware

Virtual machine monitor (VMM)

Without VMs:  Single OS owns all
 hardware resources

With VMs:  Multiple OSs share
 hardware resources

App App

Storage

Memory

Network

Processors

Keyboard/mouse

Graphics

App

A new layer
of abstraction

Fig. 24.2 A platform with and without virtualization

instances of virtualized machines as if they were ap-
plications. Hence, programmers can run multiple VMs
with different operating systems, and test code across
all configurations simultaneously. Once systems admin-
istrators started running hypervisors in test laboratories,
they found a treasure trove of valuable use cases. Mul-
tiple physical servers can be consolidated onto a single,
more powerful machine. The big new box still draws
less energy and is easier to manage on a per-machine
basis. This server consolidation model provides a good
solution to server sprawl, the proliferation of physical
servers, a side effect of deploying servers supporting
a single application.

There exist additional helper technologies com-
plementing and amplifying the benefits brought by
virtualization; for example, extended manageability
technologies will be needed to automatically track and
manage the hundreds and thousands of virtual machines
in the environment, especially when many of them are

created and terminated dynamically in a data center or
even across data centers.

Virtual resources, even though they act in lieu of
physical resources, are in actuality software entities that
can be scheduled and managed automatically under pro-
gram control, replacing the very onerous process of
physically procuring machines. The capability exists to
deploy these resources on the fly instead of the weeks
or months that it would take to go through physical
procurement.

Grid computing technologies are needed to trans-
parently and automatically orchestrate disparate types
of physical systems to become a pool of virtual re-
sources across the global network.

In this environment, standards-based web services
become the fabric of communicate among heteroge-
neous systems and applications coming from different
manufacturers, insourced and outsourced, legacy and
new alike.

24.3 Service Orientation

Service orientation represents the natural evolution
of current development and deployment models. The
movement started as a programming paradigm and
evolved into an application and system integration
methodology with many different standards behind it.
The evolution of service orientation can be traced
back to the object-oriented models in the 1980s and
even earlier and the component-based development
model in the 1990s. As the evolution continues, ser-

vice orientation retains the benefits of component-based
development (self-description, encapsulation, dynamic
discovery, and loading).

Service orientation brings a shift in paradigm from
remotely invoking methods on objects, to one of passing
messages between services. In short, service orienta-
tion can be defined as a design paradigm that specifies
the creation of automation logic in the form of services
based on standard messaging schemas.
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Messaging schemas describe not only the structure
of messages, but also behavior and semantics of accept-
able message exchange patterns and policies. Service
orientation promotes interoperability among heteroge-
neous systems, and thus becomes the fabric for systems
integration, as messages can be sent from one service to
another without consideration of how the service han-
dling those messages has been implemented.

Service orientation provides an evolutionary ap-
proach to building distributed systems that facilitate
loosely coupled integration and resilience to change.
With the arrival of web services and WS* stan-
dards (WS* denotes the multiple standards that govern
web service protocols), service-oriented architectures
(SOAs) have made service orientation a feasible
paradigm for the development and integration of soft-
ware and hardware services.

Some advantages yielded by service orientation are
described below.

Progressive and Based on Proven Principles
Service orientation is evolutionary (not revolutionary)
and grounded in well-known information technology
principles taking into account decades of experi-
ence in building real-world distributed applications.
Service orientation incorporates concepts such as self-
describing applications, explicit encapsulation, and
dynamic loading of functionality at runtime-principles
first introduced in the 1980s and 1990s through object-
oriented and component-based development.

Product-Independent
and Facilitating Innovation

Service orientation is a set of architectural principles
supported by open industry standards independent of
any particular product.

Easy to Adopt and Nondisruptive
Service orientation can and should be adopted through
an incremental process. Because it follows some of the
same information technology principles, service orien-
tation is not disruptive to current IT infrastructures and
can often be achieved through wrappers or adapters to
legacy applications without completely redesigning the
applications.

Adapt to Changes
and Improved Business Agility

Service orientation promotes a loosely coupled archi-
tecture. Each of the services that compose a business
solution can be developed and evolved independently.

24.3.1 Service-Oriented Architectural Tenets

The fundamental building block of service orientation
is a service. A service is a program interacting through
well-defined message exchange interfaces. The inter-
faces are self-describing, relatively stable over time, and
versioning resilient, and shield the service from imple-
mentation details. Services are built to last while service
configurations and aggregations are built for change.
Some basic architectural tenets must be followed for
service orientation to accomplish a successful service
design and minimize the need for human intervention.

Designed for Loose Coupling
Loose coupling is a primary enabler for reuse and
automatic integration. It is the key to making service-
oriented solutions resilient to change. Service-oriented
application architects need to spend extra effort to de-
fine clear boundaries of services and assure that services
are autonomous (have fewer dependencies), to ensure
that each component in a business solution is loosely
coupled and easy to compose (reuse).

Encapsulation. Functional encapsulation, the process
of hiding the internal workings of a service to the
outside world, is a fundamental feature of service ori-
entation.

Standard Interfaces. We need to force ubiquity at the
edge of the services. Web services provide a collec-
tion of standards such as simple object access protocol
(SOAP), web service definition language (WSDL),
and the WS* specifications, which take anything not
functionally encapsulated for conversion into reusable
components. At the risk of oversimplification, in the
same way the browser became the universal graphic
user interface (GUI) during the emergence of the First
Web in the 1990s, web services became the universal
machine-to-machine interface in the Second Web of the
2000s, with the potential of automatically integrating
self-describing software components without human in-
tervention [24.8, 9].

Unified Messaging Model. By definition, service orien-
tation enables systems to be loosely bound for both the
composition of services, as well as the integration of
a set of services into a business solution. Standard mes-
saging and interfaces should be used for both service
integration and composition. The use of a unified mes-
saging model blurs the distinction between integration
and composition.
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Designed for Connected Virtual Environments
With advances in virtualization as discussed in the
previous section, service orientation is not limited to
a single physical execution environment, but rather
can be applied using interconnected virtual machines
(VMs). Related content on virtual network of machines
is usually referred to as a service grid. Although the
original service orientation paradigm does not mandate
full resource virtualization, the combination of service
orientation and a grid of virtual resources hint at the
enormous potential business benefits brought by the au-
tonomic and on-demand compute models.

Service Registration and Discovery. As services are
created, and their interfaces and policies are registered
and advertised, using ubiquitous formats. As more ser-
vices are created and registered, a shareable service
network is created.

Shared Messaging Service Fabric. In addition to net-
working the services, a secure and robust messaging
service fabric is essential for service sharing and com-
munication among the virtual resources.

Resource Orchestration and Resolution. Once a ser-
vice is discovered, we need to have effective ways to
allocate sufficient resources for the services to meet the
service consumer’s needs. This needs to happen dynam-
ically and be resolved at runtime. This means special
attention is placed on discovering resources at runtime
and using these resources in a way that they can be
automatically released and regained based on resource
orchestration policies.

Designed for Manageability
The solutions and associated services should be built to
be managed with sufficient interfaces to expose infor-
mation for an independent management system, which
by itself could be composed of a set of services, to ver-
ify that the entire loosely bound system will work as
designed.

Designed for Scalability
Services are meant to scale. They should facilitate hun-
dreds or thousands of different service consumers.

Designed for Federated Solutions
Service orientation breaks application silos. It spans
traditional enterprise computing boundaries, such as
network administrative boundaries, organizational and
operational boundaries, and the boundaries of time and

space. There are no technical barriers for crossing cor-
porate or transnational boundaries. This means services
need a high degree of built-in security, trust, and internal
identity, so that they can negotiate and establish feder-
ated service relationships with other services following
given policies administrated by the management sys-
tem. Obviously, cohesiveness across services based on
standards in a network of service is essential for service
federation and to facilitate automated interactions.

24.3.2 Services Needed
for Virtual Service-Oriented Grids

A set of foundation services is essential to make service-
oriented grids work. These services, carried out through
machine-to-machine communication, are the building
blocks for a solution stack at different layers provid-
ing some of the automated functions supported by
VSGs.

Fundamental services can be divided into the fol-
lowing categories similar to the open grid services
architecture (OGSA) approach, as outlined in Fig. 24.3
and in applications in Fig. 24.4. The items are provided
for conceptual clarity without an attempt to provide an
exhaustive list of all the services. We highlight some
example services, along with a high-level description.

Resource Management Services
Management of the physical and virtual resources (com-
puting, storage, and networking) in a grid environment.

Asset Discovery and Management
Maintaining an automatic inventory of all connected
devices, always accurate and updated on a timely basis.

Provisioning
Enabling bare metal provisioning, coordinating the
configuration between server, network, and storage in
a synchronous and automatic manner, making sure soft-
ware gets loaded on the right physical machines, taking
platforms in and out of service as required for testing,
maintenance, repair or capacity expansion; remote boot-
ing a system from another system, and managing the
licenses associated with software deployment.

Monitoring and Problem Diagnosis
Verifying that virtual platforms are operational, de-
tecting error conditions and network attacks, and
responding by running diagnostics, deprovisioning plat-
forms and reprovisioning affected services, or isolating
network segments to prevent the spread of malware.
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Infrastructure Services
Services to manage the common infrastructure of a vir-
tual grid environment and offering the foundation for
service orientation to operate.

QoS Management
In a shared virtualized environment, making sure
that sufficient resources are available and system uti-
lization is managed at a specific quality-of-service
(QoS) level as outlined in the service-level agreement
(SLA).

Load Balancing
Dynamically reassigning physical devices to applica-
tions to ensure adherence to specified service (perfor-
mance) levels and optimized utilization of all resources
as workloads change.

Capacity Planning
Measuring and tracking the consumption of virtual re-
sources to be able to plan when to reserve resources for
certain workloads or when new equipment needs to be
brought on line.

Utilization Metering
Tracking the use of particular resources as designated
by management policy and SLA. The metering service
could be used for chargeback and billing by higher-level
software.

Provisioning
• Configuration
• Deployment
• Optimization

Security

Physical environment

• Authentication
• Authorization
• Policy
 implementation

Physical environment
• Hardware
• Network
• Sensors
• Equipment

Virtual domains
• Service groups
• Virtual organizations

Data
• Storage management
• Transport
• Replica management

Resources
• Virtualization
• Management
• Optimization

Execution
management

• Execution planning
• Workflow
• Work managers

Infrastructure profile
• Required interfaces
 supported by all services

Fig. 24.3 OGSA service model from OGSA Spec 1.5, July 2006

Execution Management Services
Execution management services are concerned with the
problems of instantiating and managing to completion
units of work or an application.

Business Processes Execution
Setting up generic procedure as building blocks to stan-
dardize business processes and enabling interoperability
across heterogeneous system management products.

Workflow Automation
Managing a seamless flow of data as part of the busi-
ness process to move from application to application.
Tracking the completion of workflow and managing ex-
ceptions.

Execution Resource Allocation
In a virtualized environment, selecting optimal re-
sources for a particular application or task to execute.

Execution Environment Provisioning
Once an execution environment is selected, dynamically
provision the environment as required by the applica-
tion, so that a new instance of the application can be
created.

Managing Application Lifecycle
Initiate, track status of execution, and adminis-
ter the end-of-life phase of a particular application
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and release virtual resources back to the resource
pool.

Data Services
Moving data as required, such as data replication and
updates; managing metadata, queries, and federated
data resources.

Remote Access
Access remote data resources across the grid environ-
ment. The services hide the communication mechanism
from the service consumer. They can also hide the exact
location of the remote data.

Staging
When jobs are executed on a remote resource, the data
services are often used to stage input data to that re-
source ready for the job to run, and then to move the
result to an appropriate place.

Replication
To improve availability and to reduce latency, the same
data can be stored in multiple locations across a grid
environment.

Federation
Data services can integrate data from multiple data
sources that are created and maintained separately.

Derivation
Data services should support the automatic generation
of one data resource from another data source.

Metadata
Some data service can be used to store descriptions of
data held in other data services. For example, a repli-
cated file system may choose to store descriptions of
the files in a central catalogue.

Security Services
Facilitate the enforcement of the security-related policy
within a grid environment.

Authentication
Authentication is concerned with verifying proof of an
asserted identity. This functionality is part of the creden-
tial validation and trust services in a grid environment.

Identity Mapping
Provide the capability of transforming an identity that
exists in one identity domain into an identity within
another identity domain.

Authorization
The authorization service is to resolve a policy-based
access-control decision. For the resource that the ser-
vice requestor requests, it resolves, based on policy,
whether or not the service requestor is authorized to
access the resource.

Credential Conversion
Provide credential conversion from one type of creden-
tial to another type or form of credential. This may
include such tasks as reconciling group membership,
privileges, attributes, and assertions associated with en-
tities (service consumers and service providers).

Audit and Secure Logging
The audit service, similarly to the identity mapping and
authorization services, is policy driven.

Security Policy Enforcement
Enforcing automatic device and software load authen-
tication; tracing identity, access, and trust mechanisms
within and across corporate boundaries to provide se-
cure services across firewalls.

Logical Isolation and Privacy Enforcement
Ensuring that a fault in a virtual platform does not prop-
agate to another platform in the same physical machine,
and that there are no data leaks across virtual platforms
which could belong to different accounts.

Self-Management Services
Reduce the cost and complexity of owning and operat-
ing a grid environment autonomously.

Self-Configuring
A set of services adapt dynamically and autonomously
to changes in a grid environment, using policies pro-
vided by the grid administrators. Such changes could
trigger provisioning requests leading to, for example,
the deployment of new components or the removal of
existing ones, maybe due to a significant increase or
decrease in the workload.

Self-Healing
Detect improper operations of and by the resources
and services, and initiate policy-based corrective action
without disrupting the grid environment.

Self-Optimizing
Tune different elements in a grid environment to the
best efficiency to meet end-user and business needs. The
tuning actions could mean reallocating resources to im-
prove overall utilization or optimization by enforcing an
SLA.
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a)

b)

c)

Fig. 24.4a–c Examples of applications that can benefit from virtual services as shown in Fig. 24.3. (a) Steel industry;
(b) textile industry; (c) material handling at a cargo airport (courtesy of Rockwell Automation, Inc.)
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24.4 Grid Computing

The most common description of grid computing in-
cludes an analogy to a power grid. When you plug
an appliance or other object requiring electrical power
into a receptacle, you expect that there is power of
the correct voltage available, but the actual source of
that power is not known. Your local utility company
provides the interface into a complex network of gen-
erators and power sources and provides you with (in
most cases) an acceptable quality of service for your en-
ergy demands. Rather than each house or neighborhood
having to obtain and maintain its own generator of elec-
tricity, the power grid infrastructure provides a virtual
generator. The generator is highly reliable and adapts
to the power needs of the consumers based on their
demand.

The vision of grid computing is similar. Once the
proper grid computing infrastructure is in place, a user
will have access to a virtual computer that is reliable
and adaptable to the user’s needs. This virtual com-
puter will consist of many diverse computing resources.
But these individual resources will not be visible to
the user, just as the consumer of electric power is un-
aware of how their electricity is being generated. In
a grid environment, computers are used not only to run
the applications but to secure the allocation of services
that will run the application. This operation is done au-

tomatically to maintain the abstraction of anonymous
resources [24.10].

Because these resources are widely distributed and
may belong to different organizations across many
countries, there must be standards for grid computing
that will allow a secure and robust infrastructure to be
built. Standards such as the open grid services architec-
ture (OGSA) and tools such as those provided by the
Globus Toolkit provide the necessary framework. Ini-
tially, businesses will build their own infrastructures,
but over time, these grids will become interconnected.
This interconnection will be made possible by standards
such as OGSA and the analogy of grid computing to the
power grid will become real.

The ancestry of grids is rooted in high-performance
computing (HPC) technologies, where resources are
ganged together toward a single task to deliver the
necessary power for intensive computing projects such
as weather forecasting, oil exploration, nuclear reactor
simulation, and so on. In addition to expensive HPC
supercomputer centers, mostly government funded, an
HPC grid emerged to link together these resources and
increase utilization. In a concurrent development, grid
technology was used to join not just supercomputers,
but literally millions of workstations and personal com-
puters (PCs) across the globe.

24.5 Summary and Emerging Challenges

In essence, a virtual service-oriented environment en-
courages the independent and automated scheduling of
data resources from the applications that use the data
and from the compute engines that run the applications.
SOA decouples data from applications and provides
the potential for automated mechanisms for aligning IT
with business through business process management.
Finally, grid technologies provide dynamic, on-the-fly
resource management.

Most challenges in the transition to a virtualized
service-oriented grid environment will likely be of both
technical and nontechnical origin, for instance imple-
menting end-to-end trust management: even if it is
possible to automatically assemble applications from
simpler service components, how do we ensure that
these components can be trusted? How do we also
ensure that, even if the applications that these compo-
nents support function correctly, that they will provide

satisfactory performance and that they will function re-
liably?

A number of service components that can be used to
assemble more complex applications are available from
well-known providers: Microsoft Live, Amazon.com,
Google, eBay, and PayPal. The authors expect that, as
technology progresses, smaller players worldwide will
enter the market, fulfilling every conceivable IT need.
These resources may represent business logic building
blocks, storage over the network, or even computing
resources in the form of virtualized servers.

The expected adoption of virtual service-oriented
environments will increase the level of automation in
the provisioning and delivery of IT services. Each of
the constituent technologies brings a unique automa-
tion capability into the mix. Grid technology enables
the automatic harnessing of geographically distributed,
anonymous computing resources. Service orientation
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enables on-the-fly, automatic integration of the dis-
tributed resources through the use of standards-based
interfaces enabled by the use of web services and XML
technology. Finally, virtualization enables carving out

a physical resource into a multiplicity of virtual re-
sources, allowing the transparent (automatic) matching
of the demand for a resource to the physical manifesta-
tion of the resource.
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Human Factor25. Human Factors in Automation Design

John D. Lee, Bobbie D. Seppelt

Designers frequently look toward automation
as a way to increase system efficiency and
safety by reducing human involvement. This
approach often leads to disappointment be-
cause the role of people becomes more, not
less, important as automation becomes more
powerfull and prevalent. Developing automa-
tion without consideration of the human operator
leads to new and more catastrophic failures.
For automation to fulfill its promise, design-
ers must avoid a technology-centered approach
and adopt an approach that considers the joint
operator–automation system. Automation-related
problems arise because introducing automation
changes the type and extent of feedback that
operators receive, as well as the nature and
structure of tasks. In addition, operators’ be-
havioral, cognitive, and emotional responses to
these changes can leave the system vulnera-
ble to failure. Automation is not a homogenous
technology. There are many types of automa-
tion and each poses different design challenges.
This chapter describes how different types of au-
tomation place different demands on operators.
It also presents strategies that can help designers
achieve the promise of automation. The chapter
concludes with future challenges in automation
design.
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Designers often view automation as the path toward
greater efficiency and safety. In many cases, automation
does deliver these benefits. In the case of the control
of cargo ships and oil tankers, automation has made
it possible to operate a vessel with as few as 8–12
crew members, compared with the 30–40 that were
required 40 years ago [25.1]. In the case of aviation,
automation has reduced flight times and increased fuel
efficiency [25.2]. Similarly, automation in the form of

decision-support systems has been credited with saving
millions of dollars in guiding policy and production de-
cisions [25.3]. Automation promises greater efficiency,
lower workload, and fewer human errors; however,
these promises are not always fulfilled.

A common fallacy is that automation can improve
system performance by eliminating human variability
and errors. This fallacy often leads to mishaps that
surprise operators, managers, and designers. As an
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example, the cruise ship Royal Majesty ran aground
because the global positioning system (GPS) signal
was lost and the position estimation reverted to posi-
tion extrapolation based on speed and heading (dead
reckoning). For over 24 h the crew followed the com-
pelling electronic chart display and did not notice that
the GPS signal had been lost or that the position error
had been accumulating. The crew failed to heed indica-
tions from boats in the area, lights on the shore, and even
salient changes in water color that signal shoals. The
surprise of the GPS failure was only discovered when
the ship ran aground [25.4, 5]. As this example shows,
automation does not guarantee improved efficiency and
error-free performance.

For automation to fulfill its promise, designers must
focus not on the design of the automation, but on the
design of the joint human–automation system. Automa-
tion often fails to provide expected benefits because it
does not simply replace the human in performing a task,
but also transforms the job and introduces a new set of
tasks [25.6].

One way to view the automation failure that led to
the grounding of the Royal Majesty is that it was simply
a malfunction of an otherwise well-designed system –
a problem with the technical implementation. Another
view is that the grounding occurred because the inter-
face design failed to support the new navigation task

and failed to counteract a general tendency for people
to overrely on generally reliable automation – a prob-
lem with human–technology integration. Although it is
often easiest to blame automation failures on techni-
cal problems or on human errors, many problems result
from a failure to consider the challenges of designing
not just automation, but a joint human–automation sys-
tem.

Automation fails because the role of the person per-
forming the task is often underestimated, particularly
the need for people to compensate for the unexpected.
Although automation can handle typical cases it often
lacks the flexibility of humans to handle unanticipated
situations. Avoiding these failures requires a design
process with a focus on the joint human–automation
system. In most applications, neither the human nor the
automation can accommodate all situations – each has
limits. Successful automation design must empower the
operator to compensate for the limits of the automation
and help the operator capitalize on the capabilities of
the automation.

This chapter provides an overview of some of the
problems frequently encountered with automation. It
then describes how these problems relate to types of au-
tomation and what design strategies can help designers
achieve the promise of automation. The chapter con-
cludes with future challenges in automation design.

25.1 Automation Problems

Automation is often designed and implemented with
a focus on the technical aspects of sensors, algorithms,
and actuators. These are necessary but not suffi-
cient design considerations to ensure that automation
enhances system performance. Such a technology-
centered approach often confronts the human operator
with challenges that lead to system failures. Because
automation often dramatically extends the influence
of operators on the system (e.g., automation makes
it possible for one person to do the work of ten),
the consequences of these failures can be catas-
trophic. The factors underlying these failures are
complex and interacting. Failures arise because in-
troducing automation changes the type and extent
of feedback that operators receive, as well as the
nature and structure of tasks. In addition, opera-
tors’ behavioral, cognitive, and emotional response
to these changes can leave the system vulnerable
to failure. A technology-centered approach to au-

tomation design often ignores these challenges, and
as a consequence, fails to realize the promise of
automation.

25.1.1 Problems
Due to Changes in Feedback

Feedback is central to control. One reason why automa-
tion fails is that automation often dramatically changes
the type and extend of the feedback the operator re-
ceives. In the context of driving a car, the driver keeps
the car in the center of the lane by adjusting the steering
wheel according to visual feedback regarding the posi-
tion of the car on the road and haptic feedback from the
forces on the steering wheel. Emerging vehicle technol-
ogy may automate lane keeping. Such automation may
leave the driver with the visual cues, but may remove
the haptic cues. Diminished or eliminated feedback is
a common occurrence with automation and it can leave
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people less prepared to intervene if manual control is
required [25.7, 8].

Automation can replace the feedback available in
manual control with qualitatively different feedback. As
an example, introducing automation into paper-making
plants moved operators from the plant floor and placed
them in control rooms. This move distanced them from
the physical process and eliminated the informal feed-
back associated with vibrations, sounds, and smells that
many operators relied upon [25.9]. At best, this change
in cues requires operators to relearn how to control
the plant. At worst, the instrumentation and associated
displays may not have the information needed for op-
erators to diagnose automation failures and intervene
appropriately. Automation can also qualitatively shift
the feedback from raw system data to processed, inte-
grated information. Although such integrated data can
be simple and easily understood, particularly during
routine situations, it may also lack the detail necessary
to detect and understand system failures. As an exam-
ple, the bridge of the cruise ship Royal Majesty had
an electronic chart that automatically integrated iner-
tial and GPS navigation data to show operators their
position relative to their intended path. This high-level
representation of the ship’s position remained on the in-
tended course even when the underlying GPS data were
no longer used and the ship’s actual position drifted
many miles off the intended route. In this case, the lack
of low-level data and of any indication of the integrated
data quality left operators without the feedback they
needed to diagnose and respond to the failures of the
automation.

The diminished feedback that accompanies automa-
tion often has a direct influence on a mishap, as
illustrated by the case of the Royal Majesty. How-
ever, diminished feedback can also act over a longer
time period to undermine operators’ ability to perform
tasks. In situations in which the automation takes on
the tasks previously assigned to the operator, the opera-
tor’s skills may atrophy as they go unexercised [25.10].
Operators with substantial previous experience and
well-developed mental models detect disturbances more
rapidly than operators without this experience, but ex-
tended periods of monitoring automatic control may
undermine skills and diminish operators’ ability to
generate expectations of correct behavior [25.8]. Such
deskilling leaves operators without the skills to accom-
modate the demands of the job if they need to detect
failures and assume manual control. This is a particu-
lar concern in aviation, where pilots’ aircraft handling
skills may degrade when they rely on the autopilot. In

response, some pilots disengage the autopilot and fly the
aircraft manually to maintain their skills [25.11].

Automation design requires the specification of sen-
sor, algorithm, and actuator characteristics and their
interactions. A technology-centered approach might
stop there; however, automation that works effectively
requires specification of the feedback to the operators.
Without careful design, implementing automation can
eliminate and change feedback in a way that can un-
dermine the ability of automation to enhance system
performance.

25.1.2 Problems Due to Changes
in Tasks and Task Structure

One reason for automation is that it can relieve opera-
tors of labor-intensive and error-prone tasks. Frequently,
however, the situation becomes more complex in that
automation does not simply relieve the operator of
tasks, it changes the nature of tasks that must be
performed. In most instances, this means that automa-
tion requires new skills of operators. Often automation
eliminates simple physical tasks, and leaves complex
cognitive tasks that appear easy. These complex, yet su-
perficially easy, tasks often lead organizations to place
less emphasis on training. On ships, training and certi-
fication unmatched to the demands of the automation
have led to accidents because of the operators’ mis-
understanding of new radar and collision avoidance
systems [25.12]. For example, on the exam used by the
US Coast Guard to certify radar operators, 75% of the
items assess skills that have been automated and are not
required by the new technology [25.13]. The new tech-
nology makes it possible to monitor a greater number of
ships, thereby enhancing the need for interpretive skills
such as understanding the rules of the road that gov-
ern maritime navigation and the automation. These are
the very skills that are underrepresented on the Coast
Guard exam. Though automation may relieve the op-
erator of some tasks, it often leads to new and more
complex tasks that require more, not less, training.

Automation can also change the nature and struc-
ture of tasks so that easy tasks are made easier and
hard tasks harder – a phenomenon referred to as clumsy
automation [25.14]. As Bainbridge [25.15] notes, de-
signers often leave the operator with the most difficult
tasks because the designers found them difficult to au-
tomate. Because the easy tasks have been automated,
the operator has less experience and an impoverished
context for responding to the difficult tasks. In this
situation, automation has the effect of both reducing
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workload during already low-workload periods and in-
creasing it during high-workload periods; for example,
a flight management system tends to make the low-
workload phases of flight (e.g., straight and level flight
or a routine climb) easier, but high-workload phases
(e.g., the maneuvers in preparation for landing) more
difficult as pilots have to share their time between land-
ing procedures, communication, and programming the
flight management system. Such effects are seen not
only in aviation but also in many other domains, such
as the operating room [25.16, 17].

The effects of clumsy automation often occur at
the level of individual operators and over the span
of several minutes, but such effects can also occur
across teams of operators over hours or days of oper-
ation. Such macrolevel clumsy automation is evident in
maritime operations, where automation used for open-
ocean sailing reduces the task requirements of the crew,
prompting reductions in the crew size. In this situation,
automation can have the consequence of making the
easy part of the voyage (e.g., open-ocean sailing) easier
and the hard part (e.g., port activities) harder [25.18].
Avoiding clumsy automation requires a broad consid-
eration of how automation affects the task structure of
operators.

Because automation changes the task structure, new
forms of human error often emerge. Ironically, man-
agers and system designers introduce automation to
eliminate human error, but new and more disastrous er-
rors often result, in part because automation extends the
scope of and reduces the redundancy of human actions.
As a consequence, human errors may be more likely
to go undetected and do more damage; for example,
a flight-planning system for pilots can induce dramat-
ically poor decisions because the automation assumes
weather forecasts represent reality and lacks the flexi-
bility to consider situations in which the actual weather
might deviate from the forecast [25.19].

Automation-induced errors also occur because the
task structure changes in a way that undermines
collaboration between operators. Effective system per-
formance involves performing both formal and informal
tasks. Informal tasks enable operators to compensate for
the limits of the formal task structure; for example, with
paper charts mariners will check each others’ work,
share uncertainties, and informally train each other as
positions are plotted [25.20]. Eliminating these informal
tasks can make it more difficult to detect and recover
from errors, such as the one that led to the grounding
of the Royal Majesty. Automation can also disrupt the
cooperation between operators reflected in these infor-

mal tasks. Cooperation occurs when a person acts in
a way that is in the best interests of the group even
when it is contrary to his or her own best interests.
Most complex, multiperson systems depend on coop-
eration. Automation can disrupt interactions between
people and undermine the ability and willingness of one
operator to compensate for another. Because automation
also acts on behalf of people, it can undermine coopera-
tion by giving one operator the impression that another
operator is acting in a competitive manner, even though
the automation’s behavior may be due to a malfunc-
tion [25.21].

Automation does not simply eliminate tasks once
performed by the operator. It changes the task structure
and creates new tasks that need to be supported, thereby
opening the door to new types of error. Contrary to the
expectations of a technology-centered approach to au-
tomation design, introducing automation makes it more
rather than less important to consider the operators’
tasks and role.

25.1.3 Problems Due to Operators’
Cognitive and Emotional Response
to Changes

Automation sometimes causes problems because it
changes operators’ feedback and tasks. Operators’ cog-
nitive and emotional responses to these changes can
amplify these problems; for example, as automation
changes the operator’s task from direct control to mon-
itoring, the operator may be more prone to direct
attention away from the monitoring task, further di-
minishing the feedback the operator receives from the
system. The tendency to trust and complacently rely
on automation, particularly during multitask situations,
may underlie this tendency to disengage from the mon-
itoring task [25.22–24].

People are not passive recipients of the changes
to the task structure that automation makes. In-
stead, people adapt to automation and this adaptation
leads to a new task structure. One element of this
adaptation is captured by the ideas of reliance and
compliance [25.25]. Reliance refers to the degree to
which operators depend on the automation to perform
a function. Compliance refers to the degree to which au-
tomation changes the operators’ response to a situation.
Inappropriate reliance and compliance are common au-
tomation problems that occur when people rely on or
comply with automation in situations where it performs
poorly, or when people fail to capitalize on its capabili-
ties [25.26].
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Maladaptive adaptation generally, and inappropri-
ate reliance specifically, depends, in part, on operators’
attitudes, such as trust and self-confidence [25.27, 28].
In the context of operator reliance on automation, trust
has been defined as an attitude that the automation will
help achieve an operator’s goals in a situation character-
ized by uncertainty and vulnerability [25.29]. Several
studies have shown that trust is a useful concept in
describing human–automation interaction, both in nat-
uralistic [25.9] and in laboratory settings [25.30–33].

These and other studies show that people tend to
rely on automation they trust and to reject automation
they do not trust [25.29]. As an example, the difference
in operators’ trust in a route-planning aid and their self-
confidence in their own ability was highly predictive of
reliance on the aid [25.34]. People respond socially to
technology in a way that is similar to how they respond
to other people [25.35]. Sheridan had a similar insight,
and suggested that, just as trust mediates relationships
between people, it may also mediate relationships be-
tween people and automation [25.36, 37]. Because trust
often has a powerful effect on mediating relationships
between people, trust might exert a similarly strong
effect on mediating reliance and compliance with au-
tomation [25.38–42].

Inappropriate reliance often stems from a failure
of trust to match the true capabilities of the automa-
tion. Calibration refers to the correspondence between
a person’s trust in the automation and the automa-
tion’s capabilities [25.29]. Overtrust is poor calibration
in which trust exceeds system capabilities; with dis-
trust, trust falls short of automation capabilities. Trust
often responds to automation as one might expect; it
increases over time as automation performs well and
declines when automation fails. Importantly, however,
trust does not always follow the changes in automa-
tion performance. Often, it is poorly calibrated. Trust
displays inertia and changes gradually over time rather
than responding immediately to changes in automation
performance. After a period of unreliable performance,
trust is often slow to recover, remaining low even when
the automation performs well [25.43]. More surpris-
ingly, trust sometimes depends on surface features of
the system that seem unrelated to its capabilities, such
as the colors and layout of the interface [25.44–46].

Attitudes such as trust and the associated influence
on reliance can exacerbate automation problems such as
clumsy automation. As noted earlier, clumsy automa-
tion occurs when automation makes easy tasks easier
and hard tasks harder. Inappropriate trust can make au-
tomation more clumsy because it leads operators to be

more willing to delegate tasks to the automation dur-
ing periods of low workload, compared with periods of
high workload [25.15]. This observation demonstrates
that clumsy automation is not simply a problem of task
structure, but one that depends on operator adaptation
that is mediated by attitudes, such as trust.

The automation-related problems associated with
inappropriate trust often stem from operators’ shift from
being a direct controller to a monitor of the automa-
tion. This shift also changes how operators receive
feedback. Automation shifts people from direct in-
volvement in the action–perception loop to supervisory
control [25.47, 48]. Passive observation associated with
supervisory control is qualitatively different than ac-
tive monitoring associated with manual control [25.49,
50]. In manual control, perception directly supports
control, and control actions guide perception [25.51].
Monitoring automation disconnects the operators’ ac-
tions from actions on the system. Such disconnects
can undermine the operator’s mental model (i. e., their
working knowledge of system dynamics, structure, and
causal relationships between components), leaving the
mental model inadequate to guide expectations and con-
trol [25.52, 53].

The shift from direct controller to supervisory
controller can also have subtle but important effects
on behavior as operators adapt to the automation.
Over time automation can unexpectedly shift operators’
safety norms and behavior relative to safety bound-
aries. Behavioral adaptation describes this effect and
refers to the tendency of operators to adapt to the new
capabilities of the automation in which they change
their behavior so that the potential safety benefits of
the technology are not realized. Automation intended
by designers to enhance safety may instead lead opera-
tors to reduce effort and leave safety unaffected or even
diminished. Behavioral adaptation occurs at the indi-
vidual [25.54–56], organizational [25.57], and societal
levels [25.58].

Antilock brake systems (ABS) for cars demonstrate
behavioral adaptation. ABS automatically modulates
brake pressure to maintain maximum brake force with-
out skidding. This automation makes it possible for
drivers to maintain control in extreme crash avoidance
maneuvers, which should enhance safety. However,
ABS has not produced the expected safety benefits. One
reason is that drivers of cars with ABS tend to drive less
conservatively, adopting higher speeds and shorter fol-
lowing distances [25.59]. Vision enhancement systems
provide another example of behavioral adaption. These
systems make it possible for drivers to see more at
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night – a potential safety enhancement; however, drivers
tend to adapt to the vision systems by increasing their
speed [25.60].

A related form of behavioral adaptation that under-
mines the benefits of automation is the phenomenon in
which the presence of the automation causes a diffu-
sion of responsibility and a tendency to exert less effort
when the automation is available [25.61,62]. As a result,
people tend to commit more omission errors (failing to
detect events not detected by the automation) and more
commission errors (incorrectly concurring with erro-
neous detection of events by the automation) when they
work with automation. This effect parallels the adap-
tation of people when they work in groups; diffusion
of responsibility leads people to perform more poorly
when they are part of a group compared with individu-
ally [25.63].

The issues noted above have primarily addressed
the direct performance problems associated with au-
tomation. Job satisfaction is another human–automation
interaction issue that goes well beyond performance
to consider the morale and moral implications of
the worker whose job is being changed by automa-
tion [25.64]. Automation that is introduced merely
because it increases the profit of the company may not
necessarily be well received. Automation often has the
effect of deskilling a job, making skills that operators
worked for years to perfect suddenly obsolete. Prop-
erly implemented, automation should reskill workers
and make it possible for them to leverage their old skills
into new ones that are extended by the support of the au-
tomation. Many operators are highly skilled and proud
of their craft; automation can either empower or demor-

alize them [25.9]. Demoralized operators may fail to
capitalize on the potential of an automated system.

The cognitive and emotional response of operators
to automation can also compromise operators’ health.
If automation creates an environment in which the
demands of the work increase, but the decision lati-
tude decreases, it may then lead to problems ranging
from increased heart disease to increased incidents of
depression [25.65]. However, if automation extends
the capability of the operator and gives him or her
greater decision latitude, job satisfaction and health can
improve. As an example of improved satisfaction, night-
shift operators who had greater decision latitude than
day-shift operators leveraged their increased latitude
to learn how to manage the automation more effec-
tively [25.9].

Automation problems can be described indepen-
dently, but they often reflect an interacting and dynamic
process [25.66]. One problem can lead to another
through positive feedback and vicious cycles. As an
example, inadequate training may lead the operator to
disengage from the monitoring task. This disengage-
ment leads to poorly calibrated trust and overreliance,
which in turn leads to skill loss and further disen-
gagement. A similar dynamic exists between clumsy
automation and automation-induced errors. Clumsy au-
tomation produces workload peaks, which increase the
chance of mode and configuration errors. Recovering
from these errors can further increase workload, and
so on. Designing and implementing automation without
regard for human capabilities and defining the human
role as a byproduct is likely to initiate these negative
dynamics.

25.2 Characteristics of the System and the Automation

The likelihood and consequences of automation-related
problems depend on the characteristics of the automa-
tion and the system being controlled. Automation is
not a homogenous technology. Instead, there are many
types of automation and each poses different design
challenges. As an example, automation can highlight,
alert, filter, interpret, decide, and act for the operator. It
can assume different degrees of control and can operate
over timescales that range from milliseconds to months.
The type of automation and the operating environ-
ment interact with the human to produce the problems

just discussed. As an example, if only a single person
manages the system then diminished cooperation and
collaboration are not a concern. Some important system
and automation characteristics include:

• Automation as information processing stages• Automation authority and autonomy• Complexity and observability• Time-scale and multitasking demands• Agent interdependencies• Interaction with environment.
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25.2.1 Automation
as Information Processing Stages

Defining automation in terms of information processing
stages describes it according to the information process-
ing functions of the person that it supports or replaces.
Automation can sense the world, analyze information,
identify appropriate responses to states of the world or
control actuators to change those states [25.67]. Infor-
mation acquisition automation refers to technology that
replaces the process of human perception. Such automa-
tion highlights targets [25.68, 69], provides alerts and
warnings [25.70, 71], organizes, prioritizes, and filters
information. Information analysis automation refers to
technology that supplants the interpretation of a situa-
tion. An example of this type of automation is a sys-
tem that critiques a diagnosis generated by the opera-
tor [25.72]. Action selection automation refers to tech-
nology that combines information in order to make de-
cisions on behalf of the operator. Unlike information ac-
quisition and analysis, action selection automation sug-
gests or decides on actions using assumptions about the
state of the world and the costs and values of the possi-
ble options [25.73]. Action implementation automation
supplants the operators’ activity in executing a response.
The types of automation at each of these four stages of
information process can differ according to degree of au-
thority and autonomy.

Automation authority and autonomy concern the
degree to which the automation can influence the sys-
tem [25.74]. Authority reflects the extent to which the
automation amplifies the influence of operators’ actions
and overrides the actions of other agents. One facet
of authority concerns whether or not operators interact
with automation by switching between manual and au-
tomatic control. With some automation, such as cruise
control in cars, drivers simply engage or disengage the
automation, whereas automation on the flight deck in-
volves managing a complex network of modes that are
appropriate for some situations and not for others. Inter-
acting with such flight-deck automation requires the op-
erator to coordinate multiple goals and strategies to se-
lect the mode of operation that fits the situation [25.75].
With such multilevel automation the idea of manual
control may not be relevant, and so the issues of skill
loss and other challenges with manual intervention may
be of less concern. The problems with high-authority,
multilevel automation are more likely to be those asso-
ciated with mode confusion and configuration errors.

Autonomy reflects the degree to which automation
acts without operator knowledge or opportunity to inter-

vene. Billings [25.11] describes two levels of autonomy:
management by consent, in which the automation acts
only with the consent of the operator, and management
by exception, in which automation initiates activities
autonomously. As another example, automation can ei-
ther highlight targets [25.68, 69], filter information, or
provide alerts and warnings [25.70, 71]. Highlighting
targets exemplifies a relatively low degree of autonomy
because it preserves the underlying data and allows op-
erators to guide their attention to the information they
believe to be most critical. Filtering exemplifies a higher
degree of autonomy because operators are forced to at-
tend to the information the automation deems relevant.
Alerts and warnings similarly exemplify a relatively
high level of autonomy because they guide the op-
erator’s attention to automation-dictated information
and environmental states. High levels of authority and
autonomy make automation appear to act as an inde-
pendent agent, even if the designers had not intended
operators to perceive it as such [25.76]. High levels of
these two automation characteristics are an important
cause of clumsy automation and mode error and can
also undermine cooperation between people [25.77].

25.2.2 Complexity and Observability

Complexity and observability refer to the degrees of
freedom of the automation algorithms and how directly
that complexity is revealed to the operator [25.74]. As
automation becomes increasingly complex it can tran-
sition from what operators might consider a tool that
they use to act on the environment to an agent that
acts as a semiautonomous partner. According to the
agent metaphor, the operator no longer acts directly
on the environment, but acts through an intermediary
agent [25.78] or intelligent associate [25.79]. As an
agent, automation initiates actions that are not in di-
rect response to operators’ commands. Automation that
acts as an agent is typically very complex and may or
may not be observable. One of the greatest challenges
with automated agents is that of mutual intelligibility.
Instructing the agent to perform even simple tasks can
be onerous, and agents that try to infer operators’ in-
tent and act autonomously can surprise operators who
might lack accurate mental models of agent behavior.
One approach is for the agents to learn and adapt to
the characteristics of the operator through a process
of remembering what they have been being told to do
in similar situations [25.80]. After the agent completes
a task it can be equally challenging to make the results
observable and meaningful to the operator [25.78]. Be-
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cause of these characteristics, agents are most useful for
highly repetitive and simple activities, where the cost of
failure is limited. In high-risk situations, constructing
effective management strategies and providing feed-
back to clarify agent intent and communicate behavior
becomes critical [25.75, 81]. The challenges associated
with agents reflect a general tradeoff with automation
design: more complex automation is often more capa-
ble, but less understandable. As a consequence, even
though more complex automation may appear superior,
the performance of resulting human–automation system
may be inferior to that of a simpler, less capable version
of the automation.

25.2.3 Time-Scale
and Multitasking Demands

This distinction concerns the tempo of the interactions
with the automation. The timescale of automation varies
dramatically, from decision-support systems that guide
corporate strategies over months and years to antilock
brake systems that modulate brake pressure over mil-
liseconds. These distinctions can be described in terms
of strategic, tactical, and operational automation. Strate-
gic automation concerns balancing values and costs,
as well as defining goals; tactical automation, on the
other hand, involves setting priorities and coordinating
tasks. In contrast, operational automation concerns the
moment-to-moment perception of system state and ad-
justment. With operational automation, operators can
experience substantial time pressure as the tempo of
activity, on the order of milliseconds to seconds, ex-
ceeds their capacity to monitor the automation and still
respond in a timely manner to its limits [25.82, 83].

25.2.4 Agent Interdependencies

Agent interdependencies describe how tightly coupled
the work of one operator or element of automation

is with another [25.6, 57]. In some situations, au-
tomation might directly support work of a team of
people and in other situations automation might sup-
port the activity of a person that has little interaction
with others. An important source of automation-related
problems is the assumption that automation affects
only one person or one set of tasks, causing impor-
tant interactions with other operators to be neglected.
Often seemingly independent tasks may actually be
coupled, and automation has a tendency to tighten
this coupling. As an example, on the surface, adap-
tive cruise control affects only the individual driver
who is using the system. Because adaptive cruise con-
trol responds to the behavior of the vehicle ahead,
however, its behavior cannot be considered without
taking into account the surrounding traffic dynamics.
Failing to consider these interactions of intervehicle
velocity changes can lead to oscillations and insta-
bilities in the traffic speed, potentially compromising
driver safety [25.84, 85]. Similar failures occur in sup-
ply chains, as well as in petrochemical processes where
people and automation sometimes fail to coordinate
their activities [25.86]. Designing for such situations re-
quires a change in perspective from one centered on
a single operator and a single element of automation
to one that considers multi-operator–multi-automation
interactions [25.87, 88].

25.2.5 Environment Interactions

Interaction with the environment refers to the degree
to which the automation system is isolated from or
interactive with the surrounding environment. The envi-
ronmental context can affect the reliability and behavior
of the automation, the operator’s perception of the
automation, and thus the overall effectiveness of the
human–automation partnership [25.89–92]. An explicit
environmental representation is necessary to understand
the joint human–automation performance [25.89].

25.3 Application Examples and Approaches to Automation Design

The previous section described some important char-
acteristics of automation and systems that contribute
to automation-related problems. These distinctions help
identify design approaches to minimize these problems.
This section describes specific strategies for designing
effective automation, which include:

• Function allocation with Fitts’ list• Operator–automation simulation and analysis• Representation aiding and enhanced feedback• Expectation matching and automation simplifica-
tion.
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25.3.1 Fitts’ List and Function Allocation

Function allocation with the Fitt’s list is a long-standing
technique for identifying the role of operators and au-
tomation. This approach assesses each function and
whether a person or automation might be best suited
to performing it [25.93,94]. Functions better performed
by automation are automated and the operator remains
responsible for the rest, and for compensating for the
limits of the automation. The relative capability of the
automation and human depend on the stage of automa-
tion [25.95].

Applying a Fitts’ list to determine an appropri-
ate allocation of function has, however, substantial
weaknesses. One weakness is that any description of
functions is a somewhat arbitrary decomposition of ac-
tivities that can mask complex interdependencies. As
a consequence, automating functions as if they were in-
dependent has the tendency to fractionate the operator’s
role, leaving the operator with an incoherent collection
of functions that were too difficult to automate [25.15].
Another weakness is that this approach neglects the ten-
dency for operators to use automation in unanticipated
ways because automation often makes new functions
possible [25.96]. Another challenge with this general
approach is that it often carries the implicit assumption
that automation can substitute for functions previously
performed by operators and that operators do not need
to be supported in performing functions allocated to
the automation [25.97]. This substitution-based func-
tion allocation fails to consider the qualitative change
automation can bring to the operators’ work, and the
adaptive nature of the operator.

As a consequence of these challenges, the Fitts’ list
provides only general guidance for automation design
and has been widely recognized as problematic [25.73,
95, 97]. Ideally, the function allocation process should
not focus on what functions should be allocated to the
automation or to the human, but should identify how the
human and the automation can complement each other
in jointly satisfying the functions required for system
success [25.98].

Although imperfect, the Fitts’ list approach has
some general considerations that can improve design.
People tend to be effective in perceiving patterns and
relationships amongst data and less so with tasks requir-
ing precise repetition [25.64]. Human memory tends
to organize large amounts of related information in
a network of associations that can support effective
judgments. People also adapt, improvise, and accom-
modate unexpected variability. For these reasons it is

important to leave the big picture to the human and the
details to the automation [25.64].

25.3.2 Operator–Automation Simulation

Operator–automation simulation refers to computer-
based techniques that explore the space of operator–
automation interaction to identify potential problems.
Discrete event simulation tools commonly used to
evaluate manufacturing processes are well-suited to
operator–automation analysis. Such techniques provide
a rough estimate of some of the consequences of intro-
ducing automation into complex dynamic systems. As
an example, simulation of a supervisory control situa-
tion made it possible to assess how characteristics of the
automation interacted with the operating environment
to govern system performance [25.99]. This analysis
showed that the time taken to engage the automation
interacted with the dynamics of the environment to
undermine the value of the automation such that man-
ual control was more appropriate than engaging the
automation.

Although discrete event simulation tools can in-
corporate cognitive mechanisms and performance con-
straints, developing this capacity requires substantial
effort. For automation analysis that requires a detailed
cognitive representation, cognitive architectures, such
as adaptive control of thought-rational (ACT-R), of-
fer a promising approach [25.100]. ACT-R is a useful
tool for approximating the costs and benefits of various
automation alternatives when a simple discrete event
simulation does not provide a sufficiently detailed rep-
resentation of the operator [25.101].

Simulation tools can be used to explore the poten-
tial behavior of the joint human–automation system, but
may not be the most efficient way of identifying poten-
tial human–automation mismatches associated with in-
adequate mental models and automation-related errors.
Network analysis techniques offer an alternative. State-
transition networks can describe operator–automation
behavior in terms of a finite number of states, tran-
sitions between those states, and actions. Figure 25.1
provides an example presentation, defining at a high
level the behavior of adaptive cruise control (ACC).
This formal modeling language makes it possible to
identify automation problems that occur when the in-
terface or the operator’s mental model is inadequate
to manage the automation [25.102]. Figure 25.2 shows
how combining the concurrent processes of the ACC
model with its internal states and transitions with the
associated driver model of the ACC’s behavior reveals
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Fig. 25.1 ACC states and transitions. Dashed lines represent driver-triggered transitions. Solid lines represent ACC-
triggered transitions

mismatches. These mismatches can cause automation-
related errors and surprises to occur. More specifically,
when the automation model enters a particular state
and the operator’s model does not include this state
then the analysis predicts that the associated ambiguity
will surprise operators and lead to errors [25.103]. Such
ambiguities have been discovered in actual aircraft au-
topilot systems, and network analysis can identify how
to avoid them with improvements to the interface and
training materials [25.103].

25.3.3 Enhanced Feedback
and Representation Aiding

Enhanced feedback and representation aiding can help
prevent problems associated with inadequate feedback
that range from developing appropriate trust and clumsy
automation to the out-of-the-loop phenomenon. Au-
tomation typically lacks adequate feedback [25.104].
Providing sufficient feedback without overwhelming
the operator is a critical design challenge. Poorly pre-
sented or excessive feedback can increase operator
workload and undermine the benefits of the automa-
tion [25.105].

A promising approach to avoid overloading the op-
erator is to provide feedback through sensory channels

that are not otherwise used (e.g., haptic, tactile, and
auditory) to prevent overload of the more commonly
used visual channel. Haptic feedback (i. e., vibration
on the wrist) has proven more effective in alerting
pilots to mode changes of cockpit automation than vi-
sual cues [25.106]. Pilots receiving visual alerts only
detected 83% of the mode changes, but those with
haptic warnings detected 100% of the changes. Im-
portantly, the haptic warnings did not interfere with
performance of concurrent visual tasks. Even within
the visual modality, presenting feedback in the periph-
ery helped pilots detect uncommanded mode transitions
and such feedback did not interfere with concurrent vi-
sual tasks any more than currently available automation
feedback [25.107]. Similarly, Seppelt and Lee [25.108]
combined a more complex array of variables in a pe-
ripheral visual display for ACC. Figure 25.3 shows
how this display includes relevant variables for head-
way control (i. e., time headway, time-to-collision, and
range rate) relative to the operating limits of the ACC.
This display promoted faster failure detection and more
appropriate engagement strategies compared with the
standard ACC interface. Although promising, haptic,
auditory and peripheral visual displays cannot con-
vey the detail possible in visual displays, making it
difficult to convey the complex relationships that some-
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Fig. 25.2 Composite of the driver and ACC models in which corresponding driver model states (black boxes) and ACC
model states (white boxes) are combined into state pairs. Error states, or model mismatches, occur when a particular
transition leads to discrepant states. Composite states ACC not active (standby)/ACC off, ACC off /ACC standby, and
ACC active/ACC standby are error states. The driver is unaware of the shift of the ACC system into standby when
deceleration and vehicle speed limits are reached, and of the ACC system disengaging when system faults are detected,
as neither state change is clearly communicated to the driver. The state change that results from the driver depressing the
brake pedal is similarly ambiguous
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Fig. 25.3 A peripheral display to help drivers understand
adaptive cruise control [25.108] (TTC – time-to-collision;
THW – time headway

times govern automation behavior. An important design
tradeoff emerges: provide sufficient detail regarding
automation behavior, but avoid overloading and dis-
tracting the operator.

Simply enhancing the feedback operators receive
regarding the automation is sometimes insufficient.
Without the proper context, abstraction, and integration,
feedback may not be understandable. Representation
aiding capitalizes on the power of visual perception to
convey this complex information; for example, graphi-
cal representations for pilots can augment the traditional
airspeed indicator with target airspeeds and acceleration
indicators. Integrating this information into a traditional
flight instrument allows pilots to assimilate automation-
related information with little additional effort [25.87].
Using a display that combines pitch, roll, altitude, air-
speed, and heading can directly specify task-relevant
information such as what is too low [25.109] as opposed
to operators being required to infer such relationships
from the set of variables. Integrating automation-related
information with traditional displays and combining
low-level data into meaningful information can help op-
erators understand automation behavior.

In the context of process control, Guerlain and col-
leagues [25.110] identified three specific strategies for
visual representation of complex process control al-
gorithms. First, create visual forms whose emergent
features correspond to higher-order relationships. Emer-

gent features are salient symmetries or patterns that
depend on the interaction of the individual data ele-
ments. A simple emergent feature is parallelism that can
occur with a pair of lines. Higher-order relationships
are combinations of the individual data elements that
govern system behavior. The boiling point of water is
a higher-order relationship that depends on temperature
and pressure. Second, use appropriate visual features to
represent the dimensional properties of the data; for ex-
ample, magnitude is a dimensional property that should
be displayed using position or size on a visual display,
not color or texture, which are ambiguous cues as to
an increase or decrease in amount. Third, place data in
a meaningful context. The meaningful context for any
variable depends on what comparisons need to be made.
For automation, this includes the allowable ranges rel-
ative to the current control variable setting, and the
output relative to its desired level. Similarly, Dekker and
Woods [25.97] suggest event-based representations that
highlight changes, historical representations that help
operators project future states, and pattern-based rep-
resentations that allow operators to synthesize complex
relationships perceptually rather than through arduous
mental transformations.

Representation aiding helps operators trust automa-
tion appropriately. However, trust also depends on more
subtle elements of the interface [25.29]. In many cases,
trust and credibility depend on surface features of the
interface that have no obvious link to the true capabil-
ities of the automation [25.111, 112]. An online survey
of over 1400 people found that for web sites, credibil-
ity depends heavily on real-world feel, which is defined
by factors such as response speed, a physical address,
and photos of the organization [25.113]. Similarly, a for-
mal photograph of the author enhanced trustworthiness
of a research article, whereas an informal photograph
decreased trust [25.114]. These results show that trust
tends to increase when information is displayed in a way
that provides concrete details that are consistent and
clearly organized.

25.3.4 Expectation Matching
and Simplification

Expectation matching and simplification help opera-
tors understand automation by using algorithms that
are more comprehensible. One strategy is to simplify
the automation by reducing the number of functions,
modes, and contingencies [25.115]. Another is to match
its algorithms to the operators’ mental model [25.116].
Automation designed to perform in a manner con-
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sistent with operators’ mental model, preferences,
and expectations can make it easier for operators to
recognize failures and intervene. Expectation match-
ing and simplification are particularly effective when
a technology-centered approach has created an overly
complex array of modes and features.

ACC is a specific example of where matching the
mental model of an operator to the automation’s algo-
rithms may be quite effective. Because ACC can only
apply moderate levels of braking, drivers must inter-
vene if the car ahead brakes heavily. If drivers must
intervene, they must quickly enter the control loop be-
cause fractions of a second can make the difference in
avoiding a collision. If the automation behaves in a man-
ner consistent with drivers’ expectations, drivers will be
more likely to detect and respond to the operational lim-
its of the automation quickly [25.116]. Goodrich and
Boer [25.116] designed an ACC algorithm consistent
with drivers’ mental models such that ACC behavior
was partitioned according to perceptually relevant vari-
ables of inverse time-to-collision and time headway.
Inverse time-to-collision is the relative velocity divided
by the distance between the vehicles. Time headway is
the distance between the vehicles divided by the veloc-
ity of the driver’s vehicle. Using these variables it is
possible to identify a perceptually salient boundary that
separates routine speed regulation and headway main-
tenance from active braking associated with collision
avoidance.

For situations in which the metaphor for automa-
tion is an agent, the mental model people may adopt to
understand the automation is that of a human collabora-
tor. Specifically, Miller [25.117] suggests that computer
etiquette may have an important influence on human–
automation interaction. Etiquette may influence trust
because category membership associated with adher-
ence to a particular etiquette helps people to infer how
the automation will perform. Some examples of au-
tomation etiquette are for the automation to make it

easy for operators to override and recover from errors,
to enable interaction features only when and if neces-
sary, to explain what is being done and why, to interrupt
operators only in emergency situations, and to provide
information that is unique to the information known by
the operator.

Developing automation etiquette could promote ap-
propriate trust, but also has the potential to lead to
inappropriate trust if people infer inappropriate cate-
gory memberships and develop distorted expectations
regarding the capability of the automation. Even in
simple interactions with technology, people often re-
spond as they would to another person [25.35, 118].
If anticipated, this tendency could help operators de-
velop appropriate expectations regarding the behavior
of the automation; however, unanticipated anthropo-
morphism could lead to surprising misunderstandings
of the automation.

An important prerequisite for designing automation
according to the mental model of the operator is the
existence of a consistent mental model. Individual dif-
ferences may lead to many different mental models and
expectations. This is particularly true for automation
that acts as an agent, in which a mental-model-based
design must conform to complex social and cultural
expectations. In addition, the mental model must be
consistent with the physical constraints of the system
if the automation is to work properly [25.119]. Mental
models often contain misconceptions, and transferring
these to the automation could lead to serious misunder-
standings and automation failures. Even if an operator’s
mental model is consistent with the system constraints,
automation based on such a mental model may not
achieve the same benefits as automation based on more
sophisticated algorithms. In this case, designers must
consider the tradeoff between the benefits of a com-
plex control algorithm and the costs of an operator not
understanding that algorithm. Enhanced feedback and
representation aiding can mitigate this tradeoff.

25.4 Future Challenges in Automation Design

The previous section outlined strategies that can make
the operator–automation partnership more effective. As
illustrated by the challenges in applying the Fitts’ list,
the application of these strategies, either individually
or collectively, does not guarantee effective automation.
In fact, the rapid advances in software and hardware
development, combined with an ever expanding range

of applications, make future problems with automation
likely. The following sections highlight some of these
emerging challenges. The first concerns the demands of
managing swarm automation, in which many semiau-
tonomous agents work together. The second concerns
large, interconnected networks of people and automa-
tion, in which issues of cooperation and competition
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become critical. These examples represent some emerg-
ing challenges facing automation design.

25.4.1 Swarm Automation

Swarm automation consists of many simple, semiau-
tonomous entities whose emergent behavior provides
a robust response to environmental variability. Swarm
automation has important applications in a wide range
of domains, including planetary exploration, unmanned
aerial vehicle reconnaissance, land-mine neutralization,
and intelligence gathering; in short, it is applicable in
any situation in which hundreds of simple agents might
be more effective than a single, complex agent. Biology-
inspired robotics provides a specific example of swarm
automation. Instead of the traditional approach of rely-
ing on one or two larger robots, they employ swarms of
insect robots [25.120, 121]. The swarm robot concept
assumes that small robots with simple behaviors can per-
form important functions more reliably and with lower
power and mass requirements than can larger robots
[25.122–124]. Typically, the simple algorithms control-
ling the individual entity can elicit desirable emergent
behaviors in the swarm [25.125, 126]. As an example,
the collective foraging behavior of honeybees shows that
agents can act as a coordinated group to locate and ex-
ploit resources without a complex central controller.

In addition to physical examples of swarm au-
tomation, swarm automation has potential in searching
large complex data sets for useful information. Current
approaches to searching such data sources are lim-
ited. People miss important documents, disregard data
that is a significant departure from initial assumptions,
misinterpret data that conflicts with an emerging un-
derstanding, and disregard more recent data that could
revise interpretation [25.127]. The parameters that gov-
ern discovery and exploitation of food sources for ants
might also apply to the control of software agents in
their discovery and exploitation of information. Just as
swarm automation might help explore physical spaces,
it might also help explore information spaces [25.128].

The concept of hortatory control describes some of
the challenges of controlling swarm automation. Hor-
tatory control describes situations where the system
being controlled retains a high degree of autonomy
and operators must exert indirect rather than direct
control [25.129]. Interacting with swarm automation re-
quires people to consider swarm dynamics and not just
the behavior of the individual agents. In these situations,
it is most useful for the operator to control parame-
ters affecting group rather than individual agents and to

receive feedback about group rather than individual be-
havior. Parameters for control might include the degree
to which each agent tends to follow successful agents
(positive feedback), the degree to which they follow the
emergent structure of their own behavior (stigmergy),
and the amount of random variation that guides their
paths [25.130]. In exploration, a greater amount of ran-
dom variation will lead to a more complete search,
and a greater tendency to follow successful agents will
speed search and exploitation [25.131]. Swarm automa-
tion has great potential to extend human capabilities,
but only if a thorough empirical and analytic investiga-
tion identifies the display requirements, viable control
mechanisms, and the range of swarm dynamics that can
be comprehended and controlled by humans [25.132].

25.4.2 Operator–Automation Networks

Complex operator–automation networks emerge as au-
tomation becomes more pervasive. In this situation, the
appropriate unit of analysis shifts from a single oper-
ator interacting with a single element of automation
to that of multiple operators interacting with multiple
elements of automation. Important dynamics can only
be explained with this more complex unit of analy-
sis. The factors affecting microlevel behavior may have
unexpected effects on macrolevel behavior [25.133].
As the degree of coupling increases, poor coordina-
tion between operators and inappropriate reliance on
automation has greater consequences for system perfor-
mance [25.6].

Supply chains represent an increasingly important
example of multi-operator–multi-automation systems.
A supply chain is composed of a network of suppli-
ers, transporters, and purchasers who work together,
usually as a decentralized virtual company, to convert
raw materials into products. The growing popularity of
supply chains reflects the general trend of companies
to move away from vertical integration, where a single
company converts raw materials into products. Increas-
ingly, manufacturers rely on supply chains [25.134] and
attempt to manage them with automation [25.86].

Supply chains suffer from serious problems that
erode their promised benefits. One is the bullwhip ef-
fect, in which small variations in end-item demand
induces large-order oscillations, excess inventory, and
back-orders [25.135]. The bullwhip effect can under-
mine a company’s efficiency and value. Automation
that forecasts demands can moderate these oscilla-
tions [25.136, 137]. However, people must trust and
rely on that automation, and substantial cooperation be-
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tween supply-chain members must exist to share such
information.

Vicious cycles also undermine supply-chain perfor-
mance, through an escalating series of conflicts between
members [25.138]. Vicious cycles can have dramatic
negative consequences for supply chains; for example,
a strategic alliance between Office Max and Ryder In-
ternational Logistics devolved into a legal fight in which
Office Max sued Ryder for US $21.4 million and then
Ryder sued Office Max for US $75 million [25.139].
Beyond the legal costs, these breakdowns threaten com-
petitiveness and undermine the market value of the
companies involved [25.134]. Vicious cycles also un-
dermine information sharing, which can exacerbate the
bullwhip effect. Even with the substantial benefits of co-
operation, supply chains frequently fall into a vicious
cycle of diminishing cooperation.

Inappropriate use of automation can contribute to
both vicious cycles and the bullwhip effect, but has
received little attention. A recent study used a simu-
lation model to examine how reliance on automation
influences cooperation and how sharing two types of
automation-related information influences cooperation
between operators in the context of a two-manufacturer
one-retailer supply chain [25.21]. This study used
a decision field-theoretic model of the human opera-
tor [25.140, 141] to assess the effects of automation
failures on cooperation and the benefit of sharing
automation-related information in promoting coopera-
tion. Sharing information regarding automation perfor-
mance improved operators’ reliance on automation, and
the more appropriate reliance promoted cooperation by
avoiding unintended competitive behaviors caused by
inappropriate use of automation. Sharing information
regarding the reliance on automation increased will-
ingness to cooperate even when the other occasionally
engaged in competitive behavior. Sharing information
regarding the operators’ reliance on automation led to
a more charitable interpretation of the other’s intent and
therefore increased trust in the other operator. The con-
sequence of enhanced trust is an increased chance of
cooperation. Figure 25.4 shows that these two types of
information sharing influence cooperation and result in
an additive improvement in cooperation. This prelimi-
nary simulation study showed that cooperation depends
on the appropriate use of automation and that sharing
automation-related information can have a profound ef-
fect on cooperation, a result that merits verification with
experiments with human subjects.

The interaction between automation, cooperation,
and performance seen with supply-chain management

Automation capability
Manual capability
Sharing performance
Sharing reliance
Sharing both

500 5 10 15

1 2 3 4 1 2 3 4

20 25 30 35 40 45

Relative percentage of improvement (%) Capability
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50

0

-50

1

0

Fig. 25.4 The effect of sharing information regarding the perfor-
mance of the automation and reliance on the automation [25.21]

may also apply to other domains; for example, power-
grid management involves a decentralized network that
makes it possible to efficiently supply the USA with
power, but it can fail catastrophically when cooper-
ation and information-sharing breaks down [25.142].
Similarly, datalink-enabled air-traffic control makes it
possible for pilots to negotiate flight paths efficiently,
but it can fail when pilots do not cooperate or have
trouble anticipating the complex dynamics of the sys-
tem [25.143,144]. Overall, technology is creating many
highly interconnected networks that have great poten-
tial, but also raise important concerns. Resolving these
concerns partially depends on designing effective multi-
operator–multi-automation interactions.

Swarm automation and complex operator–auto-
mation networks pose challenges beyond those of
traditional systems and require new design strategies.
The automation design strategies described earlier, such
as function allocation, operator–automation simulation,
representation aiding, and expectation matching are
somewhat limited in addressing the new challenges of
swarm automation and complex operator–automation
networks. A particular challenge in automation design
is developing analytic tools, interface designs, and in-
teraction concepts that consider issues of cooperation
and coordination in operator–automation interactions.
For further discussion on the automation interactions
and interface design refer to Chap. 34.
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Collaborative26. Collaborative Human–Automation
Decision Making

Mary L. Cummings, Sylvain Bruni

The development of a comprehensive collabora-
tive human–computer decision-making model is
needed that demonstrates not only what decision-
making functions should or could be assigned to
humans or computers, but how many functions can
best be served in a mutually supportive environ-
ment in which the human and computer collabo-
rate to arrive at a solution superior to that which
either would have come to independently. To this
end, we present the human–automation collabo-
ration taxonomy (HACT), which builds on previous
research by expanding the Parasuraman infor-
mation processing model [26.1], specifically the
decision-making component. Instead of defining
a simple level of automation for decision making,
we deconstruct the process to include three dis-
tinct roles: the moderator, generator, and decider.
We propose five levels of collaboration (LOCs) for
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each of these roles, which form a three-tuple that
can be analyzed to evaluate system collaboration,
and possibly identify areas for design intervention.
A resource allocation mission planning case study
is presented using this framework to illustrate the
benefit for system designers.

In developing any complex supervisory control system
that involves the integration of human decision making
with automation, the question often arises as to where,
how, and how much humans should be in the decision-
making loop. Allocating roles and functions between
the human and the computer is critical in defining effi-
cient and effective system architectures. However, role
allocation does not necessarily need to be mutually
exclusive, and instead of systems that clearly define spe-
cific roles for either human or automation, it is possible
that humans and computers can collaborate in a mu-
tually supportive decision-making environment. This is
especially true for aspects of supervisory control that in-
clude planning and resource allocation (e.g., how should
multiple aircraft be routed to avoid bad weather, or how
to allocate ambulances in a disaster), which is the fo-
cus of this chapter. For discussion purposes, we define
collaboration as the mutual engagement of agents in
a coordinated and synchronous effort to solve a prob-

lem based on a shared conception of it [26.2, 3]. We
define agents as either humans or some form of automa-
tion/computer that provides some level of interaction.

For planning and resource allocation supervisory
control tasks in complex systems, the problem spaces
are large with significant uncertainty, so the use of au-
tomation is clearly warranted in attempting to solve
a particular problem; for example, if bad weather
prevents multiple aircraft from landing at an air-
port, air-traffic controllers need to know right away
which alternate airports are within fuel range, and of
these, which have the ability to service the different
aircraft types, the predicted traffic volume, routing con-
flicts, etc. While automation could be used to provide
optimized routing recommendations quickly, computer-
generated solutions are unfortunately not always the
best solutions. While fast and able to handle complex
computation far better than humans, computer opti-
mization algorithms are notoriously brittle in that they
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can only take into account those quantifiable variables
identified in the design stages that were deemed to
be critical [26.4]. In supervisory control systems with
inherent uncertainties (weather impacts, enemy move-
ment, etc.), it is not possible to include a priori every
single variable that could impact the final solution.
Moreover, it is not clear exactly what characterizes an
optimal solution in uncertain such scenarios. Often, in
these domains, the need to generate an optimal solution
should be weighed against a satisficing [26.5] solution.
Because constraints and variables are often dynamic in
complex supervisory control environments, the defini-
tion of optimal is also a constantly changing concept.
In those cases of time pressure, having a solution that
is good enough, robust, and quickly reached is often
preferable to one that requires complex computation
and extended periods of times, which may not be ac-
curate due to incorrect assumptions.

Recognizing the need for automation to help nav-
igate complex and large supervisory control problem
spaces, it is equally important to recognize the crit-
ical role that humans play in these decision-making
tasks. Optimization is a word typically associated with
computers but humans are natural optimizers as well,
although not necessarily in the same linear vein as
computers. Because humans can reason inductively and

generate conceptual representations based on both ab-
stract and factual information, they also have the ability
to optimize based on qualitative and quantitative in-
formation [26.6]. In addition, allowing operators active
participation in decision-making processes provides not
only safety benefits, but promotes situation awareness
and also allows a human operator, and thus a system,
to respond more flexibly to uncertain and unexpected
events. Thus, decision support systems that leverage the
collaborative strength of humans and automation in su-
pervisory control planning and resource allocation tasks
could provide substantial benefits, both in terms of hu-
man and system performance,

Unfortunately, little formal guidance exists to aid
designers and engineers in the development of col-
laborative human–computer decision support systems.
While many frameworks have been proposed that de-
tail levels of human–automation role allocation, there
has been no focus on what specifically constitutes col-
laboration in terms of role allocation and how this
can be quantified to allow for specific system analysis
as well as design guidance. Therefore, to better de-
scribe human-collaborative decision support systems in
order to provide more detailed design guidance, we
present the human–automation collaboration taxonomy
(HACT) [26.7].

26.1 Background

There is little previous literature that attempts to
classify, describe, or provide design guidance on
human–automation (or computer) collaboration. Most
previous efforts have generally focused on developing
application-specific decision support tools that promote
some open-ended form of human–computer interac-
tion (e.g., [26.8–10]). In an attempt to categorize
human–computer collaboration more formally, Silver-
man [26.11] proposed categories of human–computer
interaction in terms of critiquing, although this is
a relatively narrow field of human–computer col-
laboration. Terveen [26.12] attempted to seek some
unified approach and more broadly define and cat-
egorize human–computer collaboration in terms of
human emulation and human “complementary” [sic].
Beyond these broad definitions and categorizations of
human–computer collaboration and narrow applications
of specific algorithms and visualizations, there has been
no underlying theory addressing how collaboration with
an automated agent supports operator decision mak-

ing at the most fundamental information processing
level.

So while the literature on human–automation col-
laboration in decision making is sparse, the converse
is true in terms of scales and taxonomies of au-
tomation levels that describe interactions between
a human operator and a computer/automation. These
levels of automation (LOAs) generally refer to the
role allocation between automation and the human,
particularly in the analysis and decision phases of a sim-
plified information processing model of acquisition,
analysis, decision, and action phases [26.1, 13, 14].
The originators of the concept of levels of automa-
tion, Sheridan and Verplank (SV), initially proposed
that automation could range from a fully manual
system with no computer intervention to a fully au-
tomated system where the human is kept completely
out of the loop [26.15]. Parasuraman [26.1] ex-
panded the original SV LOA to include ten levels
(Table 26.1).
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Table 26.1 Levels of automation (after [26.1, 15])

Automation level Automation description

1 The computer offers no assistance: human must take all decision and actions

2 The computer offers a complete set of decision/action alternatives, or

3 Narrows the selection down to a few, or

4 Suggests one alternative, and

5 Executes that suggestion if the human approves, or

6 Allows the human a restricted time to veto before automatic execution, or

7 Executes automatically, then necessarily informs humans, and

8 Informs the human only if asked, or

9 Informs the human only if it, the computer, decides to

10 The computer decides everything and acts autonomously, ignoring the human

At the lower levels, LOAs 1–4, the human is
actively involved in the decision-making process. At
level 5, the automation takes on a more active role in ex-
ecuting decisions, while still requiring consent from the
operator before doing so (known as management-by-
consent). Level 6, typically referred to as management-
by-exception, allows the automation a more active role
in decisions, executing solutions unless vetoed by the
human. For levels 7–10, humans are only allowed
to accept or veto solutions presented to them. Thus,
as levels increase, the human is increasingly removed
from the decision-making loop, and the automation is
increasingly allocated additional authority. This scale
addresses primarily authority allocation, i. e., who is
given the authority to make the final decision, al-
though only to a much smaller and limited degree does
it address the solution-generation aspect of decision
making, which is a critical aspect of human–computer
collaboration.

The solution-generation process in supervisory con-
trol planning and resource allocation tasks is critical
because this is the aspect of the human–computer in-
teraction where the variables and constraints can be
manipulated to determine solution alternatives. This ac-
cess creates a sensitivity analysis trade space that allows
human operators the ability to cope with uncertainty
and apply judgment and experience that are unavailable
to computer algorithms. While the LOAs in Table 26.1

provide some indirect guidance as to how the solution-
generation process can be allocated either to the human
or computer, it is only tangentially inferred, and there is
no level that allows for joint construction or modifica-
tion of solutions.

Other LOA taxonomies have addressed the need
to examine authority and solution generation LOAs,
although none have addressed them in an integrated
fashion; for example, Endsley [26.16] incorporated ar-
tificial intelligence into a five-point LOA scale, thus
addressing some aspects of solution generation and
authority. Riley [26.17] investigated the use of the
level of information attribute in addition to the au-
tomation authority attribute, creating a two-dimensional
scale. Another ten-point scale was created by Ends-
ley and Kaber [26.16] where each level corresponds
to a specific task behavior of the automation, going
from manual control to full automation, through in-
termediate levels such as blended decision making or
supervisory control. While all of these scales acknowl-
edge that there are possible collaborative processes
between humans and automated agents, none specif-
ically detail how this interaction can occur, and how
different attributes of a collaborative system can each
have a different LOA. To address this shortcoming in
the literature, we developed the human–automation col-
laboration taxonomy (HACT), which is detailed in the
next section.

26.2 The Human–Automation Collaboration Taxonomy (HACT)
In order to better understand how human operators
and automation collaborate, the four-stage information-

processing flow diagram of Parasuraman [26.1] (with
stages: information acquisition, information analysis,
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decision selection, and action implementation) was
modified to focus specifically on collaborative decision
making. This new model, shown in Fig. 26.1, features
three steps: data acquisition, decision making, and ac-
tion taking. The data acquisition step is similar to that
proposed by Parasuraman [26.1] in that sensors retrieve
information from the outside world or environment, and
transform it into working data. The collaborative aspect
of this model occurs in the next stage, the decision-
making process, which corresponds to the integration
of the analysis and decision phases of the Parasura-
man [26.1] model.

First, the data from the acquisition step is analyzed,
possibly in an iterative way where requests for more
data can be sent to the sensors. The data analysis outputs
some elements of a solution to the problem at hand. The
evaluation block estimates the appropriateness of these
elements of solutions for a potential final solution. This
block may initiate a recursive loop with the data ana-
lysis block; for instance, operators may request more
analysis of the domain space or part thereof. At this
level, subdecisions are made to orient the search and
analysis process. Once the evaluation step is validated,
i. e., subdecisions are made, the results are assembled
to constitute one or more feasible solutions to the prob-
lem. In order to generate feasible solutions, it is possible
to loop back to the previous evaluation phase, or even
to the data analysis step. At some point, one or more
feasible solutions are presented in a second evaluation
step.

The operator or automation (depending on the level
of automation) will then select one solution (or none)
out of the pool of feasible solutions. After this selection
procedure, a veto step is added, since it is possible for
one or more of the collaborating agents to veto the solu-

tion selected (such as in management-by-exception). An
agent may be a human operator or an automated com-
puter system, also called automation. If the proposed
solution is vetoed, the output of the veto step is empty,
and the decision-making process starts again. If the se-
lected solution is not vetoed, it is considered the final
solution and is transferred to the action mechanism for
implementation.

26.2.1 Three Basic Roles

Given the decision-making process (DMP) shown
in Fig. 26.1, three key roles have been identified:
moderator, generator, and decider. In the context of
collaborative human–computer decision making, these
three roles are fulfilled either by the human operator, by
automation, or by a combination of both. Figure 26.2
displays how these three basic roles fit into the HACT
collaborative information-processing model. The gen-
erator and the decider roles are mutually exclusive in
that the domain of competency of the generator (as out-
lined in Fig. 26.2) does not overlap with that of the
decider. However, the moderator’s role subsumes the
entire decision-making process. As will be discussed,
each of the three roles has its own possible LOA scale.

The Moderator
The moderator is the agent(s) that keeps the decision-
making process moving forward, and ensures that the
various phases are executed; for instance, the moderator
may initiate the decision-making process and interac-
tion between the human and automation. The moderator
may prompt or suggest that subdecisions need to be
made, or evaluations need to be considered. It could
also be involved keeping the decision processing within
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prespecified limits when time pressure is a concern. In
relation to the ten-level SV LOA scale (Table 26.1),
the step between LOA 4 and 5 implies this role, but
does not address the fact that moderation can occur
across multiple segments of the decision-making pro-
cess and separate from the tasks of solution generation
and selection.

The Generator
The generator is the agent(s) that generates feasible
solutions from the data. Typically, the generator role in-
volves searching, identifying, and creating solution(s)
or parts thereof. Most of the previously discussed LOAs
(e.g., [26.1,16]) address the role of a solution generator.
However, instead of focusing on only the actual solution
(e.g., automation generating one or many solutions), we
expand in detail the notion of the generator to include
other aspects of solution generation, i. e., all the other
steps within the generator box (Fig. 26.2), such as the
automation analyzing data, which makes the solution
generation easier for the human operator. Additionally,
the role allocation for generator may not be mutually ex-
clusive but could be shared to varying degrees between

Table 26.2 Moderator and generator levels

Level Who assumes the role of generator
and/or moderator?

2 Human

1 Mixed, but more human

0 Equally shared

−1 Mixed, but more automation

−2 Automation

the human operator and the automation; for example, in
one system the human could define multiple constraints
and the automation searches for a set of possible solu-
tions bounded by these constraints. In another system,
the automation could propose a set of possible solu-
tions and then the human operator narrows down these
solutions.

For both the moderator and generator roles, the
general LOAs can be seen in Table 26.2, which we
recharacterize as LOCs (levels of collaboration). While
the levels could be parsed into more specific levels, as
seen in previously discussed LOAs, these five levels
were chosen to reflect degrees of collaboration with the
center scale reflecting balanced collaboration. At either
end of the LOC scale (2 or −2), the system, in terms
of moderation and generation, is not collaborative. The
negative sign should not be interpreted as a critical re-
flection on the use of automation; it simply reflects
scaling in the opposite direction. A system at LOC 0,
however, is a balanced collaborative system for either
the moderator and/or generator.

The Decider
The third role within the HACT collaborative decision-
making process is the decider. The decider is the
agent(s) that makes the final decision, i. e., that selects
the potentially final solution out of the set of feasible
solutions presented by the generator, and who has veto
power over this selection decision. Veto power is a non-
negotiable attribute: once an agent vetoes a decision, the
other agent cannot supersede it. This veto power is also
an important attribute in other LOA scales [26.1, 16],
but we have added more resolution to the possible role
allocations in keeping with our collaborative approach,
listed in Table 26.3. As in Table 26.2, the most balanced
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Level Who assumes the role of decider?

2 Human makes final decision, automation cannot veto

1 Human or automation can make final decision,

human can veto, automation cannot veto

0 Human or automation can make final decision,

human can veto, automation can veto

−1 Human or automation can make final decision,

human cannot veto, automation can veto

−2 Automation makes final decision, human cannot veto

Table 26.3 Decider levels

collaboration between the human and the automation is
seen at the midpoint, with the greatest lack of collabo-
ration at the extreme levels.

The three roles, moderator, generator and decider,
focus on the tasks or actions that are undertaken by
the human operator, the automation, or the combina-
tion of both within the collaborative decision-making
process.

26.2.2 Characterizing Human Supervisory
Control System Collaboration

Given the scales outlined above, decision support sys-
tems can be categorized by the collaboration across
the three different roles (moderator, generator, and de-
cider) in the form of a three-tuple, e.g., (2, 1, 2) or
(−2,−2, 1). In the first example of (2, 1, 2), this sys-
tem includes the human as both the moderator and the
decider, as well as generating most of the solution, but
leverages some automation for the solution generation.
An example of such a system would be one where an
operator needs to plan a mission route but must select
not just the start and goal state, but all intermediate
points in order to avoid all restricted zones and possi-
ble hazards. Automation is used to ensure fuel limits

are not exceeded and to alert the operator in the case of
any area violations.

This is in contrast to the highly automated
(−2,−2, 1) example, which is the characterization of
the Patriot missile system. This antimissile missile sys-
tem notifies the operator that a target has been detected,
allows the operator approximately 15 s to veto the au-
tomation’s solution, and then fires if the human does
not intervene. Thus the automation moderates the flow,
analyzes the solution space, presents a single solution,
and then allows the human to veto this. Note that un-
der the ten LOAs in Table 26.1, this system would be
characterized at LOA 6, but the HACT three-tuple pro-
vides much more information. It demonstrates that the
system is highly automated at the moderator and gener-
ator levels, while the human has more authority than the
automation for the final decision. However, a low de-
cider level does not guarantee a human-centered system
in that the Patriot system has accidentally killed three
North Atlantic Treaty Organization (NATO) airmen be-
cause operators were not able to determine in the 15 s
window that the targets were actually friendly aircraft
and not enemy missiles. This example illustrates that all
three entries in the HACT taxonomy are important for
understanding a system’s collaborative potential.

26.3 HACT Application and Guidelines

In order to illustrate the application and utility of
HACT, a case study is presented. Given the increased
complexity, uncertainty, and time pressure of mission
planning and resource allocation in command and con-
trol settings, increased automation is an obvious choice
for system improvement. However just what level of
automation/collaboration should be used in such an ap-
plication is not so obvious. As previously mentioned,

too much automation can induce complacency and loss
of situation awareness, and coupled with the inherent in-
ability of automated algorithms to be perfectly correct
in dynamic command and control settings, high levels
of automation are not advisable. However, low levels
of automation can cause unacceptable operator work-
load as well as suboptimal, very inefficient solutions.
Thus the resource allocation aspect of mission planning
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Fig. 26.3 Interface 1

is well suited for some kind of collaborative human–
computer environment. To investigate this issue, three
interfaces were designed for a representative system,
each with a different LOA/LOC detailed in the next
section.

The general objective of this resource allocation
problem is for an operator to match a set of military
missions with a set of available resources, in this case
Tomahawk missiles aboard ship and submarine launch
platforms.

Interface 1 (Fig. 26.3) was designed to support
manual matching of the missiles to the missions at
a low level of collaboration. This interface provides
raw data tables with all the characteristics of mis-
sions and missiles that must be matched, but only
provides very limited automated support, such as ba-
sic data sorting, mission/missile assignment summaries
by categories, and feedback on mission–missile incom-
patibility and current assignment status. Therefore, this
interface mostly involves manual problem solving. As
a result, interface 1 is assigned a level 2 moderator be-
cause the human operator fully controls the process.
Because interface 1 only features basic automation sup-
port, the generator role is at level 1. The decider is
at level 2 since only the human operator can validate
a solution for further implementation, with no possible
automation veto.

Interface 2 (Fig. 26.4) was designed to offer the
human operator the choice to either solve the mission–

missile assignment task manually as in interface 1 (note
in Fig. 26.4 that the top part of interface 2 is a replica
of interface 1 shown in Fig. 26.3), or to leverage au-
tomation and collaborate with the computer to generate
solutions. In the latter instance, termed Automatch,
the human operator can steer the search of the auto-
mated solution in the domain space by selecting and
prioritizing search criteria. Then, the automation’s fast
computing capabilities perform a heuristic search based
on the criteria defined by the human. The operator can
either keep the solution output or modify it manually.
The operator can also elect to modify the search criteria
to get a new solution.

Therefore, for interface 2, the moderator remains at
level 2 because the human operator is still in full con-
trol of the process, including which tasks are completed,
at what pace, and in which order. Because of the flex-
ibility in obtaining a solution in that the human can
define the search criteria, thus orienting the automation
which does the bulk of the computation, the generator
is labeled 0. The decider is at level 2 since only the
human operator can validate a final solution, which the
automation cannot veto.

While interfaces 1 and 2 are both based on the use
of raw data, interface 3 (Fig. 26.5) is completely graph-
ical, and allows the operator to only have access to
postsolution sensitivity analysis tools. For interface 2,
the automated solution process is guided by the human,
who also can conduct sensitivity analysis via an Au-
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444 Part C Automation Design: Theory, Elements, and Methods

Fig. 26.4 Interface 2

tomatch function; the Automatch button at the top of
interface 3 is similar to that in interface 2. However,
the user can only select a limited subset of information

Fig. 26.5 Interface 3

criteria by which to orient the algorithmic search, caus-
ing the operator to rely more on the automation than
in interface 2. Thus the HACT three-tuple in this case
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is (2,−1, 2) as neither the moderator nor decider roles
changed from interface 2, although the generator’s did.

The three interfaces were evaluated with 20 US
Navy personnel who would use such a tool in an op-
erational setting. While the full experimental details
can be found elsewhere [26.18], in terms of overall
performance, operators performed the best with inter-
faces 1 and 2, which were not statistically different from
each other (p = 0.119). Interface 3, the one with the
predominantly automation-led collaboration, produced
statistically worse performance compared with both in-
terfaces 1 and 2 (p = 0.011 and 0.031 respectively).
Table 26.4 summarizes the HACT categorization for the
three interfaces, along with their relative performance
rankings. The results indicate that, because the moder-
ator and decider roles were held constant, the degraded
performance for those operators using interface 3 was
a result of the differences in the generator aspect of the
decision-making process. Furthermore, the decline in
performance occurred when the LOC was weighted to-
wards the automation. When the solution process was
either human-led or of equal contribution, operators
performed no differently. However, when the solution
generation was automation led, operators struggled.

While there are many other factors that likely af-
fect these results (trust, visualization design, etc.), the
HACT taxonomy is helpful in first deconstructing the
automation components of the decision-making pro-
cess. This allows for more specific analyses across
different collaboration levels of humans and automa-
tion, which has not been articulated in other LOA
scales. In addition, as demonstrated in the previous ex-
ample, when comparing systems, such a categorization
will also pinpoint which LOCs are helpful, or at the very
least, not detrimental. In addition, while not explicitly
illustrated here, the HACT taxonomy can also provides

Table 26.4 Interface performance and HACT three-tuples;
M – moderator; G – generator; D – decider

HACT three-tuple Performance

(M, G, D)

Interface 1 (2, 1, 2) Best

Interface 2 (2, 0, 2) Best

Interface 3 (2,−1, 2) Worst

designers with some guidance on system design, i. e.,
to improve performance for a system; for example, in
interface 3, it may be better to increase the moderator
LOC instead of lowering the generator LOC.

In summary, application of HACT is meant to elu-
cidate human–computer collaboration in terms of an
information processing theoretic framework. By decon-
structing either a single or competing decision support
systems using the HACT framework, a designer can
better understand how humans and computers are col-
laborating across different dimensions, in order to
identify possible problem areas in need of redesign; for
example, in the case of the Patriot missile system with
a (−2,−2, 1) three-tuple and its demonstrated poor per-
formance, designers could change the decider role to
a 2 (only the human makes the final decision, automa-
tion cannot veto), as well as move towards a more truly
collaborative solution generation LOC. Because missile
intercept is a time-pressured task, it is important that
the automation moderate the task, but because of the
inability of the automation to always correctly make
recommendations, more collaboration is needed across
the solution-generation role, with no automation author-
ity in the decider role. Used in this manner, HACT aids
designers in the understanding of the multiagent roles in
human–computer collaboration tasks, as well as identi-
fying areas for possible improvement across these roles.

26.4 Conclusion and Open Challenges

The human–automation collaboration taxonomy
(HACT) presented here builds on previous research
by expanding the Parasuraman [26.1] information
processing model, specifically the decision-making
component. Instead of defining a simple level of au-
tomation for decision making, we deconstruct the
process to include three distinct roles, that of the moder-
ator (the agent that ensures the decision-making process
moves forward), the generator (the agent that is pri-
marily responsible for generating a solution or set of

possible solutions), and the decider (the agent that
decides the final solution along with veto authority).
These three distinct (but not necessarily mutually ex-
clusive) roles can each be scaled across five levels
indicating degrees of collaboration, with the center
value of 0 in each scale representing balanced col-
laboration. These levels of collaboration (LOCs) form
a three-tuple that can be analyzed to evaluate system
collaboration, and possibly identify areas for design
intervention.
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As with all such levels, scales, taxonomies, etc.,
there are limitations. First, HACT as outlined here does
not address all aspects of collaboration that could be
considered when evaluating the collaborative nature of
a system, such as the type and possible latencies in
communication, whether or not the LOCs should be dy-
namic, the transparency of the automation, the type of
information used (i. e., low-level detail as opposed to
higher, more abstract concepts), and finally how adapt-
able the system is across all of these attributes. While
this has been discussed in earlier work [26.7], more
work is needed to incorporate this into a comprehensive
yet useful application.

In addition, HACT is descriptive versus prescrip-
tive, which means that it can describe a system and
identify post hoc where designs may be problematic, but
cannot indicative how the system should be designed to
achieve some predicted outcome. To this end, more re-
search is needed in the application of HACT and the
interrelation of the entries within each three-tuple, as
well as more general relationships across three-tuples.
Regarding the within three-tuples issue, more research
is needed to determine the impact and relative impor-
tance of each of the three roles; for example, if the
moderator is at a high LOC but the generator is at
a low LOC, are there generalizable principles that can
be seen across different decision support systems? In
terms of the between three-tuple issue, more research
is needed to determine under what conditions certain
three-tuples produce consistently poor (or superior) per-
formance, and whether these are generalizable under
particular contexts; for example, in high-risk time-
critical supervisory control domains such as nuclear
power plant operations, a three-tuple of (−2,−2,−2)
may be necessary. However, even in this case, given

flawed automated algorithms such as those seen in
the Patriot missile, the question could be raised of
whether it is ever feasible to design a safe (−2,−2,−2)
system.

Despite these limitations, HACT provides more de-
tailed information about the collaborative nature of
systems than did previous level-of-automation scales,
and given the increasing presence of intelligent au-
tomation both in complex supervisory control systems
and everyday life, such as global positioning system
(GPS) navigation, this sort of taxonomy can provide for
more in-depth analysis and a common point of com-
parison across competing systems. Other future areas
of research that could prove useful would be the de-
termination of how levels of collaboration apply in the
other data acquisition and action implementation in-
formation processing stages, and what the impact on
human performance would be if different collaboration
levels were mixed across the stages. Lastly, one area
often overlooked that deserves much more attention is
the ethical and social impact of human–computer col-
laboration. Higher levels of automation authority can
reduce an operator’s awareness of critical events [26.19]
as well as reduce their sense of accountability [26.20].
Systems that promote collaboration with an automated
agent could possibly alleviate the offloading of attention
and accountability to the automation, or collaboration
may further distance operators from their tasks and ac-
tions and promote these biases. There has been very
little research in this area, and given the vital nature
of many time-critical systems that have some degree of
human–computer collaboration (e.g., air-traffic control
and military command and control), the importance of
the social impact of such systems should not be over-
looked.
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Teleoperation27. Teleoperation

Luis Basañez, Raúl Suárez

This chapter presents an overview of the tele-
operation of robotics systems, starting with
a historical background, and including the
description of an up-to-date specific teleop-
eration scheme as a representative example
to illustrate the typical components and func-
tional modules of these systems. Some specific
topics in the field are particularly discussed,
for instance, control algorithms, communica-
tions channels, the use of graphical simulation
and task planning, the usefulness of virtual
and augmented reality, and the problem of
dexterous grasping. The second part of the
chapter includes a description of the most
typical application fields, such as industry
and construction, mining, underwater, space,
surgery, assistance, humanitarian demining,
and education, where some of the pio-
neering, significant, and latest contributions
are briefly presented. Finally, some conclu-
sions and the trends in the field close the
chapter.

The topics of this chapter are closely related
to the contents of other chapters such as those
on Communication in Automation, Including
Networking and Wireless (Chap. 13), Virtual
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Reality and Automation (Chap. 15), and Collab-
orative Human–Automation Decision Making
(Chap. 26).

The term teleoperation is formed as a combination of
the Greek word τηλε-, (tele-, offsite or remote), and
the Latin word operatı̆o, -ōnis (operation, something
done). So, teleoperation means performing some work
or action from some distance away. Although in this
sense teleoperation could be applied to any operation
performed at a distance, this term is most commonly as-
sociated with robotics and mobile robots and indicates
the driving of one of these machines from a place far
from the machine location.

There are of lot of topics involved in a tele-
operated robotic system, including human–machine
interaction, distributed control laws, communications,
graphic simulation, task planning, virtual and aug-
mented reality, and dexterous grasping and manipula-
tion. Also the fields of application of these systems
are very wide and teleoperation offers great possi-
bilities for profitable applications. All these topics
and applications are dealt with in some detail in this
chapter.
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450 Part C Automation Design: Theory, Elements, and Methods

27.1 Historical Background and Motivation

Since a long time ago, human beings have used a range
of tools to increase their manipulation capabilities. In
the beginning these tools were simple tree branches,
which evolved to long poles with tweezers, such as
blacksmith’s tools that help to handle hot pieces of iron.
These developments were the ancestors of master–slave
robotic systems, where the slave robot reproduces the
master motions controlled by a human operator. Tele-
operated robotic systems allow humans to interact with
robotic manipulators and vehicles and to handle objects
located in a remote environment, extending human ma-
nipulation capabilities to far-off locations, allowing the
execution of quite complex tasks and avoiding danger-
ous situations.

The beginnings of teleoperation can be traced back
to the beginnings of radio communication when Nikola
Tesla developed what can be considered the first tele-
operated apparatus, dated 8 November 1898. This
development has been reported under the US patent
613 809, Method of and Apparatus for Controlling
Mechanism of Moving Vessels or Vehicles. However, bi-
lateral teleoperation systems did not appear until the
late 1940s. The first bilateral manipulators were de-
veloped for handling radioactive materials. Outstanding
pioneers were Raymond Goertz and his colleagues at
the Argonne National Laboratory outside of Chicago,
and Jean Vertut at a counterpart nuclear engineering
laboratory near Paris. The first mechanisms were me-
chanically coupled and the slave manipulator mimicked
the master motions, both being very similar mecha-
nisms (Fig. 27.1). It was not until the mid 1950s that
Goertz presented the first electrically coupled master–
slave manipulator (Fig. 27.2) [27.1].

In the 1960s applications were extended to under-
water teleoperation, where submersible devices carried
cameras and the operator could watch the remote robot
and its interaction with the submerged environment.
The beginnings of space teleoperation dates form the
1970s, and in this application the presence of time delay
started to cause instability problems.

Technology has evolved with giant steps, resulting
in better robotic manipulators and, in particular, in-
creasing the communication means, from mechanical to

Fig. 27.1 Raymond Goertz with the first mechanically cou-
pled teleoperator (Source: Argonne National Labs)

Fig. 27.2 Raymond Goertz with an electrically coupled
teleoperator (Source: Argonne National Labs)

electrical transmission, using optic wires, radio signals,
and the Internet which practically removes any distance
limitation.

Today, the applications of teleoperation systems are
found in a large number of fields. The most illustra-
tive are space, underwater, medicine, and hazardous
environments, which are described amongst others
in Sect. 27.4
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27.2 General Scheme and Components

A modern teleoperation system is composed of several
functional modules according to the aim of the system.
As a paradigm of an up-to-date teleoperated robotic
system, the one developed at the Robotics Laboratory
of the Institute of Industrial and Control Engineering
(IOC), Technical University of Catalonia (UPC), Spain,
will be described below [27.2].

The outline of the IOC teleoperation system is rep-
resented in Fig. 27.3. The diagram contains two large
blocks that correspond to the local station, where the
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Fig. 27.3 A general scheme of
a teleoperation system (courtesy of
IOC-UPC)

human operator and master robots (haptic devices) are
located, and the remote station, which includes two
industrial manipulators as slave robots. The system con-
tains the following system modules.

Relational positioning module: This module pro-
vides the operator with a means to define geometric
relationships that should be satisfied by the part manip-
ulated by the robots with respect to the objects in the
environment. These relationships can completely define
the position of the manipulated part and then fix all the
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robots’ degrees of freedom (DOFs) or they can partially
determine the position and orientation and therefore fix
only some DOFs. In the latter case, the remaining de-
grees of freedom are those that the operator will be
able to control by means of one or more haptic devices
(master robots). Then, the output of this module is the
solution subspace in which the constraints imposed by
the relationships are satisfied. This output is sent to the
modules of augmented reality (for visualization), com-
mand codification (to define the possible motions in
the solution subspace), and planning (to incorporate the
motion constraints to the haptic devices).

Haptic representation module: This module consists
of the haptic representation engine and the geometric
conversion submodule. The haptic representation en-
gine is responsible for calculating the force to be fed
back to the operator as a combination of the following
forces:

• Restriction force: This is calculated by the plan-
ning module to assure that, during the manipulation
of the haptic device by the operator, the motion
constraints determined by the relational positioning
module are satisfied.• Simulated force: This is calculated by the simulation
module as a reaction to the detection of potential
collision situations.• Reflected force: This is the force signal sent from the
remote station through the communication module
to the local station corresponding to the robots’ ac-
tuators forces and those measured by the force and
torque sensors in the wrist of the robots produced by
the environmental interaction.

The geometric conversion submodule is in charge of
the conversion between the coordinates of the haptic
devices and those of the robots.

Augmented-reality module: This module is in charge
of displaying to the user the view of the remote station,
to which is added the following information:

• Motion restrictions imposed by the operator. This
information provides the operator with the under-
standing and control of the unrestricted degrees of
freedom can be commanded by means of the hap-
tic device (for example, it can visualize a plane on
which the motions of the robot end-effector are re-
stricted).• Graphical models of the robots in their last con-
figuration received from the cell. This allows the
operator to receive visual feedback of the robots’
state from the remote station at a frequency faster

than that allowed by the transmission of the whole
image, since it is possible to update the robots’
graphical models locally from the values of their six
joint variables.

This module receives as inputs: (1) the image of the cell,
(2) the state (pose) of the robots, (3) the model of the
cell, and (4) the motion constraints imposed by the op-
erator. This module is responsible for maintaining the
coherence of the data and for updating the model of the
cell.

Simulation module: This module is used to detect
possible collisions of the robots and the manipulated
pieces with the environment, and to provide feedback to
the operator with the corresponding force in order to al-
low him to react quickly when faced with these possible
collision situations.

Local planning module: The planning module of the
local station computes the forces that should guide the
operator to a position where the geometric relationships
he has defined are satisfied, as well as the necessary
forces to prevent the operator from violating the cor-
responding restrictions.

Remote planning module: The planning module of
the remote station is in charge of reconstructing the tra-
jectories traced by the operator with the haptic device.
This module includes a feedback loop for position and
force that allows safe execution of motions with com-
pliance.

Communication module: This module is in charge
of communications between the local and the remote
stations through the used communication channel (e.g.,
Internet or Internet2). This consists of the following
submodules for the information processing in the local
and remote stations:

• Command codification/decodification: These sub-
modules are responsible for the codification and
decodification of the motion commands sent from
the local station and the remote station. These com-
mands should contain the information of the degrees
of freedom constrained to satisfy the geometric
relationships and the motion variables on the unre-
stricted ones, following the movements specified by
the operator by means of the haptic devices (for in-
stance, if the motion is constrained to be on a plane,
this information will be transferred and then the
commands will be the three variables that define the
motion on that plane). For each robot, the following
three qualitatively different situations are possible:
– The motion subspace satisfying the constraints

defined by the relationships fixed by the operator
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Fig. 27.4 Physical architecture of a teleoperation system (courtesy of IOC-UPC)

has dimension zero. This means that the con-
straints completely determine the position and

orientation (pose) of the manipulated object. In
this case the command is this pose.
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– The motion subspace has dimension six, i. e., the
operator does not have any relationship fixed. In
this case the operator can manipulate the six de-
grees of freedom of the haptic device and the
command sent to the remote station is composed
of the values of the six joint variables.

– The motion subspace has dimension from one
to five. In this case the commands are com-
posed of the information of this subspace
and the variables that describe the motion
inside it, calculated from the coordinates in-
troduced by the operator through the haptic
device or determined by the local planning mod-
ule.• State codification/decodification: These submod-

ules generate and interpret the messages between
the remote and the local stations. The robot state is
coded as the combination of the position and force
information.• Network monitoring system: This submodule ana-
lyzes in real time the quality of service (QoS) of the
communication channel in order to properly adapt
the teleoperation parameters and the sensorial feed-
back.

A scheme depicting the physical architecture of the
whole teleoperation system is shown in Fig. 27.4.

27.2.1 Operation Principle

In order to perform a robotized task with the described
teleoperation system, the operator should carry out the
following steps:

• Define the motion constraints for each phase of
the task, specifying the relative position of the
manipulated objects or tools with respect to the en-
vironment.• Move the haptic devices to control the motions of
the robots in the subspace that satisfies the imposed
constraints. The haptic devices, by means of the
force feedback applied to the operator, are capable
of:
– guiding the operator motions so that they satisfy

the imposed constraints
– detecting collision situations and trying to avoid

undesired impacts• Control the realization of the task availing him-
self of an image of the scene visualized using
three-dimensional augmented reality with addi-
tional information (like the graphical representation
of the motion subspace, the graphical model of the
robots updated with the last received data, and other
outstanding information for the good performance
of the task).

27.3 Challenges and Solutions

During the development of modern teleoperation sys-
tems, such as the one described in Sect. 27.2, a lot of
challenges have to be faced. Most of these challenges
now have a partial or total solution and the main ones
are reviewed in the following subsections.

27.3.1 Control Algorithms

A control algorithm for a teleoperation system has two
main objectives: telepresence and stability. Obviously,
the minimum requirement for a control scheme is to pre-
serve stability despite the existence of time delay and
the behavior of the operator and the environment. Tele-
presence means that the information about the remote
environment is displayed to the operator in a natural
manner, which implies a feeling of presence at the re-
mote site (immersion). Good telepresence increases the
feasibility of the remote manipulation task. The degree
of telepresence associated to a teleoperation system is
called transparency.

Scattering-based control has always dominated the
control field in teleoperation systems since it was
first proposed by Anderson and Spong [27.3], creat-
ing the basis of modern teleoperation system control.
Their approach was to render the communications pas-
sive using the analogy of a lossless transmission line
with scattering theory. They showed that the scattering
transformation ensures passivity of the communications
despite any constant time delay. Following the for-
mer scattering approach, it was proved [27.4] that, by
matching the impedances of the local and remote robot
controllers with the impedance of the virtual transmis-
sion line, wave reflections are avoided. These were the
beginnings of a series of developments for bilateral tele-
operators. The reader may refer to [27.5, 6] for two
advanced surveys on this topic.

Various control schemes for teleoperated robotic
systems have been proposed in the literature. A brief
description of the most representative approaches is pre-
sented below.
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Fig. 27.5 Traditional force reflection

Traditional force reflection. This is probably the
most studied and reported scheme. In this approach, the
master sends position information to the slave and re-
ceives force feedback from the remote interaction of the
slave with the environment (Fig. 27.5). However, it was
shown that stability is compromised in systems with
high time delay [27.3].

Shared compliance control. This scheme is simi-
lar to the traditional force reflection, except that on the
slave side a compliance term is inserted to modify the
behavior of the slave manipulator according to the in-
teraction with the environment.

Scattering-based teleoperation. The scattering trans-
formation (wave variables) used in the transmission of
power information makes the communication channel
passive even if a time delay T affects the sys-
tem (Fig. 27.6). However, the scattering transformation
presents a tradeoff between stability and performance.
In an attempt to improve performance using the scat-
tering transformation, several approaches have been
reported, for instance, transmitting wave integrals [27.7,
8] and wave filtering and wave prediction [27.9].

Four-channel control. Velocity and force informa-
tion is sent to the other side in both directions, thereby
defining four channels. In both controllers a linear
combination of the available force and velocity infor-
mation is used to fit the specifications of the control
design [27.10].

Proportional (P) and proportional–derivative (PD)
controllers. It is widely known that use of the clas-
sic scattering transformation may give raise to position
drift. In [27.11] position tracking is achieved by send-
ing the local position to the remote station, and adding
a proportional term to the position error in the remote
controller. Following this approach, [27.12] proposed
a symmetric scheme by matching the impedances and
adding a proportional error term to the local and re-
mote robots, such that the resulting control laws became
simple PD-like controllers. Stability of PD-like con-
trollers, without the scattering transformation, has been
proved in [27.13] under the assumption that the hu-
man interaction with the local manipulator is passive.
In [27.14] it is shown that, when the human opera-
tor applies a constant force on the local manipulator,

a teleoperation system controlled with PD-like laws is
stable.

Variable-time-delay schemes. In the presence of
variable time delays, the basic scattering transformation
cannot provide the passivity needed in the communi-
cations [27.15]. In order to solve this issue, the use of
a time-varying gain that is a function of the rate of
change of the time delay has been proposed [27.16].
Recently it has been shown [27.17] that, under an ap-
propriate dissipation strategy, the communications can
dissipate an amount of energy equal to the generated
energy. Applying the strategy of [27.15], in [27.18] it
was proven that, under power scaling factors for mi-
croteleoperation, the resulting communications remain
passive.

27.3.2 Communication Channels

Communication channels can be classified in terms
of two aspects: their physical nature and their mode
of operation. According to the first aspect, two
groups can be defined: physically connected (me-
chanically, electrically, optically wired, pneumatically,
and hydraulically) and physically disconnected (ra-
diofrequency and optically coupled such as via in-
frared). The second aspect entails the following three
groups:

• Time delay free. The communication channel con-
necting the local and the remote stations does not
affect the stability of the overall teleoperation sys-
tem. In general this is the kind of channel present
when the two stations are near to each other. Ex-
amples of these communication channels are some
surgical systems, where the master and slave are lo-
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cated in the same room and connected through wires
or radio.• Constant time delay. These are often associated with
communications in space, underwater teleoperation
using sound signals, and systems with dedicated
wires across large distances.• Variable time delay. This is the case, for instance, of
packet-switched networks where variable time de-
lays are caused by many reasons such as routing,
acknowledge response, and packing and unpacking
data.

One of the most promising teleoperation commu-
nication channels is the Internet, which is a packet-
switched network, i. e., it uses protocols that divide
the messages into packets before transmission. Each
packet is then transmitted individually and can follow
a different route to its destination. Once all packets
forming a message have arrived at the destination, they
are recompiled into the original message. The transmis-
sion control protocol (TCP) and user datagram protocol
(UDP) work in this way and they are the Internet proto-
cols most suitable for use in teleoperation systems.

In order to improve the performance of teleopera-
tion systems, quality of service (QoS)-based schemes
have been used to provide priorities on the communica-
tion channel. The main drawback of today’s best-effort
Internet service is due to network congestion. The use
of high-speed networks with recently created proto-
cols, such as the Internet protocol version 6 (IPv6),
improves the performance of the whole teleoperation
system [27.19].

Besides QoS, IPv6 presents other important im-
provements. The current 32 bit address space of IPv4
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is not able to satisfy the increasing number of internet
users. IPv6 quadruples this address space to 128 bits,
which provides more than enough globally unique IP
addresses for every network device on the planet. See
Fig. 27.7 for a comparison of these protocols.

When using packet-switched networks for real-time
teleoperation systems, besides bandwidth, three effects
can result in decreased performance of the communi-
cation channel: packet loss, variable time delay, and in
some cases, loss of order in packet arrival.

27.3.3 Sensory Interaction and Immersion

Human beings are able to perceive information from
the real world in order to interact with it. However,
sometimes, for engineering purposes, there is a need to
interact with systems that are difficult to build in reality
or that, due to their physical behavior, present unknown
features or limitations. Hence, in order to allow better
human interaction with such systems, as well as their
evaluation and understanding, the concepts of virtual
reality and augmented reality have been researched and
applied to improve development cycles in engineering.

In virtual reality a nonexistent world can be
simulated with a compelling sense of realism for a spe-
cific environment. So, the real world is replaced by
a computer-generated world that uses input devices to
interact with and obtain information from the user and
capture data from the real world (e.g., using trackers
and transducers), and uses output displays that represent
the responses of the virtual world by means of visual,
touch, aural or taste displays [e.g., haptic devices, head-
mounted displays (HMD), and headphones] in order to
be perceived by any of the human senses. In this context,
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immersion is the sensation of being in an environment
that actually does not exist and that can be a purely
mental state or can be accomplished through physical
elements [27.20].

Augmented reality is a form of human–computer
interaction (HCI) that superimposes information cre-
ated by computers over a real environment. Augmented
reality enriches the surrounding environment instead
of replacing it as in the case of virtual reality, and
it can also be applied to any of the human senses.
Although some authors put attention on hearing and
touch [27.21], the main augmentation route is through
visual data addition. Furthermore augmented reality can
remove real objects or change their appearance [27.22],
operations known as diminished or mediated reality.
In this case, the information that is shown and super-
posed depends on the context, i. e., on the observed
objects.

Augmented reality can improve task performance
by increasing the degree of reliability and speed of
the operator due to the addition or reduction of spe-
cific information. Reality augmentation can be of two
types: modal or multimodal. In the modal type, aug-
mentation is referred to the enrichment of a particular
sense (normally sight), whereas in the multimodal type
augmentation includes several senses. Research done to
date has focused mainly on modal systems [27.21, 23].

In teleoperation environments, augmented reality
has been used to complement human sensorial percep-
tion in order to help the operator perform teleoperated
tasks. In this context, augmented reality can reduce or
eliminate the factors that break true perception of the
remote station, such as time delays in the communica-
tion channel, poor visibility of the remote scene, and
poor perception of the interaction with the remote envi-
ronment.

Amongst the applications of augmented reality it is
worthwhile to mention interaction between the operator
and the remote site for better visualization [27.24, 25],
better collaboration capacity [27.26], better path or
motion planning for robots [27.27, 28], addition of spe-
cific virtual tools [27.29], and multisensorial perception
enrichment [27.30].

27.3.4 Teleoperation Aids

Some of the problems arising in teleoperated systems,
such as an unstructured environment, communication
delays, human operator uncertainty, and safety at the
remote site, amongst others, can be reduced using tele-
operation aids.

Amongst the teleoperation aids aimed to diminish
human operator uncertainty one can highlight virtual
fixtures for guiding motion, which have recently been
added in surgical teleoperation in order to improve the
surgeon’s repeatability and reduce his fatigue.

The trajectories to be described by a robot end-
effector – either in free space or in contact with other
objects – strongly depend on the task to be performed
and on the topology of the environment with which it is
interacting; for instance, peg-in-hole insertions require
alignment between the peg and the hole, spray-painting
tasks require maintenance of the nozzle at a fixed dis-
tance and orientation with respect to the surface to be
painted, and assembly tasks often involve alignment or
coincidence of faces, sides, and vertices of the parts to
be assembled. For all these examples, virtual guides can
be defined and can help the operator to perform the task.

Artificial fixtures or motion guidance can be divided
into two groups, depending on how the motion con-
straints are created, either by software or by hardware.
To the first group belong the methods that implement
geometric constraints for the operator motions: points,
lines, planes, spheres, and cylinders [27.2], which can
usually be changed without stopping the teleoperation.
An often-used method is to provide obstacles with a re-
pulsive force field, avoiding in this way that the operator
makes the robot collide with the obstacles. In the second
group, specific hardware is used to guide the motion, for
example, guide rails and sliders with circled rails. Fig-
ure 27.8 shows a teleoperated painting task restricted to
a plane.

An example of a motion constraints generator is
the PMF (positioning mobile with respect to fixed)
solver [27.31]. PMF has been designed to assist execu-
tion of teleoperated tasks featuring precise or repetitive
motions. By formulating an object positioning problem
in terms of symbolic geometric constraints, the motion
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Fig. 27.8 A painting teleoperation task with a plane constraint on
the local and the remote sites
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of an object can be totally or partially restricted, in-
dependently of its initial configuration. PMF exploits
the fact that, in geometric constraint sets, the rotational
component can often be decoupled from the transla-
tional one and solved independently. Once the solution
is obtained, the resulting restriction forces are fed to
the operator via a haptic interface in order to guide its
motions inside this subspace.

27.3.5 Dexterous Telemanipulation

A common action in robotics applications is grasping
of an object, and teleoperated robotics is no exception.
Grasping actions can often be found in telemanipulation
tasks such as handling of dangerous material, rescue,
assistance, and exploration, amongst others.

In planning a grasping action, two fundamental as-
pects must be considered:

1. How to grasp the object. This means the determi-
nation of the contact points of the grasping device
on the object, or at a higher level, the determination
of the relative position of the grasping device with
respect to the object (e.g., [27.32–34]).

2. The grasping forces. This means the determination
of the forces to be applied by the grasping device
actuators in order to properly constrain the object
(e.g., [27.35]).

These two aspects can be very simple or extremely com-
plex depending on the type of object to be grasped,
the type of grasping device, and the requirements of
the task. In a teleoperated grasping system, besides the
general problems associated with a teleoperation sys-
tem mentioned in the previous sections, the following
particular topics must be considered.

Sensing information in the local station. In telema-
nipulation using complex dexterous grasping devices,
such as mechanical anthropomorphic hands directly
commanded by the hand of the human operator, the fol-
lowing approaches have been used in order to capture
the pose information of the operator hand:

• Sensorized gloves. The operator wears a glove
with sensors (usually strain gauges) that identify
the position of the fingers and the flexion of the
palm [27.36]. These gloves allow the performance
of tasks in a natural manner, but they are delicate
devices and it is difficult to achieve good calibration.• Exoskeletons. The operator wears over the hand an
exoskeleton equipped with encoders that identify
the position of the fingers [27.37]. Exoskeletons are

more robust in terms of noise, but they are rather un-
comfortable and reduce the accessibility of the hand
in certain tasks.• Vision systems. Computer vision is used to identify
hand motions [27.38]. The operator does not need
to wear any particular device and is therefore com-
pletely free, but some parts of the hand may easily
fall outside of the field of vision of the system and
recognition of hand pose from images is a difficult
task.

Capturing the forces applied by the operator is a much
more complex task, and only some tests using pressure
sensors at the fingertips have been proposed [27.39].

Feedback information from the remote station. This
can be basically of two types:

• Visual information. This kind of information can
help the operator to realize how good (robust or
stable) the remote grasp is, but only in a very sim-
ple grasp can the operator conclude if it is actually
a successful grasp.• Haptic information. Haptic devices allow the op-
erator to feel the contact constraints during the
grasp in the remote station. Current approaches in-
clude gloves with vibratory systems that provides
a kind of tactile feeling [27.40], and exoskeletons
that attached to the hand and fingers and generate
constraints to their motion and provide the feeling of
a contact force [27.37]. Nevertheless, these devices
have limited performance and the development of
more efficient haptic devices with the required num-

Fig. 27.9 Operator hand wearing a sensorized glove and
an exoskeleton, and the anthropomorphic mechanical hand
MA-I (courtesy of IOC-UPC)
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ber of degrees of freedom and the configuration of
the human hand is still an open problem.

Need for kinematics mapping. In real situations, the
mechanical gripper or hand in the remote station will
not have the same kinematics as the operator hand, even
when an anthropomorphic mechanical hand is used.
This means that in general the motions of the opera-
tor cannot be directly replicated by the remote grasping
device, and they have to be interpreted and then adapted
from one kinematics to the other, which may be compu-
tationally expensive [27.41].

Use of assistance tools. The tools developed with
the aim of performing grasps in an autonomous way
can be used as assistance tools in telemanipulation;

for instance, grasp planners used to determine opti-
mal grasping points automatically on different types of
objects can be run considering the object to be telema-
nipulated and then, using augmented reality, highlight
the grasping points on the object so the operator can
move the fingers directly to those points. Of still greater
assistance in this regard is the computation and dis-
play of independent grasping regions on the object
surface [27.42] such that placing a finger on any point
within each of these regions will achieve a grasp with
a controlled quality [27.43].

Figure 27.9 shows an example where the operator
is wearing a commercial sensorized glove and an ex-
oskeleton in order to interact with the anthropomorphic
mechanical hand MA-I [27.44].

27.4 Application Fields

The following subsections present several application
fields where teleoperation plays a significant role, de-
scribing their main particular aspects and some relevant
works.

27.4.1 Industry and Construction

Teleoperation in industry-related applications covers
a wide range of fields. One of them is mostly oriented
towards inspection, repair, and maintenance operations
in places with difficult or dangerous access, particu-
larly in power plants [27.45], as well as to manage toxic
wastes [27.46]. In the nuclear industry the main reason
to avoid the exposure of human workers is the exis-
tence of a continuous radioactive environment, which
results in international regulations to limit the number
of hours that humans can work in these conditions. This
application was actually the motivation for early real
telemanipulation developments, as stated in Sect. 27.1.
Some typical teleoperated actions in nuclear plants are
the maintenance of nuclear reactors, decommissioning
and dismantling of nuclear facilities, and emergency
interventions. The challenges in these tasks include op-
eration in confined areas with high radiation levels, risk
of contamination, unforeseen accidents, and manipu-
lation of materials that can be liquid, solid or have
a muddy consistency.

Another kind of application is the maintenance of
electrical power lines, which require operations such
as replacement of ceramic insulators or opening and
reclosing bridges, which are very risky for human op-
erators due to the height of the lines and the possibility

of electric shocks, specially under poor weather con-
ditions [27.47]. That is why electric power companies
are interested in the use of robotic teleoperated sys-
tems for live-line power maintenance. Examples of
these robots are the TOMCAT [27.48] and the ROBTET
(Fig. 27.10) [27.49].

Another interesting application field is construc-
tion, where teleoperation can improve productivity,
reliability, and safety. Typical tasks in this field are
earth-moving, compaction, road construction and main-
tenance, and trenchless technologies [27.50]. In general,
applications in this field are based on direct visual
feedback. One example is radio operation of construc-

Fig. 27.10 Robot ROBTET for maintenance of electrical
power lines (courtesy of DISAM, Technical University of
Madrid – UPM)
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tion machinery, such as bulldozers, hydraulic shovels,
and crawler dump trucks, to build contention barriers
against volcanic eruptions [27.51]. Another example is
the use of an experimental robotized crane with a six-
DOF parallel kinematic structure, to study techniques
and technologies to reduce the time required to erect
steel structures [27.52].

Since the tasks to be done are quite different in the
different applications, the particular hardware and de-
vices used in each case can vary a lot, ranging from
a fixed remote station in the dangerous area of a nuclear
plant, to a mobile remote station assembled on a truck
that has to move along a electrical power line or a heavy
vehicle in construction. See also Chap. 61 on Construc-
tion Automation and Chap. 62 on Smart Buildings.

27.4.2 Mining

Another interesting field of application for teleoperation
is mining. The reason is quite clear: operation of a drill
underground is very dangerous, and sometimes mines
themselves are almost inaccessible. One of the first
applications started in 1985, when the thin-seam con-
tinuous mining Jeffrey model 102HP was extensively
modified by the US Bureau of Mines to be adapted
for teleoperation. Communication was achieved us-
ing 0.6 inch wires, and the desired entry orientation
was controlled using a laser beam [27.53]. Later, in
1991, a semiautomated haulage truck was used un-
derground, and since then has hauled 1.5 million tons
of ore without failure. The truck has an on-board
personal computer (PC) and video cameras and the
operator can stay on the surface and teleoperate the ve-
hicle using an interface that simulates the dashboard
of the truck [27.54]. The most common devices used
for teleoperation in mining are load–haul–dump (LHD)
machines, and thin-seam continuous mining (TSCM)
machines, which can work in a semiautonomous and
teleoperated way.

Position measurement, needed for control, is not
easy to obtain when the vehicle is beneath the sur-
face, and interference can be a problem, depending
on the mine material. Moreover, for the same rea-
son, video feedback has very poor quality. In order
to overcome these problems, the use of gyroscopes,
magnetic electronic compasses, and radar to locate the
position of vehicles while underground has been con-
sidered [27.55]. The problems with visual feedback
could be solved by integrating, for instance, data from
live video, computer-aided design (CAD) mine mod-
els, and process control parameters, and presenting the

operator a view of the environment with augmented re-
ality [27.56]. In this field, in addition to information
directly related to the teleoperation, the operator has
to know other measurements for safety reasons, for in-
stance, the volatile gas (like methane) concentration, to
avoid explosions produced due to sparks generated by
the drilling action.

Teleoperated mining is not only considered on
Earth. If it is too expensive and dangerous to have
a man underground operating a mining system, it is
much more so for the performance of mining tasks on
the Moon. As stated in Sect. 27.4.4, for space applica-
tions, in addition to the particularities of mining, the
long transmission delay between the local and remote
stations is a significant problem. So, the degree of au-
tonomy has to be increased to perform the simplest tasks
locally while allowing a human teleoperator to perform
the complex tasks at a higher level [27.57]. When the
machines in the remote station are performing auto-
mated actions, the operator can teleoperate some other
machinery, thus productivity can be improved by us-
ing a multiuser schema at the local station to operate
multiple mining systems at the remote station [27.58].
See also Chap. 57 on Automation in Mining and Mineral
Processing.

27.4.3 Underwater

Underwater teleoperation is motivated by the fact that
the oceans are attractive due to the abundance of living
and nonliving resources, combined with the difficulty
for human beings to operate in this environment. The
most common applications are related to rescue mis-
sions and underwater engineering works, among other
scientific and military applications. Typical tasks are:
pipeline welding, seafloor mapping, inspection and
reparation of underwater structures, collection of under-
water objects, ship hull inspection, laying of submarine
cables, sample collection from the ocean bed, and study
of marine creatures.

A pioneering application was the cable-controlled
undersea recovery vehicle (CURV) used by the
US Army in 1966 to recover, in the Mediterranean
sea south of Spain, the bombs lost due to a bomber
accident [27.59]. More recent relevant applications
are related to the inspection and object collection
from famous sunken vessels, such as the Titanic with
the ARGO robot [27.60], and to ecological disas-
ters, such as the sealing of crevices in the hull of
the oil tanker Prestige, which sank in the Atlantic in
2002 [27.61].
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Fig. 27.11 Underwater robot Garbi III AUV (courtesy of
University of Girona – UdG)

Specific problems in deep underwater environments
are the high pressure, quite frequently poor visibility,
and corrosion. Technological issues that must be con-
sidered include robust underwater communication, the
power source, and sensors for navigation. A particular
problem in several underwater applications is the posi-
tion and force control of the remote actuator when it is
floating without a fixed holding point.

Most common unmanned underwater robots are re-
motely operated vehicles (ROVs) (Fig. 27.11), which
are typically commanded from a ship by an operator
using joysticks. Communication between the local and
remote stations is frequently achieved using an umbil-
ical cable with coaxial cables or optic fiber, and also
the power is supplied by cables. Most of these under-
water vehicles carry a robotic arm manipulator (usually
with hydraulic actuators), which may have negligible
effects on a large vehicle, but that introduce significant

Fig. 27.12 Canadarm 2 (courtesy of NASA)

perturbation on the system dynamics of a small one.
Moreover, there are several sources of uncertainties,
mainly due to buoyancy, inertial effects, hydrodynamic
effects (of waves and currents), and drag forces [27.62],
which has motivated the development of several specific
control schemes to deal with these effects [27.63, 64].
The operational cost of these vehicles is very high, and
their performance largely depends on the skills of the
operator, because it is difficult to operate them accu-
rately as they are always subject to undesired motion.
In the oil industry, for instance, it is common to use
two arms: one to provide stability by gripping a nearby
structure and another to perform the assigned task.

A new use of underwater robots is as a practice tool
to prepare and test exploration robots for remote planets
and moons [27.65].

27.4.4 Space

The main motivation for the development of space tele-
operation is that, nowadays, sending a human into the
space is difficult, risky, and quite expensive, while the
interest in having some devices in space is continuously
growing, from the practical (communications satellites)
as well as the scientific point of view.

The first explorations of space were carried out by
robotic spacecrafts, such as the Surveyor probes that
landed on the lunar surface between 1966 and 1968.
The probes transmitted to Earth images and analysis
data of soil samples gathered with an extensible claw.
Since then, several other ROVs have been used in space
exploration, such as in the Voyager missions [27.66].

Various manipulation systems have been used in
space missions. The remote manipulator system, named
Canadarm after the country that built it, was installed
aboard the space shuttle Columbia in 1981, and since
then has been employed in a variety of tasks, mainly
focused on the capture and redeployment of defective
satellites, besides providing support for other crew ac-
tivities. In 2001, the Canadarm 2 (Fig. 27.12) was added
to the International Space Station (ISS), with more load
capacity and maneuverability, to help in more sensi-
tive tasks such as inspection and fault detection of the
ISS structure itself. In 2009, the European Robotic Arm
(ERA) is expected to be installed at the ISS, primar-
ily to be used outside the ISS in service tasks requiring
precise handling of components [27.67].

Control algorithms are among the main issues in
this type of applications, basically due to the signif-
icant delay between the transmission of information
from the local station on the Earth and the reception of
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the response from remote station in space (Sect. 27.3.1).
A number of experimental ground-based platforms for
telemanipulation such as the Ranger [27.68], the Robo-
naut [27.69], and the space experiment ROTEX [27.70]
have demonstrated sufficient dexterity in a variety
of operations such as plug/unplug tasks and tools
manipulation. Another interesting experiment under de-
velopment is the Autonomous Extravehicular Activity
Robotic Camera Sprint (AERCam) [27.71], a teleoper-
ated free-flying sphere to be used for remote inspection
tasks. An experiment in bilateral teleoperation was de-
veloped by the National Space Development Agency
of Japan (NASDA) [27.72] with the Engineering Test
Satellite (ETS-VII), overcoming the significant time
delay (up to 7 s was reported) in the communication
channel between the robot and the ground-based control
station.

Currently, most effort in planetary surface ex-
ploration is focused on Mars, and several remotely
operated rovers have been sent to this planet [27.73].
In these experiments the long time delays in the control
signals between Earth-based commands and Mars-
based rovers is especially relevant. The aim is to avoid
the effect of these delays by providing more autonomy
to the rovers. So, only high-level control signals are pro-
vided by the controllers on Earth, while the rover solves
low-level planning of the commanded tasks. Another
possible scenario to minimize the effect of delays is
teleoperation of the rovers with humans closer to them
(perhaps in orbit around Mars) to guarantee a short time
delay that will allow the operator to have real-time con-
trol of the rover, allowing more efficient exploration
of the surface of the planet [27.74]. See also Chap. 69
on Space and Exploration Automation and Chap. 93 on
Collaborative Analytics for Astrophysics Explorations.

27.4.5 Surgery

There are two reasons for using teleoperation in the
surgical field. The first is the improvement or exten-
sion of the surgeon’s abilities when his/her actions are
mapped to the remote station, increasing, for instance,
the range of position and motion of the surgical tool
(motion scaling), or applying very precise small forces
without oscillations; this has greatly contributed to the
development of major advances in the field of micro-
surgery, as well as in the development of minimally
invasive surgery (MIS) techniques. Using teleoperated
systems, surgeries are quicker and patients suffer less
than with the normal approach, also allowing faster re-
covery. The second reason is to exploit the expertise of

very good surgeons around the world without requiring
them to travel, which could waste time and fatigue these
surgeons.

A basic initial step preceding teleoperation in sur-
gical applications was telediagnostics, i. e., the motion
of a device, acting as the remote station, to obtain in-
formation without working on the patient. A simple
endoscope could be considered as a basic initial appli-
cation in this regard, since the position of a camera is
teleoperated to obtain an appropriate view inside the
human body. A relevant application for telediagnostic
is an endoscopic system with 3-D stereo viewing, force
reflection, and aural feedback [27.75].

It is worth to highlight the first real remote
telesurgery [27.76]. The scenario was as follows: the lo-
cal station, i. e., the surgeon, was located in New York
City, USA, and the remote station, i. e., the patient,
was in Strasbourg, France. The performed surgery was
a laparoscopic cholecystectomy done to a 68-year-old
female, and it was called operation Lindbergh, based on
the last name of the patient. This surgery was possible
thanks to the availability of a very secure high-speed
communication line, allowing a mean total time delay
between the local and remote stations of 155 ms. The
time needed to set up the robotic system, in this case
the Zeus system [27.77], was 16 min, and the opera-
tion was done in 54 min without complications. The
patient was discharged 48 h later without any particular
postoperative problems.

A key problem in this application field is that some-
one’s life is at risk, and this affects the way in which in-
formation is processed, how the system is designed, the
amount of redundancy used, and any other factors that
may increase safety. Also, the surgical tool design must
integrate sensing and actuation on the millimeter scale.

Normally, the instruments used in MIS do not have
more than four degrees of freedom, losing therefore
the ability to orient the instrument tip arbitrarily, al-
though specialized equipment such as the Da Vinci
system [27.78] already incorporates a three-DOF wrist
close to the instrument tip that makes the whole sys-
tem benefit from seven degrees of freedom. In order to
perform an operation, at least three surgical instruments
are required (the usual number is four): one is an en-
doscope that provides the video feedback and the other
two are grippers or scissors with electric scalpel func-
tions, which should provide some tactile and/or force
feedback (Fig. 27.13).

The trend now is to extend the application field
of the current surgical devices so that they can be
used in different types of surgical procedures, partic-
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ularly including tactile feedback and virtual fixtures
to minimize the effect of any imprecise motion of
the surgeon [27.79]. So far, there are more than 25
surgical procedures in at least six medical fields that
have been successfully performed with telerobotic tech-
niques [27.80]. See Chap. 78 on Medical Automation
and Robotics.

27.4.6 Assistance

The main motivation in this field is to give indepen-
dence to disabled and elderly people in their daily
domestic activities, increasing in this way quality of
life. One of the first relevant applications in this
line was seen in 1987, with the development of the
Handy 1 [27.81], to enable an 11-year-old boy with
cerebral palsy to gain independence at mealtimes. The
main components of Handy 1 were a robotic arm, a mi-
crocomputer (used as a controller for the system), and
an expanded keyboard for human–machine interface
(HMI).

The most difficult part in developing assistance
applications is the HMI, as it must be intuitive and ap-
propriate for people that do not have full capabilities.
In this regard different approaches are considered, such
as tactile, voice recognition, joystick/haptic interfaces,
buttons, and gesture recognition, among others [27.82].
Another very important issue, which is a significant dif-
ference with respect to most teleoperation scenarios, is
that the local and the remote stations share the same
space, i. e., the teleoperator is not isolated from the
working area; on the contrary, actually he is part of it.
This leads to consider the safety of the teleoperator as
one of the main topics.

Fig. 27.13 Robotics surgery at Dresden Hospital (with per-
mission from Intuitive Surgical, Inc. 2007)

The remote station is quite frequently composed
of a mobile platform and an arm installed on it, and
the whole system should be adaptable to unstructured
and/or unknown environments (different houses), as it
is desirable to perform actions such as going up and
down stairs, opening various kinds of doors, grasp-
ing and manipulating different kind of objects, and so
on. Improvements of the HMI to include different and
more friendly ways of use is one of the main current
challenges: the interfaces must be even more intuitive
and must achieve a higher level of abstraction in terms
of user commands. A typical example is understand-
ing of an order when a voice recognition system is
used [27.83].

Various physical systems are considered for tele-
operation in this field, for instance, fixed devices (the
disabled person has to get into the device work-
space), or devices based on wheelchairs or mobile
robots [27.84]; the latest are the most flexible and
versatile, and therefore the most used in recently de-
veloped assistance robots, such as RobChair [27.85],
ARPH [27.86], Pearl NurseBot [27.87], and ASIBOT
[27.82].

27.4.7 Humanitarian Demining

This particular application is included in a separate sub-
section due to its relevance from the humanitarian point
of view. Land mines are very easy to place but very hard
to be removed. Specific robots have been developed to
help in the removal of land mines, especially to reduce
the high risk that exists when this task is performed by
humans. Humanitarian demining differs from the mil-

Fig. 27.14 SILO6: A six-legged robot for humanitarian
demining tasks (courtesy of IAI, Spanish Council for Sci-
entific Research – CSIC)

Part
C

2
7
.4



464 Part C Automation Design: Theory, Elements, and Methods

itary approach. In the latter it is only required to find
a path through a minefield in the minimum time, while
the aim in humanitarian demining is to cover the whole
area to detect mines, mark them, and remove/destroy all
of them. The time involved may affect the cost of the
procedure, but should not affect its efficiency. One key
aspect in the design of teleoperated devices for demi-
ning is that the remote station has to be robust enough
to resist a mine explosion, or cheap enough to mini-
mize the loss when the manipulation fails and the mine
explodes.

The removal of a mine is quite a complex
task, which is why demining tools include not
only teleoperated robotic arms, but also teleoperated
robotic hands [27.88]. Some proposals are based on
walking machines, such as TITAN-IX [27.89] and
SILO6 [27.90] (Fig. 27.14). A different method in-
cludes the use of machines to mechanically activate the
mine, like the Mini Flail, Bozena 4, Tempest or Dervish,
among others; many of these robotic systems have been
tested and used in the removal of mines in countries
such as Japan, Croatia, and Vietnam [27.91, 92].

27.4.8 Education

Recently, teleoperation has been introduced in educa-
tion, and can be collated into two main types. In one of
these, the professor uses teleoperation to illustrate the

(theoretical) concepts to the students during the a lec-
ture by means of the operation of a remote real plant,
which obviously cannot be brought to the classroom and
that would require a special visit, which would proba-
bly be expensive and time consuming. The second type
of educational application is the availability of remote
experimental plants where the students can carry out
experiments and training, working at common facili-
ties at the school or in their own homes at different
times. In this regard, during the last 5 years, a num-
ber of remote laboratory projects have been developed
to teach fundamental concepts of various engineering
fields, thanks to remote operation and control of sci-
entific facilities via the Internet. The development of
e-Laboratory platforms, designed to enable distance
training of students in real scenarios of robot program-
ming, has proven useful in engineering training for
mechatronic systems [27.93]. Experiments performed
in these laboratories are very varied; they may go from
a single user testing control algorithms in a remote
real plant [27.94] to multiple users simulating and tele-
operating multiple virtual and real robots in a whole
production cell [27.95].

The main feature in this type of applications is the
almost exclusive use of the Internet as the communi-
cation channel between the local and remote stations.
Due to its ubiquitous characteristic these applications
are becoming increasingly frequent.

27.5 Conclusion and Trends

Teleoperation is a highly topical subject with great
potential for expansion in its scientific and technical
development as well as in its applications.

The development of new wireless communication
systems and the diffusion of global communication net-
works, such as the Internet, can tremendously facilitate
the implementation of teleoperation systems. Neverthe-
less, at the same time, these developments give rise
to new problems such as real-time requirements, de-
lays in signal transmission, and loss of information.
Research into new control algorithms that guarantee
stability even with variable delays constitutes an an-
swer to some of these problems. On the other hand,
the creation of new networks, such as the Internet2, that
can guarantee a quality of service can help consider-
ably to solve the real-time necessities of teleoperated
systems.

The information that the human operator receives
about what is happening at the remote station is es-

sential for good execution of teleoperated tasks. In this
regard, new techniques and devices are necessary in
order to facilitate immersion of the human operator
in the task that he/she is carrying out. Virtual-reality,
augmented-reality, haptics, and 3-D vision systems are
key elements for this immersion.

The function of the human operator can also be
greatly facilitated by aids to teleoperation. These aids,
such as relational positioning, virtual guides, collision
avoidance methods, and operation planning, can help
the construction of efficient teleoperation systems.

An outstanding challenge is dexterous telemanip-
ulation, which requires the coordination of multiple
degrees of freedom and the availability of complete sen-
sorial information.

The fields of application of teleoperation are multi-
ple nowadays, and will become even more vast in the
future, as research continues to outline new solutions to
the aforementioned challenges.
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27.35 J. Cornellà, R. Suárez, R. Carloni, C. Melchiorri: Dual
programming based approach for optimal grasp-
ing force distribution, Mechatronics 18(7), 348–356
(2008)

27.36 T.B. Martin, R.O. Ambrose, M.A. Diftler, R. Platt,
M.J. Butzer: Tactile gloves for autonomous grasping
with the NASA/DARPA Robonaut, Proc. IEEE Int. Conf.
Robot. Autom. (New Orleans 2004) pp. 1713–1718

27.37 M. Bergamasco, A. Frisoli, C. A. Avizzano: Exo-
skeletons as man–machine interface systems for
teleoperation and interaction in virtual environ-
ments. In: Advances in Telerobotics STAR Ser., Vol.
31 (Springer, New York 2007) pp. 61–76

27.38 S.B. Kang, K. Ikeuchi: Grasp recognition using the
contact web, Proc. IEEE/RSJ Int. Conf. Intell. Robots
Syst. (Raleigh 1992) pp. 194–201

27.39 R.L. Feller, C.K.L. Lau, C.R. Wagner, D.P. Pemn,
R.D. Howe: The effect of force feedback on remote
palpation, Proc. IEEE Int. Conf. Robot. Autom. (New
Orleans 2004) pp. 782–788

27.40 M. Benali-Khoudja, M. Hafez, J.M. Alexandre,
A. Kheddar: Tactile interfaces: a state-of-the-art
survey, Proc. 35th Int. Symp. Robot. (Paris 2004)
pp. 721–726

27.41 T. Wotjara, K. Nonami: Hand posture detection by
neural network and grasp mapping for a master–
slave hand system, Proc. IEEE/RSJ Int. Conf. Intell.
Robots Syst. (Sendai 2004) pp. 866–871

27.42 M. Roa, R. Suárez: Independent contact regions for
frictional grasps on 3-D objects, Proc. IEEE Int. Conf.
Robot. Autom. (Pasadena 2008)

27.43 K.B. Shimoga: Robot grasp synthesis algorithms: a
survey, Int. J. Robot. Res. 15(3), 230–266 (1996)

27.44 R. Suárez, P. Grosch: Mechanical hand MA-I as ex-
perimental system for grasping and manipulation,
Video Proc. IEEE Int. Conf. Robot. Autom. (Barcelona
2005)

27.45 A. Iborra, J.A. Pastor, B. Alvarez, C. Fernandez,
J.M. Fernandez: Robotics in radioactive environ-
ments, IEEE Robot. Autom. Mag. 10(4), 12–22 (2003)

27.46 W. Book, L. Love: Teleoperation telerobotics tele-
presence. In: Handbook of Industrial Robotics, 2nd
edn. (Wiley, New York 1999) pp. 167–186

27.47 R. Aracil, M. Ferre: Telerobotics for aerial live power
line maintenance. In: Advances in Telerobotics,
STAR Ser., Vol. 31, (Springer, Berlin, Heidelberg 2007)
459–469

27.48 J.H. Dunlap, J.M. Van Name, J.A. Henkener: Robotic
maintenance of overhead transmission lines, IEEE
Trans. Power Deliv. 1(3), 280–284 (1986)

27.49 R. Aracil, M. Ferre, M. Hernando, E. Pinto, J.M. Se-
bastian: Telerobotic system for live-power line
maintenance: ROBTET, Control Eng. Prac. 10(11),
1271–1281 (2002)

27.50 C.T. Haas, Y.S. Ki: Automation in infrastructure con-
struction, Constr. Innov. 2, 191–210 (2002)

27.51 Y. Hiramatsu, T. Aono, M. Nishio: Disaster restora-
tion work for the eruption of Mt Usuzan using an
unmanned construction system, Adv. Robot. 16(6),
505–508 (2002)

27.52 A.M. Lytle, K.S. Saidi, R.V. Bostelman, W.C. Stones,
N.A. Scott: Adapting a teleoperated device for
autonomous control using three-dimensional po-
sitioning sensors: experiences with the NIST
RoboCrane, Autom. Constr. 13, 101–118 (2004)

27.53 A.J. Kwitowski, W.D. Mayercheck, A.L. Brautigam:
Teleoperation for continuous miners and haulage
equipment, IEEE Trans. Ind. Appl. 28(5), 1118–1125
(1992)

27.54 G. Baiden, M. Scoble, S. Flewelling: Robotic sys-
tems development for mining automation, Bull.
Can. Inst. Min. Metall. 86.972, 75–77 (1993)

27.55 J.C. Ralston, D.W. Hainsworth, D.C. Reid, D.L. An-
derson, R.J. McPhee: Recent advances in remote
coal mining machine sensing, guidance, and tele-
operation, Robotica 19(4), 513–526 (2001)

27.56 A.J. Park, R.N. Kazman: Augmented reality for min-
ing teleoperation, Proc. of SPIE Int. Symp. Intell.
Syst. Adv. Manuf. – Telemanip. Telepresence Tech-
nol. (1995) pp. 119–129

27.57 T.J. Nelson, M.R. Olson: Long delay telecontrol of
lunar mining equipment, Proc. 6th Int. Conf. Expo.
Eng., Constr., Oper. Space, ed. by R.G. Galloway,
S. Lokaj (Am. Soc. Civ. Eng., Reston 1998) pp. 477–
484

27.58 N. Wilkinson: Cooperative control in teleoperated
mining environments, 55th Int. Astronaut. Congr.
Int. Astronaut. Fed., Int. Acad. Astronaut. Int. Inst.
Space Law (Vancouver 2004)

27.59 P. Ridao, M. Carreras, E. Hernandez, N. Palom-
eras: Underwater telerobotics for collaborative
research. In: Advances in Telerobotics, STAR Ser.,
Vol. 31 (Springer, Berlin, Heidelberg 2007) pp. 347–
359

27.60 S. Harris, R. Ballard: ARGO: Capabilities for deep
ocean exploration, Oceans 18, 6–8 (1986)

27.61 M. Fontolan: Prestige oil recovery from the sunken
part of the Wreck, PAJ Oil Spill Symp. (Petroleum
Association of Japan, Tokyo 2005)

27.62 G. Antonelli (Ed.): Underwater Robots: Motion
and Force Control of Vehicle–Manipulator Systems
(Springer, Berlin 2003)

27.63 C. Canudas-de-Wit, E.O. Diaz, M. Perrier: Ro-
bust nonlinear control of an underwater vehi-
cle/manipulator system with composite dynamics,

Part
C

2
7



Teleoperation References 467

Proc. IEEE Int. Conf. Robot. Autom. (Leuven 1998)
pp. 452–457

27.64 M. Lee, H-S. Choi: A robust neural controller for
underwater robot manipulators, IEEE Trans. Neural
Netw. 11(6), 1465–1470 (2000)

27.65 J. Kumagai: Swimming to Europe, IEEE Spectrum
44(9), 33–40 (2007)

27.66 L. Pedersen, D. Kortenkamp, D. Wettergreen,
I. Nourbakhsh: A survey of space robotics, Proc.
7th Int. Symp. Artif. Intell., Robot. Autom. Space
(Nara 2003)

27.67 F. Doctor, A Glas, Z. Pronk: Mission prepara-
tion support of the European Robotic Arm (ERA),
National Aerospace Laboratory report NLR-TP-
2002-650 (Netherlands 2003)

27.68 S. Roderick, B. Roberts, E. Atkins, D. Akin: The
ranger robotic satellite servicer and its autonomous
software-based safety system, IEEE Intell. Syst.
19(5), 12–19 (2004)

27.69 W. Bluethmann, R. Ambrose, M. Diftler, S. Askew,
E. Huber, M. Goza, F. Rehnmark, C. Lovchik, D. Ma-
gruder: Robonaut: A robot designed to work with
humans in spaces, Auton. Robots 14, 179–197 (2003)

27.70 G. Hirzinger, B. Brunner, K. Landzettel, N. Sporer,
J. Butterfass, M. Schedl: Space Robotics – DLR’s
telerobotic concepts, lightweight arms and articu-
lated hands, Auton. Robots 14, 127–145 (2003)

27.71 S.E. Fredrickson, S. Duran, J.D. Mitchell: Mini AER-
Cam inspection robot for human space missions,
AIAA Space 2004 Conf. Exhib. (San Diego 2004)

27.72 T. Imaida, Y. Yokokohji, T. Doi, M. Oda,
T. Yoshikawa: Ground–space bilateral teleoper-
ation of ETS-VII robot arm by direct bilateral
coupling under 7-s time delay condition, IEEE
Trans. Robot. Autom. 20(3), 499–511 (2004)

27.73 R.A. Lindemann, D.B. Bickler, B.D. Harrington,
G.M. Ortiz, C.J. Voorhees: Mars exploration rover
mobility development, IEEE Robot. Autom. Mag.
13(2), 19–26 (2006)

27.74 G.A. Landis: Robots and humans: synergy in plan-
etary exploration, Acta Astronaut. 55(12), 985–990
(2004)

27.75 J.W. Hill, P.S. Green, J.F. Jensen, Y. Gorfu,
A.S. Shah: Telepresence surgery demonstration
system, Proc. IEEE Int. Conf. Robot. Autom. (IEEE
Computer Society, San Diego 1994) pp. 2302–2307

27.76 J. Marescaux, J. Leroy, M. Gagner, F. Rubino,
D. Mutter, M. Vix, S.E. Butner, M. Smith: Transat-
lantic robot-assisted telesurgery, Nature 413,
379–380 (2001)

27.77 S.E. Butner, M. Ghodoussi: A real-time system for
tele-surgery, Proc. 21st Int. Conf. Distrib. Com-
put. Syst. (IEEE Computer Society, Washington 2001)
pp. 236–243

27.78 G.S. Guthart, J.K. Jr. Salisbury: The Intuitive
telesurgery system: overview and application,
Proc. IEEE Int. Conf. Robot. Autom. (San Francisco
2000) pp. 618–621

27.79 M. Li, A. Kapoor, R.H. Taylor: Telerobotic control
by virtual fixtures for surgical applications. In:
Advances in Telerobotics, STAR, Vol. 31 (Springer,
Berlin, Heidelberg 2007) pp. 381–401

27.80 A. Smith, J. Smith, D.G. Jayne: Telerobotics: surgery
for the 21st century, Surgery 24(2), 74–78 (2006)

27.81 M. Topping: An Overview of the development of
Handy 1, a rehabilitation robot to assist the severely
disabled, J. Intell. Robot. Syst. 34(3), 253–263
(2002)

27.82 C. Balaguer, A. Giménez, A. Jardón, R. Correal,
S. Martínez, A.M. Sabatini, V. Genovese: Proprio,
teleoperation of a robotic system for disabled per-
sons’ assistance in domestic environments. In:
Advances in Telerobotics, STAR, Vol. 31 (Springer,
Berlin, Heidelberg 2007) pp. 415–427

27.83 O. Reinoso, C. Fernández, R. Ñeco: User voice as-
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Agent-based software and hardware technologies
have emerged as a major approach to organize
and integrate distributed elements of complex au-
tomation. As an example, this chapter focuses on
a particular situation. Composite curing, a rapidly
developing industry process, generates high costs
when not properly controlled. Curing autoclaves
require tight control over temperature that must
be uniform throughout the curing vessel. This
chapter discusses how agent-based software is
being implemented into the curing process by
pushing control logic down to the lowest level
of the control hierarchy into the process con-
troller, i. e., the programmable logic controller
(PLC). The chapter also discusses how the ben-
efits of process survivability, diagnostics, and
dynamic reconfiguration are achieved through the
use of autoclave and thermocouple intelligent
agents.
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A general introduction and overview of agent-based
automation can be found in the additional reading
listed. Autoclave curing is vital to the production
and support of many industries. In fact, there are
so many industries that are dependent upon auto-
clave curing that improvements to curing production
controls would lend a competitive advantage to the
corporation that could deliver these improvements.
While the focus of this particular work is directed
predominately towards the production of compos-
ite materials, there are many other processes that
could benefit from this work, with almost no dif-
ferences in terms of the autoclave curing controls.
This is especially true for the following products
that require autoclave curing: composite materials,
polymers, rubber, concrete products (e.g., sand-lime
brick, asbestos, hydrous calcium silicate, cement (steam
curing)), tobacco, textiles, electrical and electronics

products (e.g., printed circuit boards (PCBs), ceramic
substrates) chemical, medical/pharmaceutical products,
wood and building products, metallurgical products, tire
rethreading, glass laminating, and aircraft/aerospace
products.

Much work has recently been reported for new cur-
ing methods and autoclave curing devices. This is one
indication that there is a trend towards researching and
developing new and better ways of curing materials.
This research and development (R&D) has increased
to meet market demands and technical papers regard-
ing materials curing is proliferating. Market research
studies also support the notion that there is increased
demand for composite materials and that this trend
will continue in the future. With increased demand
comes a need for increased efficiencies in the curing
production process. Composite material manufacturers,
aerospace manufacturers, and manufacturers of other
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materials that require curing are increasing their capital
expenditure budgets for the development and/or acqui-
sition of improved autoclave manufacturing capabilities
to meet this demand head-on.

Composite curing is accomplished through the
proper application of heating and cooling to composite
material inside autoclaves or automated ovens. De-
pending upon the type of composite material or the
application of the composite material, a different set of
curing parameters is used to control the curing process.
Composite materials are cured under very stringent
specifications, especially for materials that are used for
aerospace applications. If composites are cured at a tem-
perature that is too high, the material could become
brittle and will be susceptible to breaking. If cured at
a temperature that is too low, the material may not bond
correctly and will eventually come apart.

The specifications that govern the curing process
for composite materials are called recipes or profiles.
Recipes/profiles differ slightly for an autoclave that has
convection heaters versus an autoclave that has gas
heaters. Likewise, an autoclave that has cryogenic cool-
ers versus an autoclave that is air-cooled or fan-cooled
would have slightly different control parameters within
its control recipe. In the case of autoclave operations
there are, generally, three profiles used to control the
composite curing process: temperature, pressure, and
vacuum. Of these three, temperature is the most im-
portant and the most difficult to control. As seen in
Fig. 28.1, six separate periods control the temperature
within the curing autoclave. Temperature increases and
decreases are ramped up or down according to a partic-
ular rate of change (i. e., a slope) that is also regulated
within the specification.
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Fig. 28.1 Typical autoclave temperature profile

State-of-the-art systems use centralized material
management control loops to guide the curing activ-
ity through a prescribed set of thermal, pressure, and
vacuum profiles. Controlling autoclave operations so
that they conform to thermal profiles is the main con-
cern of the system and, hence, dictates the requirements
for system control. For a composite material to bond
properly, temperature throughout an autoclave must be
maintained at a very specific level. Arrays of ther-
mocouples provide temperature readings back to the
control program through output data cards and are used
to control the operation of heaters and, sometimes, cool-
ers. One of the challenges of controlling temperature
within the autoclave chamber is to keep it within a range
of temperature values even when the temperature must
be modified several times during the production pro-
cess (as shown in Fig. 28.1). The nonlinear behaviors
of a temperature profile are monitored by a lead ther-
mocouple that is designated based upon its position in
the autoclave, the type of material (or materials) be-
ing cured, chamber idiosyncrasies, and other production
variables.

Whichever thermocouple is selected as the lead sen-
sor, the feedback temperature data from that sensor will
not be allowed to exceed the temperature profile tem-
perature during heating operations. During the period
of time when the thermal profile specifies a decrease
in temperature (i. e., cooling operations), the lead ther-
mocouple is usually used to determine the minimum
temperature that will be allowed to occur. Naturally,
for this type of control to be effective, network con-
nectivity is critical to maintain high-level material state
control. If a lead thermocouple disconnects from the
composite material while the composite is being cured,
the disconnection must be detected as soon as possi-
ble, and another thermocouple must be selected by the
software to act as the lead. The former lead thermocou-
ple is ignored from that point forward while the curing
process continues. For cooling operations, the thermo-
couple that is used to control the cooling is actually
called the lag thermocouple and temperatures are not
allowed to go below that of the lag sensor.

On the surface of this control application, it does not
seem that the requirements would be difficult to accom-
plish through ordinary ladder logic routines. However,
there is a commercial issue that takes precedence over
the control issue. Millions of dollars of composite ma-
terials could be lost during one imperfect curing process
run. The survivability of the curing session must be en-
sured with greater probability despite perturbations in
the production process.
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Classical control methods suffice to monitor and
control the thermal process within the autoclaves.
Although the curing activity is performed in a con-
trolled environment, there are dynamic perturbations
that affect the thermocouples, which could generate
unsatisfactory results, provoking complete rejection of
an expensive piece of composite material. Perturba-
tions of interest relate to potential malfunctioning in
the thermocouple themselves. A malfunctioning ther-
mocouple may appear healthy on visual inspection
but its internal operations may be faulty. This is the
case when thermocouples generate bogus readings.
This type of problem is very difficult to detect offline
and is not detected until the curing process has un-
dergone several steps. Classical control programs that
reside in the controller have limitations in terms of
enabling enough reasoning to detect such problems
early.

Another type of problem occurs when thermo-
couples detach from the material during curing. The
autoclave is a sealed controlled environment that cannot
be easily interrupted to reattach the sensors. The con-
troller must be capable of reacting to the failing reader
by performing corrective actions on the fly without dis-
rupting operation.

A viable solution to the problem above is to aug-
ment the reasoning capability of the control system
with more sophisticated reasoning algorithms. These
augmented algorithms follow the process to generate
a model from it. Condition monitoring rules can then
be added to detect malfunctioning sensors. Typically, in
industrial implementations, such advanced capabilities
are placed in the personal computer (PC) level. A PC
workstation is added to supervise the control system.
This approach converts the solution into a centralized
system. A centralized system suffers from other prob-
lems such as single point of failure and connectivity

issues, which exacerbate the problem of maintaining
a robust system for the whole duration of the process.
Current trends in industry and industrial techniques
show a strong tendency to move away from centralized
supervisory models.

The endeavor in this work is to show a new tech-
nique to cope with the issues above. A programmable
logic controller (PLC) can be designed with agent
capabilities to enable for advanced reasoning at the
controller level. Agents are software components that
encapsulate physical equipment knowledge (rules) and
properties in the form of capabilities, behaviors, and
procedures [28.1–3]. The capabilities express the type
of functions that an agent contributes to the well-being
of the system. Each capability is a construct of behav-
iors. Moreover, each behavior is made of sequentially
organized procedures. In the example, the agents are
seamless integrated with the control algorithm inside
the PLC.

The fundamental technical milestone is to eliminate
the connectivity problem, and to augment the reconfig-
uration of the control system by moving the condition
monitoring capabilities closer to the physical process,
into the PLC. The PLC is the core of the control op-
eration and therefore these devices have been widely
adopted in industrial automation with the necessary re-
dundancy to prevent losses.

The intention is to show fundamental aspects of
the agent-based control technology to solve a particular
composite curing application. The technology discussed
is intended for general use; it is possible to use the same
infrastructure to solve different applications.

The discussion will begin with a little bit of back-
ground about curing technology. Then, industrial agent
technology will be discussed. The chapter concludes
with an example and discussion of results on how to
model the curing application with intelligent agents.

28.1 Composite Curing Background

There are several markets in which large growth in
demand for autoclave cured products and materials
is forecast. The carbon fiber composites market has
been experiencing a growth of 12% during the last
23 years and is expected to grow to US$ 12.2 billion
by 2011 [28.4, 5]. Carbon fiber reinforced thermo-
plastics will be improved by 37% between 2006 and
2010 [28.6]. The opportunities for continuous fiber rein-
forced thermoplastic composites are likewise increasing

at a strong rate of growth. During 2002 alone, the
growth rate was 93% [28.7, 8]. The aircraft maker Air-
bus has projected increases of thermoplastic composite
use of 20% per year.

The natural rubber market is also seeing higher
demands for its products. Rubber products have the
second largest need for autoclave curing production
improvements. Higher demands for natural rubber prod-
ucts are largely due to the spectacular economic growth
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in the People’s Republic of China (PRC) and greater
demand for consumer as well as industrial products.
Production levels just within Thailand have risen from
1.805 million tons in 1995 to 2.990 million tons in 2005.
Actual production exceeded 1995 demand projections
by 6.25% in 2000 and 40.05% in 2005. By 2010, it is
expected that 3.148 million tons of natural rubber will
have to be produced. This will be more than 63% than
was originally thought to be needed in 1995.

There have been many technical and scientific
papers published recently that address many differ-
ent methods of curing within an autoclave. In 2004,
Salagnac et al. sought to improve the curing pro-
cess through heat exchanges that were mainly free
convection and radiation within a narrow-diameter
autoclave [28.9, 10]. Transient thermal modeling of
in situ curing during the tape winding of compos-
ite cylinders was attempted and successfully executed
by Kim et al. at the University of Texas at Austin
in 2002 [28.11]. Chang et al. studied the optimal de-
sign of the cure cycle for the consolidation of thick
composite laminates in 1996 at the National Cheng-
Kung University in Taiwan [28.12]. Smart autoclave
processing of thermoset resin matrix composites that
were based upon temperature and internal strain mon-
itoring was studied by Jinno et al. in 2003 [28.13].
Their work looked at the control of temperature
ramp rate so that the peak temperature predicted by
Springer’s thermochemical model is kept below an al-
lowable value. Cure completion was determined by
a cure rate equation, and internal strain monitoring
with embedded optical-fiber sensors [28.13]. In 2003,
a report was performed by Mawardi and Pitchumani
at the University of Connecticut [28.14]. Their work
was depicted as the development of optimal temper-
ature and current cycles for the curing of composites
using embedded resistive heating elements. Heating
and cooling was controlled internal to the mater-
ials rather than through external heating and cooling
equipment.

To get to a better understanding of the cur-
ing process Thomas et al. performed experimental
characterizations of autoclave-cured glass–epoxy com-
posite laminates at Washington University in St. Louis,
MO [28.15]. From the results of over 100 experimental
autoclave curing runs in 1996, the study team sought
to verify shrinking horizon model predictive control
(SHMPC) to predict and control the thickness and void
content of their composite materials. At the Korea Ad-
vanced Institute of Science and Technology, Kim and

Lee reported the results from their experiments with
composites to reduce fabrication thermal residue stress
of hybrid co-cured structures through the use of dielec-
trometry [28.16]. Ghasemi-Nejhad reported in 2005 his
method of manufacturing and testing of active com-
posite panels with embedded piezoelectric sensors and
actuators [28.17]. The embedded sensors and actuators
were used to minimize the problems associated with
layering composites such as voids and weak bonds.
Pantelelis et al. of the National Technical University of
Athens presented a computer simulation tool in 2004
that was coupled with a numerical optimization method
developed for use in the optimal design of cure cy-
cles in the production of thermoset-matrix composite
parts [28.18]. The presenters, Georg et al. from Boe-
ing, Madsen and Teng from Northrup Grumman, and
Courdji from Convergent Manufacturing, discussed the
exploration of composites processing and producibility
by analysis [28.19]. The discussion centered predomi-
nately on accelerated insertion of materials-composites
(AIM-C) processing and producibility modules and the
results that could be achieve by linking it with the robust
design computation system (RDCS). AIM-C was being
conducted jointly by the Naval Air Systems Command
(NASC) and the Defense Advance Research Projects
Agency (DARPA). In particular, AIM-C sought to sig-
nificantly reduce the time and cost of inserting new
materials.

For more than 10 years, the University of Delaware
has been formulating advanced curing controls in its
Department of Chemical Engineering and Center for
Composite Materials. A team consisting of Pillai, Beris,
and Dhurjati developed an expert system tool in 1997 to
operate an autoclave for the intelligent curing of com-
posite materials [28.20]. At the same facility in 2002,
Michaud et al. developed a robust, simulation-based
optimization and control method methodology to iden-
tify and implement the optimal curing conditions for
thick-sectioned resin transfer molding (RTM) compos-
ite manufacturing [28.21].

To get better validation results for the curing pro-
cess, Arms et al. developed a technique for remote
powering and bidirectional communication with a net-
work of micro-miniature, multichannel addressable
sensing modules [28.22]. Use of the embedded sensors
sought to eliminate the damage that is commonly in-
curred when removing thermocouples from composite
materials in the post-curing phase of production. Urya-
sev and Trindade also studied methods to achieve better
validation results and settled on a method combining an
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analytical model and experimental test data for optimal
determination of failure tolerance limits [28.23].

Alternative curing schemes are also being devel-
oped. Electron beam (EB) curing is a technique that
researchers at Acsion in Manitoba, Canada say could
have a massive impact in the aerospace and defense
industries, especially for the composite materials used
in aircraft wings [28.24]. In electron beam curing, the
incoming high-speed electrons knock off other elec-
trons in the polymer resin, causing the material to cure.
X-rays generated from the high-energy beams can pene-
trate even deeper into the composite, yielding a uniform
cure in material several centimeters thick. The process
takes only minutes compared with hours for conven-
tional autoclave curing. Eight independent studies have
shown potential manufacturing cost savings of 26–65%
for prototyping alone. This could rise to as much as
90–95% [28.24]. The National Aeronautics and Space
Administration (NASA) encouraged the advancement
of the EB curing process through a small business
innovation research (SBIR) grant awarded to Science
Research Laboratory (SRL), Inc. As a result of the work
conducted, a new curing method was produced that used
automated tape placement with the electron beam. The
new method is known as in situ electron beam curing
and the SRL-devised system is being utilized at the
NASA Marshall Space Flight Center [28.25].

Commercial interests have been developing other
methods and products to supplement the curing con-
trols that have already been put into use in the factory.
The Blair Rubber Company of Seville, OH has devel-
oped very precise process specifications for vulcanizing
rubber products in curing autoclaves. Multichannel
communications modules are in common use with
thermocouples. In particular, Data Translation, Inc.
has universal serial bus (USB) thermocouple measure-
ment modules that can monitor several thermocouple
devices simultaneously. Flexible thermocouple man-
agement programs have been developed to minimize
the costs associated with thermocouple wear and tear.
Thermocouples are reworked and/or recalibrated and re-
turned to service through this type of program. Other
thermocouple management programs are involved with
manual and automatic device slaving, intelligent ther-
mocouples that protect against ground fault current,
automatic compensation, and automatic swapping of
lead thermocouples [28.26–30].

Even the design and manufacture of thermocou-
ples has become specialized. Customized wiring is
provided within thermocouples by manufacturers de-
pending upon the industrial application and/or the
environment in which the sensors will be placed. Within
autoclave-based composite applications, there are at
least seven types of thermocouples.

28.2 Industrial Agent Architecture

Industrial agents have been designed to execute on pro-
grammable logic controllers (PLCs). The agents are
built on workstations, compiled, and then downloaded
to the PLCs [28.31–33]. The downloading of the agents
is directed by central management software that exe-
cutes an agent assignment script. A decision was made
to expand the PLC firmware to enable for the program-
ming of advanced decision-making engines.

The agents have three main parts:

1. Reasoning
2. Data table interface
3. Execution control.

The first part is the actual brain of the agent.
The brain is composed of behaviors, which execute as
needed, as prescribed in the process operations. Dy-
namically generated events trigger the execution of
behaviors in the agent to follow a particular sequence of

procedures. An industrial agent is essentially reactive,
but its software infrastructure permits the incorporation
of proactive behaviors. The data table interface serves as
the repository of control and agent data. The reasoning
part sets values in the data table to estimable the control
loops. The control part is the control execution level.
This part is in charge of executing control loops in a pe-
riodic or continuous fashion to maintain steady-state
conditions during the execution of the operations.

As shown in Fig. 28.2, a hierarchical library of
interrelated agents represents the composite curing ap-
plication. Each node of the library corresponds to an
agent of a given type such as a thermocouple or auto-
clave. Each agent will expose a set of user-configurable
attributes to give it a personality and operational ranges.

The interagent communication is based on the FIPA
(Foundation for Intelligent Physical Agents) [28.34]
language specification. The content of the agent
message is written in a job description language

Part
C

2
8
.2



474 Part C Automation Design: Theory, Elements, and Methods
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Fig. 28.2 Industrial agent components. CIP – common information protocol

(JDL) [28.31–33]. The industrial platform is based on
Rockwell Automation’s PLCs and NetLinx networking.

28.2.1 Agent Design
and Partitioning Perspective

The benefits of using agents can be observed in three
main technological aspects:

1. System design
2. Upgrading
3. Runtime.

For an appropriate system design technique, the ef-
fects of changing components (adding, removing, and
altering) must be measured. The agent technology pro-
vides new techniques to design truly distributed systems
by using libraries of functionality where the designers
specify the components and their corresponding be-
haviors in generic terms. The libraries of functionality
augment the system design capabilities by eliminating
the need to redesign the whole system when changes
are made.

System upgradability is traditionally a difficult task
in industrial systems due to the hard-coupled dependen-
cies among the controlled components (tightly coupled
systems). In a nonagent system, the logical dependen-
cies among the components must be hard-coded into
the software during design time. Therefore, the ef-
fect of changing one component cascades throughout

the system, forcing the modification of other com-
ponents, and so on. In an agent-based system, one
attempts to eliminate this cascading effect by emphasiz-
ing loosely coupled relationships among the controlled
components. Agents generate dynamic interconnections
with counterparts via agent messages. The dynamically
emerging interconnectivity effects the agents’ behaviors
by locally changing their world view.

The runtime perspective of agent-based systems is
helped by the agent’s capability (or service) of in-
frastructure discovery. Using the dynamic discovery
infrastructure, an agent can initiate the discovery of
other agents than can help in responding to a par-
ticular event. As opposed to having a specific set of
predefined plans or agents to talk to under particular cir-
cumstances, the agents opt to discover their associates
that can currently supply a solution. This distributed
nature of agent technology opens the door to creating
a more survivable system by eliminating single points
of failure.

A very significant aspect of the agent-based control
technology is system scalability. An agent solution can
be scaled up and down to fit different system sizes.

A powerful feature of agents is the ability for
interagent communications to detect, isolate, and ac-
commodate component failures. In the case of a mul-
tithermocouple system, agent-to-agent communication
is directed at validating normative temperature read-
ings. Any variations from the group’s tendency are
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quickly detected and assessed by the individual agents
that are affected by such variations. Inconsistency be-
tween observed temperatures provides the basis to
suspect, detect, and further isolate the faulty element.
Fault detection and diagnosis are key enabling fea-
tures of the agent infrastructure that drive the processes
of configuration and planning. Dynamic reconfigu-
ration may include changing the operating state of
a group of system devices in a coordinated manner as
well as dynamically changing the control for system
elements.

28.2.2 Agent Tool

The technological advantage provided by the agents
is the ability to create agent components in industrial
commercial off-the-shelf PLCs without having to cre-
ate specialized hardware and programming tools. The
advantage of using PLC devices as the primary control
and agent-hosting platform is the reliability of its op-
erating system, hardware components, and packaging,
which are readily available for industrial use.

By embedding the agents directly into the controller,
it is possible for the agent to interoperate with the con-
trol programs faster. This embodiment eliminates the
potential loss of controllability due to a lost connec-
tion between a controlling device and the supervising
computer. Control programs ensure the hard, real-time
response required by many control applications and an
agent part ensures high-level coordination and flexibil-
ity. This synergy of agent and control inside the PLC
and in combination with smaller PLCs has made it pos-
sible to transform a physical machine into an intelligent
machine by localizing the intelligence.

The changes made to the PLC firmware include
software extensions to the tasking model of the con-
troller, object instantiation and retention during power
cycles, and a more general communication layer. Great

effort took place initially to make the PLC an agent-
hosting device with the capability to absorb executable
agent code via object downloading. The extensions to
the communication layer covered the generation and
parsing of FIPA-based messages. With this feature, the
control-based agents talk to other agents that comply
with the FIPA specifications, even those that may have
been implemented using a different infrastructure.

To make the agent system scalable and manage-
able in terms of software for agent development, it was
necessary to create a development environment for the
programming of agent libraries [28.35]. There are five
main phases of agent development:

1. Template library design
2. Facility editor
3. Control system editor
4. Assignment wizard
5. Control code generator.

In the template library editor, a collection of compo-
nents to represent the physical system is identified and
built with control and reasoning parts. These compo-
nents are generic, without referring to specific instances
or devices. The library of components is then instan-
tiated and arranged in a specific tree to represent the
hierarchical order and attributes of the components that
will be part of a specific system. This is where pa-
rameters of controlled devices and locations are added.
The control system editor helps in the selection of the
control and communication network equipment. In ad-
dition, it helps in the assignment of the input and output
(I/O) points.

Once the pieces above are defined, the control and
reasoning components defined within the application (in
the facility editor) are assigned to specific controllers
(PLCs). After the assignment, the executable code is
generated and downloaded to the controllers.

28.3 Building Agents for the Curing System

The purpose of modeling the composite process us-
ing industrial agents is to increase the degree of
survivability, diagnostics, and reconfigurability of the
system [28.36]. Survivability of the control system is
very important since it is directly related to safety and
the creation of scrap material.

Curing is a long process and therefore there is
a greater time span during which disruption may oc-

cur. Situations such as power shutdowns and network
discontinuity are of critical importance and these must
be handled in a timely way to sustain high process in-
tegrity. Since the curing process consists of applying
heat and cooling to composite material inside a sealed
autoclave, a reliable system to operate on top of the
temperature sensors is fundamental. The thermocouples
read the temperature of the composite material at differ-
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Fig. 28.3 Composite curing

ent locations. Moreover, since these constitute a group
of logically interconnected sensors, the thermocouples
are treated as a multisensor problem. Figure 28.3 il-
lustrates how a composite material part is populated
with the multisensor array prior to its placement in-
side the autoclave furnace. Thermocouple agents will
be created to represent the thermocouple devices in the
controller. The agents will use their social skills to or-
ganize the array into a smart and highly reconfigurable
logical structure.

Given that the process operates in a controlled vac-
uum, it is not possible to stop the process to adjust
a loose thermocouple, for example. Therefore, the au-
todiagnosability of the process is a critical factor that is
made a part of the decision-making roles of the agents.
As a consequence, both the supervisory and control
roles must be able to detect problems and reconfigure
the physical system to cope with such eventualities in
order to enable continuous, uninterrupted activity.

Factors such as nonlinearities of the process and ma-
terial (exothermal reactions provoking thermal spikes)
must be considered in the modeling of the supervisory
intelligence. The agent technology discussed herein
allows for an incremental implementation of the neces-
sary rules. The agent’s decision power resides in rules,
which are encapsulated in the behaviors. A validation
framework based on simulation helps to create a virtual
model for testing and enhancing the curing control rules
and loops of the agents and control algorithms.

The agent software that is downloaded to the PLC is
associated with a control-level driver (IEC-61131 con-
trol programs). The agent directs the control system
using a lightweight supervisory strategy. Agents do not
perform direct control. The device drivers carry out di-
rect control upon the equipment. Thus, to avoid decision
collisions and misinterpretation of the world, the sphere
of influence of each agent must be defined with respect
to its associated physical device.

The distribution of the agents throughout specific
sections of the application is a necessary partitioning of

responsibility that needs to take place before program-
ming the rules. In the current case, the application is
made of a single machine (autoclave) with a multisensor
array (thermocouples).

There are three partitioning criteria to model the
system:

1. One-to-one
2. One-to-many
3. Many-to-one.

One-to-one portioning exists in physical devices
that can be isolated and classified as independent work
units. Typical examples of such a case are a valve,
switch, or breaker. In this case, one agent per physi-
cal device is enough. A one-to-many case appears in
complex systems, where there is still an easy classifica-
tion of the work units. This type of partitioning happens
in equipment grouping situations, whereby one agent
can be associated with a group of related physical de-
vices. A rarer case is many-to-one partitioning, in which
multiple agents are associated with a single or grouped

Curing system

Autoclave

Thermocouples

Fig. 28.4 Agent
classification for
curing system
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physical device. A typical situation of this type oc-
curs when a single agent cannot cope with too many
concurrent processes. Efficiency of the decision-making
process is then measured in terms of communication
latencies and decision-making convergence. A system
with too many agents and processes has many more
messages on the network. The network may become
overwhelmed with too many packets and communica-
tion latencies may increase. Since agents collaborate
with their peers through the exchange of information,
they heavily depend on timely arrival of information
during the group decision process. Thus, it may occur
that the agents begin dropping out of the conversation

without concluding a decision process. In this case,
agents would retry communication, causing more mes-
sages and therefore problems in convergence. Thus,
special care must be taken to obtain a good partitioning
of agent functionality.

The composite curing system corresponds to
a three-tier one-to-one system. As shown in Fig. 28.4,
the top-level tier has one agent to represent the overall
curing system. The second tier represents the autoclave
machinery that will be part of the curing system. There
is one autoclave agent per autoclave machine. The third
tier represents the thermocouple sensor level. There is
one agent per thermocouple.

28.4 Autoclave and Thermocouple Agents

A bottom-up design (from the simplest part of opera-
tion to the more complex behavior) of the components
takes place to build the curing system. Each component
is associated with a piece of equipment or a partic-
ular process as an agent. Figure 28.5 shows a group
of curing components. Most of the components are
control-oriented drivers. However, autoclave and ther-
mocouple components are agents.

The left-hand side of Fig. 28.5 shows the component
list. The upper-right part shows the low-level program-
ming blocks of the component. The lower-right part

Fig. 28.5 Component list

shows the list of control parameters of the component,
such as input and output (I/O) variables.

28.4.1 Autoclave Agent

The autoclave agent contains curing artifacts such as
cooler, heater, pressure compressor, and thermocouples.
Thermocouple agents have their own temperature mon-
itoring system and personality. Depending on the stage
of the curing process, an autoclave agent periodically
requests a reorganization of the thermocouples to se-
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Template behaviorAgent capability Procedures

Fig. 28.6 Agent capabilities, behaviors, and procedures

lect a leading and a lagging thermocouple. The nominal
behaviors given to an autoclave agent consist of the
following:

• cNetTCTemp: This behavior generates a multicast
message to all dependent thermocouples (TC1–
TC16 in Fig. 28.2 to have them summarize their cur-
rent temperature trends. Asynchronous responses
are sent by the thermocouple agents to report their
temperature information.• SetNewLeaTC: In this behavior, the autoclave agent
applies process-specific criteria to generate a list of
leading and lagging thermocouples. The autoclave
agent uses a min–max selection mechanism. The
process recipe and the stage of curing determine the
temperature boundaries (upper and lower).• startCuringProcess: This behavior contains the
startup sequence of the autoclave.• stopCuringProcess: This behavior contains the shut-
down sequence of the autoclave.

The aggregation of capabilities into the agent behavior
creates the rules of the agent incrementally. In Fig. 28.6
all autoclave agents have the CuringEvent capability,
which implements a set of template behaviors. Each
behavior is associated with a set of procedures.

28.4.2 Thermocouple Agent

A thermocouple agent has two essential behaviors to
monitor the temperature of the process and the sensor
condition and trending using the following behaviors

• getTemperature: This behavior uses a sampling
algorithm to calculate temperature average and stan-
dard deviations. This behavior allows for continuous
adjustment of temperature measurement to compen-
sate for natural jitter.• provideTemperatureTrend: This behavior enables
the detection of temperature variations outside the
nominal ranges. The feasible range allows for
the detection of extreme deviations from nominal
trends. These events are reported to the autoclave
agent as events.

Each thermocouple carries out continuous sam-
pling of the temperature. This information is processed
statistically. Temperature sampling is an internal-to-
thermocouple action, which corresponds to an intera-
gent communication. The thermocouple agents receive
requests from the autoclave agent to transmit their
temperature trends in the form of agent messages in
a periodic fashion.

28.5 Agent-Based Simulation

Simulation is made up of two parts: the machine and the
material. Machine simulation covers the autoclave ma-
chine itself with its mechanical devices (such as heater,
cooler, and compressor) and thermocouples. Material
simulation mimics the behavior of the composite ma-
terial. A finite-difference mesh simulates the thermal
dissipation throughout the material. The model repre-
sents a single piece of composite material of square
shape with arbitrary sides and thickness.

The control process takes place in a PLC. How-
ever, for the purpose of the simulation, a soft controller
PLC (Rockwell Automation, SoftLogix 5800) with

firmware extensions to support the agents was used.
The Simulink/Matlab engine was used as the simula-
tion toolset. To mimic the physical process, a simulation
of the material, thermocouples, and material was cre-
ated. The agents use the simulation as the process model
instead of the actual machine and material.

In Fig. 28.7 there are horizontally and vertically ar-
ranged gray rectangular boxes. These boxes contain
heat transfer differential equations to calculate the ac-
cumulation and dissipation of heat on a specific node
of the finite-difference mesh. The heat transfer model
is subjected to anisotropic properties to mimic the heat
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Fig. 28.7 Composite material simulation

dissipation rates throughout the material. The chemical
composition of the resin affects the heat transfer, mak-
ing it vary with location and direction of propagation.

The square boxes represent finite-difference nodes
(concentration nodes) to calculate the average tem-
perature of the material at the specific location of
measurement. Figure 28.7 shows just a small section
of the finite-difference mesh. In the actual model, there
are 16 concentration points and 16 thermocouples. The
thermocouple sensors are scattered throughout the ma-
terial to measure the temperature of the composite at
each node. The temperature readings are sent to the
PLC as an input array of temperatures to be further
interpreted by the thermocouple control drivers.

Figure 28.8 shows the simulation blocks that
contain the autoclave and autoclave’s inner atmo-
sphere. The autoclave agent connects to the simu-
lation throughout six inputs parameters (heaterIsOn,
coolerIsOn, coolerIsEnabled, heaterIsEnabled, heatin-

gRate, coolingRate) to control the autoclave. The
maximum and minimum heating and cooling rates are
provided in the curing recipe. Heating and cooling rates
are used as the control variables to control the amount
of heat that is applied to the material. Table 28.1 shows
an example of the command that initiates a heating-up
phase in the simulation.

Control commands drive the simulation in desired
directions to achieve a particular curing profile. All 16
thermocouple readings must be maintained within the
curing envelope (refer to Fig. 28.1 for the profile shape).

Deviations from the curing envelop are regulated by
the cooperative actions of the agents. The agents contin-
uously monitor the health of the thermocouples using
temperature trending and standard deviations. When
a thermocouple fails, the agent that represents that ther-
mocouple decides to dismiss itself from the monitoring
array. This decision is taken autonomously at the lowest
level. The dismissal cascades up the hierarchy, inducing
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Fig. 28.8 Autoclave and autoclave atmosphere simulation

a reorganization of the sensor array to adjust to the new
reading set.

If a departing thermocouple was operating as a lead-
ing or lagging thermocouple, the current stage of curing
is at high risk since the autoclave agent loses its win-
dow into the process variable. The reorganization of
the sensor arrays implies a discovery of new leading
and/or lagging thermocouples to reestablish the process
variable. While the agents reorganize the system, the
control must continue its normal activity by maintaining
all temperatures within the nominal ranges as prescribed
in the recipe, but this fall-back position can only be sus-
tained for a short period until the new process variable
is reestablished. This reorganization activity is the core

Table 28.1 Autoclave heat-up command

Variable name Value

heaterIsEnabled true

coolerIsEnabled false

coolerIsOn false

heaterIsOn true

heatingRate %.%

coolingRate %.%

benefit of the multiagent system. Agents are intended to
handle these dynamic decisions.

28.6 Composite Curing Results and Recommendations

The composite curing process begins with download-
ing of the agents and device drivers into the PLC. Next,
the process simulation is started and connected to the
soft controller throughout and automation proxy. The
role of the automation proxy is to exchange I/O data be-
tween the controller and the simulation, as well as the
synchronization of their clocks.

There are several aspects of interest that can be ex-
tracted from this technology. First, there is a permanent
learning process associated with the encapsulation of
the behaviors into particular agents, as well as the parti-
tioning of the domain into regions.

28.6.1 Designing the Validation System

The system designer carries out preliminary verifica-
tions to test the agent behaviors. It is natural to see
some chaotic results in the initial iterations. The de-
signer adjusts the agent and control functions to make
the prototype stable and observable using an interactive
process.

The design of the agent is based on tem-
plates [28.35]; for instance, only one thermocouple
agent template is built for all 16 thermocouples.
Likewise, in object-oriented programming, agent pro-
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gramming allows for the creation of agent instances
from a single agent template. Thus, all thermocouple
agents share the same reasoning rules but vary in per-
sonality (name, location, ranges, etc.).

Another consideration is the speed of the simula-
tion. The real curing process takes hours to complete.
However, during the modeling and validation phase
it is not affordable to spend so much time waiting
for events and changes in the process, so the sim-
ulation has to be accelerated to compress the total
time. This requirement adds complexity to the model
since the controller cycles must be in real time to
mimic actual control. Time compression is factored
into the control timers to make events observable in
shorter time spans. In this curing model, ideal time
spans during the validation phase d should not exceed
30 min/cycle. Once the overall model is ready, tests
begin to check the control/agent responses against the
system dynamics.
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Fig. 28.9 Heating and cooling simulation

28.6.2 Modeling Process Dynamics

A critical requirement in agent-based engineering is
the interdisciplinary attitude of the engineers. The cre-
ation of these sophisticated models requires more than
one design perspective to create valid results. The
designer transits from sole software engineer into a con-
trol engineer who understands the dynamics of the
process.

Figure 28.9 shows the distribution of temperature
for one of the test runs. The colored regions represent
isothermals for heating and cooling. The isothermals
change in shape and size as the curing process evolves.
The curing profile is shown in the lower half of
Fig. 28.9. The temperature distribution is not uniform
due to the properties of the material. The thermal reac-
tion of the composite makes hot and cold spots change
location and size over time. The control system must
maintain all temperatures within the upper and lower
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Fig. 28.10 Agents and control cooperation

bound of the curing envelope. The profile introduces
abrupt changes in the temperature slopes when mov-
ing from a neutral stage into a heating or cooling stage.
The control system must regulate the overshooting am-
plitude while maintaining a good configuration of the
thermocouple. There is overshooting in the process but
the recipe allows for some operation outside the bound-
aries for short periods.
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Fig. 28.11 (a) Control response for large look-ahead factor. (b) Con-
trol response for small look-ahead factor

The core activity is to observe and diagnose the
thermocouple readings to select the representative
temperature of the process as the process variable.
Cooperation among the thermocouples helps in de-
termining this information autonomously. It is very
important that the agents maintain close inspection of
the temperature sensors and ensure correct selection of
the representative temperatures to be able to set the
heating and cooling rates, as the material is very sus-
ceptible to these rates.

The control system has been implemented as a com-
bination of a proportional–integral–derivative (PID)
block with agents, as shown in Fig. 28.10. The com-
bined operations of PID and agents constitute the main
control loop to generate heating and cooling rates as
the control response. The agents interact with the PID
in two main ways. First, to execute an accurate con-
trol response, the agents select the lead temperature
for the particular stage of the process, which could be
heating, cooling or neutral. The autoclave agent calcu-
lates the temperature set-point (Tset) as an input to the
PID block. The temperature set-point is calculated to
be in the proximity of the upper or lower bound of the
profile depending on the stage of curing. Second, the
thermocouple agents collect data from the curing model
(simulation) to select Trepresentative. The PID block en-
sures that the process variable is driven closer to the
set-point value.

The PID block requires empirical calibration to
adjust the proportional, integral, and derivative coeffi-
cients of the equation. The tuning is performed online
while running the simulation and controller (for more
information on how to tune PID coefficients please refer
to the control system design literature). The shape of the
curing profile introduces too drastic inflections, making
it harder to maintain the steady-state condition. Nev-
ertheless, the introduction of the agents into the loop
allows for quicker and better utilization of the system
variables to cope with such changes.

The ability to look ahead into the future (greater
than 60 s) was introduced into the agents to learn future
inflections in the curing profile. The intention was to ad-
just the set-point to begin compensation early to prevent
overshoot. However, it was learned that the resultant
control response constrained the PID action by pro-
voking oscillation, as shown in Fig. 28.11a. Throughout
experimentation, it was learned that the extent of the
look-ahead factor played a critical role in the instabil-
ity observations. The look-ahead factor was reduced
to a less than 30 s horizon to make the PID filtering
more dominant in the control of the overshooting, as
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shown in Fig. 28.11b. Nonetheless, the inflexion points
are still a difficult aspect to handle using the discussed
agent control algorithm. Without agent support, the
inflexion points that are introduced by the curing pro-
file will be confined to a PID loop fine-tuning task.
By expanding and contracting the look-ahead factor
of the agents, it is possible to perceive the effect of
the agent reasoning on the PID loop response. Ideally,
agents will act rapidly with a very short look-ahead
factor to provide better input to the PID loop. How-
ever, agents are not intended to carry out control;
they are designed to influence the control algorithm
in a beneficial direction. An important lesson from
this experiment is the notion of role separation: that
which belongs to control must be in the control layer.
How to define this boundary is still an art rather than
a science.

Figure 28.11b shows an improved response, where
the temperature profile follows the recipe with no oscil-
lations. According to specifications, the resultant cured
material from this experimental trial would be consid-
ered of high quality. To obtain an optimum solution
further adjustments to the PID coefficients and agent ac-
tions are required and perhaps an expansion of the agent
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Fig. 28.12 Agent communication

intelligence. Nevertheless, these improvements fall out-
side the scope of this chapter.

During the agent cooperation, the agents talk to
each other using the FIPA/JDL messaging protocol.
Figure 28.12 shows an example agent communication.
The observer can trace the agent transactions to learn
what decisions have been made. The transactions show
the information that the agents exchanged to arrive at
a control decision. In Fig. 28.12 a multicasting exam-
ple is shown, where a single agent contacts multiple
agents in a two-way transaction. In multiagent systems,
interagent communication consists of request/inform
transactions, where an agent transmits a request for in-
formation to one or a group of agents. The receiving
agents process the request locally but may initiate con-
sultation with other agents as well by using similar
request/inform transactions. Once the receiving agent
has finished preparing its response, it uses an inform
message to send the information back to the requester.
The requester then receives multiple responses from the
agents. Each response provides a different perspective
of the situation under consultation. The requester must
select the most valuable information or a combination
of it to conclude its own decision-making cycle.
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The distributed nature of agent messaging allows
for a realistic expansion of the system to add/remove
functionality as desired.

In the current implementation, all agents reside
within one controller, but the agents can be distributed
in any desired topology. The distribution topology is
a design decision that must comply with the applica-
tion’s characteristics and requirements. A rule of thumb
to decide on the agent distribution is to weigh the
desired degree of survivability, diagnosability, and re-
configurability of the system.

In a distributed agent implementation, agents reside
in separate platforms. The distribution of the agents
depends on the partitioning criteria selected for the
application. The partitioning criteria takes under con-
siderations the number of messages used in negotiation.
The idea is to use a reduced number of messages.
A poor division of functionality among the agents will
result in more messaging among them. Message traf-
fic and bandwidth utilization are good metrics to define
optimum partitioning.

28.6.3 Timing and Stability Criteria

The multiagent system guarantees an exhaust search for
an optimum configuration within a specific time hori-
zon. For small systems (< 100 agents), it is fairly simply
to establish the time horizon required by the agents to
accomplish a complete search of configurations. The
time horizon estimation is established by injecting var-
ious conditions into the simulation model so the system
designer can observe what time is required to search
for and converge to a solution. Once this time hori-
zon is estimated, each agent is given a factored time
limit to participate in a particular negotiation process.
An infinite time horizon is never given to the agents
to avoid deadlocks. Unknown singularities could gen-
erate deadlocks in the system. It is guaranteed that the
agents will find a solution within the predefined time
horizon. However, the value of the solution will fluc-
tuate within optimum and-near optimum performances,
depending on the complexity of the emergent search
space.

28.7 Conclusions

This chapter has shown how to use industrial agent
technology to solve a composite curing application.
It has also shown some of the technology require-
ments and implications of extending industrial PLCs
with agent firmware. An example application was
used to show the design and modeling phases and
the validation of the solution using simulation. Im-
portant results and recommendations can be extracted
from this to help the modernization of curing tech-
nology. Using interagent messaging and the ability to
cooperate on the creation and assessment of thermo-
couple configurations, the agents enable a dynamic
learning system, always adapting to current condi-
tions.

The PLC firmware provides for a multitasking
priority-based executive control cycle. Agents on built
as user level tasks to execute at a low priority. Funda-

mental tasks in the PLC that manage the PLC’s integrity
are never interrupted by the agent tasks. User-defined
tasks such as stand-alone periodic and continuous con-
trol loops compete with agent tasks, but based on their
priority levels. Among these, periodic tasks are higher
order than agents, but never higher than the executive
functions.

The extent of learning depends on the sophistica-
tion of the rules given to the agents. This aspect is
a user-defined characteristic of the system. Agent pro-
gramming provides for this type of flexibility. It has
been learned that loosely coupled agents and control
components ease the scalability of the control solution.
Finally, this chapter has shown how survivability, diag-
nostics, and reconfiguration of a control system can be
achieved with component-level intelligence in a more
compact manner.

28.8 Further Reading

1. F. Bergenti, M.P. Gleizes, F. Zambonelli (Eds.):
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Evolutionary29. Evolutionary Techniques for Automation

Mitsuo Gen, Lin Lin

In this chapter, evolutionary techniques (ETs) will
be introduced for treating automation problems in
factory, manufacturing, planning and scheduling,
and logistics and transportation systems. ET is the
most popular metaheuristic method for solving
NP-hard optimization problems. In the past few
years, ETs have been exploited to solve design
automation problems. Concurrently, the field of ET
reveals a significant interest in evolvable hardware
and problems such as routing, placement or test
pattern generation.

The rest of this chapter is organized as follows.
First the background developments of evolutionary
techniques are described. Then basic schemes and
working mechanism of genetic algorithms (GAs)
will be given, and multiobjective evolutionary
algorithms for treating optimization problems with
multiple and conflicting objectives are presented.
Lastly, automation and the challenges for applying
evolutionary techniques are specified.

Next, the various applications based on ETs
for solving factory automation (FA) problems will
be surveyed, covering planning and schedul-
ing problems, nonlinear optimization problems
in manufacturing systems, and optimal design
problems in logistics and transportation systems.

Finally, among those applications based on
ETs, detailed case studies will be introduced. The
first case study covers dispatching of automated
guided vehicles (AGV) and machine scheduling in
a flexible manufacturing system (FMS). The second
ET case study for treating automation problems
is the robot-based assembly line balancing (ALB)
problem. Numerical experiments for various scales
of AGV dispatching problems and robot-based ALB

29.1 Evolutionary Techniques ....................... 488
29.1.1 Genetic Algorithm ....................... 489
29.1.2 Multiobjective Evolutionary

Algorithm ................................... 490
29.1.3 Evolutionary Design Automation ... 491

29.2 Evolutionary Techniques
for Industrial Automation ..................... 492
29.2.1 Factory Automation ..................... 492
29.2.2 Planning

and Scheduling Automation ......... 493
29.2.3 Manufacturing Automation .......... 493
29.2.4 Logistics

and Transportation Automation .... 493

29.3 AGV Dispatching in Manufacturing System 494
29.3.1 Network Modeling

for AGV Dispatching ..................... 494
29.3.2 Evolutionary Approach:

Priority-Based GA ........................ 495
29.3.3 Case Study .................................. 496

29.4 Robot-Based Assembly-Line System ....... 497
29.4.1 Assembly-Line Balancing Problems 497
29.4.2 Robot-Based Assembly-Line Model 497
29.4.3 Hybrid Genetic Algorithm ............. 498
29.4.4 Case Study .................................. 501

29.5 Conclusions and Emerging Trends .......... 501

29.6 Further Reading ................................... 501

References .................................................. 501

problems will be described to show the effec-
tiveness of the proposed approaches with greater
search capability that improves the quality of so-
lutions and enhances the rate of convergence over
existing approaches.
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29.1 Evolutionary Techniques

Evolutionary techniques (ET) is a subfield of arti-
ficial intelligence (AI), and refers to a synthesis of
methodologies from fuzzy logic (FL), neural networks,
genetic algorithm (GA), and other evolutionary algo-
rithms (EAs). ET uses the evolutionary process within
a computer to provide a means for addressing complex
engineering problems involving chaotic disturbances,
randomness, and complex nonlinear dynamics that
traditional algorithms have been unable to conquer
(Fig. 29.1).

Computer simulations of evolution started as early
as in 1954; however most publications were not widely
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Fig. 29.1a–d Evolving a controller for a fixed morphology: (a) The morphology of the machine contains four legs ac-
tuated with eight motors, four ground-touch sensors, four angle sensors, and two chemical sensors. (b) The machine is
controlled by a recurrent neural net whose inputs are connected to the sensors and whose outputs are connected to the
motors. (c) Evolutionary progress shows how the target misalignment error reduces over generations. (d) White trails
show the motion of the machine towards high concentration (darker area). Black trails show tracks when the chemical
sensors are turned off (after [29.1])

noticed. From these beginnings, computer simulation
of evolution by biologists became more common in
the early 1960s. Evolution strategies (ES) was intro-
duced by Rechenberg in the 1960s and early 1970s,
and it was able to solve complex engineering prob-
lems [29.2]. Another approach was the evolutionary
programming (EP) of Fogel [29.3], which was proposed
for generating artificial intelligence. EP originally used
finite state machines for predicting environments, and
used variation and selection to optimize the predictive
logic. Genetic algorithms (GAs) in particular became
popular through the work of Holland in the early
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Table 29.1 Classification of evolutionary techniques [29.12]

Optimization algorithms Other approaches

Evolutionary algorithms Genetic algorithms Self-organization Self-organizing maps

Evolutionary programming Growing neural gas

Evolution strategy Competetive learning

demo applet

Genetic programming Differential evolution

Learning classifier systems Artificial life Digital organism

Swarm intelligence Ant colony optimization Cultural algorithms

Particle swarm optimization Harmony search algorithm

Artificial immune systems

Learnable evolution model

1970s [29.4]. His work originated with studies of cel-
lular automata, conducted by Holland and his students
at the University of Michigan [29.5]. Holland intro-
duced a formalized framework for predicting the quality
of the next generation, known as Holland’s schema
theorem. Research in GAs remained largely theoreti-
cal until the mid-1980s. Genetic programming (GP) is
an extended technique of GA popularized by Koza in
which computer programs, rather than function param-
eters, are optimized [29.6]. Genetic programming often
uses tree-based internal data structures to represent the
computer programs for adaptation instead of the list
structures typical of genetic algorithms. As academic
interest grew, the dramatic increase in desktop compu-
tational power allowed for practical application of the
new technique [29.7–11]. Evolutionary techniques are
generic population-based metaheuristic optimization al-
gorithms, summarized in Table 29.1.

Several conferences and workshops have been
held to provide an international forum for exchang-
ing new ideas, progress or experience on ETs and
to promote better understanding and collaborations
between the theorists and practitioners in this field.
The major meetings are the Genetic and Evolution-
ary Computation Conference (GECCO), the IEEE
Congress on Evolutionary Computation (CEC), Parallel
Problem Solving from Nature (PPSN), the Founda-
tions of Genetic Algorithms (FOGA) workshop, the
Workshop on Ant Colony optimization and Swarm
Intelligence (ANTS) and the Evo* and EuroGP
workshops etc. The major journals are Evolution-
ary Computation, IEEE Transactions on Evolutionary
Computation, Genetic Programming, and Evolvable
Machines.

29.1.1 Genetic Algorithm

Among evolutionary techniques (ETs), genetic algo-
rithms (GA) are the most widely known type of ETs
today. GA includes the common essential elements of
ETs, and has wide real-world applications. The original
form of GA was described by Goldberg [29.5]. GA is
a stochastic search technique based on the mechanism
of natural selection and natural genetics. The central
theme of research on GA is to keep a balance between
exploitation and exploration in its search to the optimal
solution for survival in many different environments.
Features for self-repair, self-guidance, and reproduction
are the rules in biological systems, whereas they barely
exist in the most sophisticated artificial systems. GA
has been theoretically and empirically proven to provide
a robust search in complex search spaces.

GA, differing from conventional search techniques,
starts with an initial set of random solutions called
the population. Each individual in the population is
called a chromosome, representing a solution to the
problem at hand. A chromosome is a string of sym-
bols, usually but not necessarily, a binary bit string.
The chromosomes evolve through successive itera-
tions, called generations. During each generation, the
chromosomes are evaluated, using some measures of
fitness. To create the next generation, new chromo-
somes, called offspring, are generated by either merging
two chromosomes from the current generation using
a crossover operator and/or modifying a chromosome
using a mutation operator. A new generation is formed
by selecting some of the parents, according to the
fitness values, and offspring, and rejecting others so
as to keep the population size constant. Fitter chro-
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490 Part C Automation Design: Theory, Elements, and Methods

mosomes have higher probabilities of being selected.
After several generations, the algorithms converge to
the best chromosome, which hopefully represents the
optimum or suboptimal solution to the problem. In gen-
eral, GA has five basic components, as summarized by
Michalewicz [29.8]:

1. A genetic representation of potential solutions to the
problem

2. A way to create a population (an initial set of poten-
tial solutions)

3. An evaluation function rating solutions in terms of
their fitness

4. Genetic operators that alter the genetic composition
of offspring (crossover, mutation, selection, etc.)

5. Parameter values that genetic algorithms use (popu-
lation size, probabilities of applying genetic opera-
tors, etc.).

Figure 29.2 shows a general structure of GA, where
P(t) and C(t) are parents and offspring in the current
generation t.
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Fig. 29.2 The general structure of genetic algorithms

29.1.2 Multiobjective Evolutionary
Algorithm

Multiple objective problems arise in the design, mode-
ling, and planning of many complex real systems in
the areas of industrial production, urban transporta-
tion, capital budgeting, forest management, reservoir
management, layout and landscaping of new cities, en-
ergy distribution, etc. It is easy to find that almost
every important real-world decision problem involves
multiple and conflicting objectives which need to
be tackled while respecting various constraints, lead-
ing to overwhelming problem complexity. Since the
1990s, EAs have been received considerable atten-
tion as a novel approach to multiobjective optimization
problems, resulting in a fresh body of research and
applications known as evolutionary multiobjective op-
timization (EMO).

Features of Genetic Search
The inherent characteristics of EAs demonstrate why
genetic search is well suited for multiple-objective op-
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timization problems. The basic feature of the EAs is
multiple-directional and global search by maintaining
a population of potential solutions from generation to
generation. It is hoped that the population-to-population
approach will explore all Pareto solutions.

EAs do not have much mathematical requirements
about the problems, and can handle any kind of objec-
tive functions and constraints. Due to their evolutionary
nature, EAs can search for solutions without regard to
the specific internal workings of the problem. There-
fore, it is hopeful to solve complex problem by using
the evolutionary algorithms.

Because evolutionary algorithms, as a kind of meta-
heuristics, provide us with great flexibility to hybridize
conventional methods into their main framework, we
can take advantage of both evolutionary algorithms and
conventional methods to make much more efficient im-
plementations. The growing research on applying EAs
to multiple-objective optimization problems presents
a formidable theoretical and practical challenge to the
mathematical community [29.10].

Fitness Assignment Mechanism
A special issue in the multiobjective optimization prob-
lem is the fitness assignment mechanism. Since the
1980s, several fitness assignment mechanisms have
been proposed and applied to multiobjective opti-
mization problems. Although most fitness assignment
mechanisms are just different approaches and are appli-
cable to different cases of multiobjective optimization
problems. In order to understanding the development of
EMO, we classify the fitness assignment mechanisms
by according to the published year.

Type 1: Vector evaluation approach. The vector
evaluated genetic algorithm (veGA) was the first no-
table work to solve multiobjective problems in which
a vector fitness measure is used to create the next gen-
eration [29.13].

Type 2: Pareto ranking + diversity: Fonseca and
Fleming proposed a multiobjective genetic algorithm
(moGA) in which the rank of a certain individual cor-
responds to the number of individuals in the current
population that dominate it [29.14]. Srinivas and Deb
also developed a Pareto-ranking-based fitness assign-
ment and called it the nondominated sorting genetic
algorithm (nsGA) [29.15]. In each method, the nondom-
inated solutions constituting a nondominated front are
assigned the same dummy fitness value.

Type 3: Weighted sum + elitist preserve: Ishibuchi
and Murata proposed a weighted-sum-based fitness as-
signment method, called the random-weight genetic

algorithm (rwGA), to obtain a variable search direction
toward the Pareto frontier [29.16]. The weighted-
sum approach can be viewed as an extension of
methods used in the multiobjective optimizations to
GAs. It assigns weights to each objective function
and combines the weighted objectives into a sin-
gle objective function. Gen et al. proposed another
weight-sum-based fitness assignment method called
the adaptive-weight genetic algorithm (awGA), which
readjusts weights for each objective based on the
values of nondominated solutions in the current pop-
ulation to obtain fitness values combined with the
weights toward the Pareto frontier [29.11]. Zitzler
and Thiele proposed the strength Pareto evolution-
ary algorithm (spEA) [29.16] and an extended version
spEA II [29.17, 18] that combines several features
of previous multiobjective genetic algorithms (moGA)
in a unique manner. Deb suggested a nondominated
sorting-based approach called the nondominated sort-
ing genetic algorithm II (nsGA II) [29.10], which
alleviates three difficulties: computational complex-
ity, nonelitism approach, and the need to specify
a sharing parameter. nsGA II was advanced from
its origin, nsGA. Gen et al. proposed an inter-
active adaptive-weight genetic algorithm (i-awGA),
which is an improved adaptive-weight fitness assign-
ment approach with consideration of the disadvantages
of the weighted-sum and Pareto-ranking-based ap-
proaches [29.11].

29.1.3 Evolutionary Design Automation

Automation is the use of control systems such as com-
puters to control industrial machinery and processes,
replacing human operators. In the scope of industri-
alization, it is a step beyond mechanization. Whereas
mechanization provided human operators with machin-
ery to assist them with the physical requirements of
work, automation greatly reduces the need for human
sensory and mental requirements as well. Processes and
systems can also be automated.

Automation plays an increasingly important role in
the global economy and in daily experience. Engineers
strive to combine automated devices with mathematical
and organizational tools to create complex systems for
a rapidly expanding range of applications and human
activities.

Evolutionary algorithms (EAs) have received con-
siderable attention regarding their potential as novel
optimization techniques. There are three major advan-
tages when applying EA to design automation:
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1. Adaptability: EAs do not have many mathematical
requirements regarding the optimization problem.
Due to their evolutionary nature, EAs will search
for solutions without regard to the specific inter-
nal workings of the problem. EAs can handle any
kind of objective functions and any kind of con-
straints (i. e., linear or nonlinear, defined on discrete,
continuous or mixed search spaces).

2. Robustness: The use of evolution operators makes
EA very effective in performing global search
(in probability), while most conventional heuristics
usually perform local search. It has been proven by
many studies that EA is more efficient and more
robust at locating optimal solution and reducing
computational effort than other conventional heuris-
tics.

3. Flexibility: EAs provide great flexibility to hy-
bridize with domain-dependent heuristics to make
an efficient implementation for a specific problem.

However, to exploit the benefits of an effective EA
to solve design automation problems, it is usually nec-
essary to examine whether we can build an effective
genetic search with the encoding. Several principles
were proposed to evaluate effectiveness [29.11]:

Property 1 (Space): Chromosomes should not require
extravagant amounts of memory.

Property 2 (Time): The time required for executing
evaluation, recombination, and mutation on
chromosomes should not be great.

Property 3 (Feasibility): A chromosome corresponds to
a feasible solution.

Property 4 (Legality): Any permutation of a chromo-
some corresponds to a solution.

Property 5 (Completeness): Any solution has a corre-
sponding chromosome.

Property 6 (Uniqueness): The mapping from chromo-
somes to solutions (decoding) may be-
long to one of the following three cases
(Fig. 29.5): 1-to-1 mapping, n-to-1 map-
ping, and 1-to-n mapping. The 1-to-1 map-
ping is the best among the three cases, and
1-to-n mapping is the most undesirable.

Property 7 (Heritability): Offspring of simple crossover
(i. e., one-cut-point crossover) should corre-
spond to solutions which combine the basic
features of their parents.

Property 8 (Locality): A small change in a chromo-
some should imply a small change in its
corresponding solution.

29.2 Evolutionary Techniques for Industrial Automation

Currently, for manufacturing, the purpose of automation
has shifted from increasing productivity and reducing
costs to broader issues, such as increasing quality and
flexibility in the manufacturing process. For example,
automobile and truck pistons used to be installed into
engines manually. This is rapidly being transitioned to
automated machine installation, because the error rate
for manual installment was around 1–1.5%, but has
been reduced to 0.00001% with automation. Hazardous
operations, such as oil refining, manufacturing of indus-
trial chemicals, and all forms of metal working, were
always early contenders for automation.

However, many applications of automation, such
as optimizations and automatic controls, are formu-
lated with complex structures, complex constraints,
and multiple objects simultaneously, which makes the
problem intractable to traditional approaches. In re-
cent years, the evolutionary techniques community has
turned much of its attention toward applications in in-
dustrial automation.

29.2.1 Factory Automation

In a manufacturing system, layout design is concerned
with the optimum arrangement of physical facilities,
such as departments or machines, in a certain area. Usu-
ally the design criterion is considered to be minimizing
material-handling costs. Because of the combinato-
rial nature of the facility layout problem, the heuristic
technique is the most promising approach for solv-
ing practical-size layout problems. The interest in
application of ETs to facility layout design has been
growing rapidly. Tate and Smith applied GA to the
shape-constrained unequal-area facility layout prob-
lem [29.19]. Cohoon et al. proposed a distributed GA
for the floorplan design problem [29.20]. Tam reported
his experiences of applying genetic algorithms to the
facility layout problem [29.21].

A flexible machining system is one of the forms
of factory automation. The design of a flexible ma-
chining system (FMS) involves the layout of machine
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and workstations. Kusiak and Heragu wrote a sur-
vey paper on the machine layout problem [29.22].
The layout of machines in a FMS is typically deter-
mined by the type of material-handling devices used.
The most used material-handling devices are: material-
handling robot, automated guided vehicle (AGV), and
gantry robot. Gen and Cheng provide various GA ap-
proaches for the machine layout and facility layout
problems [29.9].

29.2.2 Planning
and Scheduling Automation

The planning and scheduling of manufacturing systems
always require resource capacity constraints, disjunc-
tive constraints, and precedence constraints, owing to
the tight due dates, multiple customer-specific orders,
and flexible process strategies. Here, some hot topics of
applications of ETs in advanced planning and schedul-
ing (APS) are introduced. These models mainly support
the integrated, constraint-based planning of the manu-
facturing system to reduce lead times, lower inventories,
increase throughput, etc.

The flexible jobshop problem (fJSP) is a general-
ization of the jobshop and parallel machine environ-
ment [29.23], which provides a closer approximation
to a wide range of real manufacturing systems. Kacem
et al. proposed the operations machine-based GA
approach [29.24], which is based on a traditional rep-
resentation called the schemata theorem representation.
Zhang and Gen proposed a multistage operation-based
encoding for fJSP [29.25].

The objective of the resource-constrained project
scheduling problem (rcPSP) is to schedule activi-
ties such that precedence and resource constraints are
obeyed and the makespan of the project is to be mini-
mized. Gen and Cheng adopted priority-based encoding
for this rcPSP [29.9]. In order to improve the effec-
tiveness of priority-based GA approach for an extended
resource constrained multiple project scheduling prob-
lem, Kim et al. combined priority dispatching rules in
priority-based encoding process [29.26].

The advanced planning and scheduling (APS)
model includes a range of capabilities from finite
capacity planning at the plant floor level through
constraint-based planning to the latest applications of
advanced logic for supply-chain planning and col-
laboration [29.27]. Several related works by Moon
et al. [29.28] and Moon and Seo [29.29] have reported
a GA approach especially for solving such kinds of APS
problems.

29.2.3 Manufacturing Automation

Assembly-line balancing problems (ALB) consist of
distributing work required to assemble a product in
mass or series production on an assembly line among
a set of workstations. Several constraints and different
objectives may be considered. The simple assembly-
line balancing problem consists of assigning tasks to
workstations such that precedence relations between
tasks and zoning or other constraints are met. The ob-
jective is to make the work content at each station
most balanced. GAs have been applied to solve vari-
ous assembly-line balancing problems [29.30–32]. Gao
et al. proposed an innovative GA hybridized with local
search for a robotic-based ALB problem [29.33]. Based
on different neighborhood structures, five local search
procedures are developed to enhance the search ability
of GA.

An automated guided vehicle (AGV) is a mobile
robot used widely in industrial applications to move ma-
terials from point to point. AGVs help to reduce costs
of manufacturing and increase efficiency in a manufac-
turing system. For a recent review of AGV problems
and issues the reader is referred to [29.34–37]. Lin et al.
adopted priority-based encoding for solving the AGV
dispatching problem in an FMS [29.38].

29.2.4 Logistics
and Transportation Automation

Logistics is the last frontier for cost reduction and the
third profit source of enterprises [29.39]. The interest
in developing effective logistics system design models
and efficient optimization methods has been stimulated
by high costs of logistics and the potential for securing
considerable savings. One of the most important topics
of logistics and transportation automation is automated
container terminals.

Handling equipment scheduling (HES) is important
for scheduling different types of handing equipment
in order to improve the productivity of automated
container terminals. Lau and Zhao give a mixed-
integer programming model, which considers various
constraints related to the integrated operations be-
tween different types of handling equipment. This
study proposes a multilayer GA to obtain the near-
optimal solution of the integrated scheduling prob-
lem [29.39].

Berth allocation planning (BAP) is to allocate space
along the quayside to incoming ships at a container ter-
minal in order to minimize some objective function.
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Imai et al. introduce a formulation for the simultaneous
berth and crane allocation problem and employed GA
to find an approximate solution for the problem [29.40].

The aim of storage locations planning (SLP) is
to determine the optimal storage strategy for various

container-handling schedules. Preston and Kozan de-
veloped a container location model and proposed a GA
approach with analyses of different resource levels and
a comparison with current practice at the Port of Bris-
bane [29.41].

29.3 AGV Dispatching in Manufacturing System

Automated material handling has been called the key
to integrated manufacturing. An integrated system is
useless without a fully integrated, automated mater-
ial handling system. In the manufacturing environment,
there are many automated material handling possi-
bilities. Currently, automated guided vehicles systems
(AGV systems), which include automated guided ve-
hicles (AGVs), are the state of the art, and are often
used to facilitate automatic storage and retrieval systems
(AS/RS).

Traditionally, AGV systems were mostly used in
manufacturing systems. In manufacturing areas, AGVs
are used to transport all types of materials related to
the manufacturing process. The transportation network
connects all stationary installations (e.g., machines) in
the center. At stations, pickup and delivery points are
installed that operate as interfaces between the produc-
tion/storage system and the transportation system of the
center. At these points a load is transferred by, for ex-
ample, a conveyor from the station to the AGV and vice
versa. AGVs travel from one pickup and delivery point
to another on fixed or free paths. Guide paths are deter-
mined by, for example, wires in the ground or markings
on the floor. More recent technologies allow AGVs to
operate without physical guide paths.

29.3.1 Network Modeling
for AGV Dispatching

In this Subsection, we introduce simultaneous schedul-
ing and routing of AGVs in a flexible manufacturing
system (FMS) [29.38]. An FMS environment requires
a flexible and adaptable material handling system.
AGVs provide such a system. An AGV is a material-
handling equipment that travels on a network of guide
paths. The FMS is composed of various cells, also
called workstations (or machines), each with a spe-
cific operation such as milling, washing or assembly.
Each cell is connected to the guide path network by
a pickup/delivery (P/D) point where pallets are trans-
ferred from/to the AGVs. Pallets of products are moved

between the cells by the AGVs. Assumptions consid-
ered are as follows:

1. AGVs only carry one kind of products at a time.
2. A network of guide paths is defined in advance,

and the guide paths have to pass through all
pickup/delivery points.

3. The vehicles are assumed to travel at a constant
speed.

4. The vehicles can just travel forward, not backward.
5. As many vehicles travel on the guide path simulta-

neously, collisions are avoided by hardware and are
not considered herein.

6. At each workstation, there is pickup space to store
the operated material and delivery space to store the
material for the next operation.

7. The operation can be started any time after an
AGV took the material to come. And also the AGV
can transport the operated material from the pickup
point to the next delivery point any time.

Definition 1: A node is defined as task Tij , which
represents a transition task of the j-th process of job Ji
for moving from the pickup point of machine Mi, j−1 to
the delivering point of machine Mij .

Definition 2: An arc can be defined as many deci-
sion variables, such as, capacity of AGVs, precedence
constraints among the tasks, or costs of movement. Lin
et al. defined an arc as a precedence constraint, and give
a transition time c jj ′ from the delivery point of machine
Mij to the pickup point of machine Mi ′ j ′ on the arc.

Definition 3: We define the task precedence for
each job; for example, task precedence for three jobs
is shown in Fig. 29.3.

The notation used in this Chapter is summarized as
follows. Indices: i, i ′: index of jobs, i, i ′ = 1, 2, . . . , n;
j, j ′: index of processes, j, j ′ = 1, 2, . . . , n. Param-
eters: n: total number of jobs, m: total number of
machines, ni : total number of operations of job i, oij :
the j-th operation of job i, pij : processing time of op-
eration oij , Mij : machine assigned for operation oij , Tij :
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T11 T12 T13

s T21 T22 t

T31 T32 T33

T14 1 4 7

s 2 5 t

3 6 8

9

Job J1 : T11 → T12 → T13 → T14 

Job J2 : T21 → T22 
Job J3 : T31 → T32 → T33

Fig. 29.3 Illustration of the network structure of the example

transition task for operation oij , tij : transition time from
Mi, j−1 to Mij . Decision variables: xij : assigned AGV
number for task Tij , tS

ij : starting time of task Tij , cS
ij :

starting time of operation oij .
The objective functions are to minimize the time re-

quired to complete all jobs (i. e., the makespan) tMS and
the number of AGVs nAGV, and the problem can be
formulated as follows:

min tMS = max
i

{
tS
i,ni

+ tMi,ni ,0

}
, (29.1)

min nAGV = max
i, j

{
xij
}
, (29.2)

s.t. cS
ij − cS

i, j−1 ≥ pi, j−1 + tij , ∀i, j = 2, . . . , ni ,

(29.3)(
cS

ij − cS
i ′ j ′ − pi ′ j ′ +Γ

∣∣Mij − Mi ′ j ′
∣∣≥ 0

)

∨
(

cS
i ′ j ′ − cS

ij − pij +Γ
∣∣Mij − Mi ′ j ′

∣∣≥ 0
)

,

∀(i, j), (i ′, j ′) , (29.4)(
tS
ij − tS

i ′ j ′ − ti ′ j ′ +Γ
∣∣xij − xi ′ j ′

∣∣≥ 0
)

∨
(

tS
i ′ j ′ − tS

ij − tij +Γ
∣∣xij − xi ′ j ′

∣∣≥ 0
)

,

∀(i, j), (i ′, j ′) , (29.5)(
tS
i,ni

− tS
i ′ j ′ − ti ′ j ′ +Γ

∣∣xij − xi ′ j ′
∣∣≥ 0

)

∨
(

tS
i ′ j ′ − tS

i,ni
− ti +Γ

∣∣xij − xi ′ j ′
∣∣≥ 0

)
,

∀(i, ni ), (i ′, j ′) , (29.6)

cS
ij ≥ tS

i, j+1 − pij , (29.7)

xij ≥ 0 , ∀i, j , (29.8)

tS
ij ≥ 0 , ∀i, j , (29.9)

where Γ is a very large number, and ti is the transi-
tion time from the pickup point of machine Min to the

delivery point of loading/unloading. Constraint (29.3)
describes the operation precedence constraints. In
(29.4)–(29.6), since one or the other constraint must
hold, it is called disjunctive constraint. This represents
the operation nonoverlapping constraint (29.4) and the
AGV nonoverlapping constraint (29.5, 29.6).

29.3.2 Evolutionary Approach:
Priority-Based GA

For solving the AGV dispatching problem in FMS, the
special difficulty arises from (1) that the task sequencing
is NP-hard problem, and (2) that a random sequence of
AGV dispatching usually does not satisfy the operation
precedence constraint and routing constraint.

Firstly, we give a priority-based encoding method
that is an indirect approach, encoding some guiding in-
formation to construct a sequence of all tasks. As is
known, a gene in a chromosome is characterized by two
factors: the locus, i. e., the position of the gene within
the structure of the chromosome, and the allele, i. e., the
value the gene takes. In this encoding method, the posi-
tion of a gene is used to represent the ID which mapping
the task in Fig. 29.3 and its value is used to represent the
priority of the task for constructing a sequence among
candidates. A feasible sequence can be uniquely de-
termined from this encoding with consideration of the
operation precedence constraint. An example of a gen-

Priority : 1 5 7 2 6 8 3 9 4

1 2 3 4 5 6 7 8 9Task ID :

T11 → T12 → T13 → T14 → T21 → T22 → T31 → T32 → T33

Fig. 29.4 Example generated chromosome and its de-
coded task sequence
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tMS = 574

M1

Time t

Machine

O11 O22 O63 O10,2 O13 O71 O93

M2 O21 O12 O44O43O64 O52

M3 O33 O10,3O42O32 O72

M4 O61 O62 O51 O82 O92 O84

M5 O31 O41 O10,1 O81 O91 O83

AGV1 : T11 → T12 → T41 → T81 → T91  → T82  → T92  → T83  → T84 ,

AGV2 : T21 → T41 → T12 → T15  → T10.2  → T52  → T71  → T44 ,

AGV3 : T61 → T62 → T63 → T64 → T43  → T72 ,

AGV4 : T31 → T32 → T10.1 → T33 → T13  → T10.3  → T93 .

Fig. 29.5 Gantt chart of the schedule of the case study considering AGVs routing (after [29.1], by permission of
Macmillan Nature 2004)

erated chromosome and its decoded path is shown in
Fig. 29.4 for the network structure of Fig. 29.3.

After generating the task sequence, we separate
tasks into several groups for assigning different AGVs.
We find the breakpoints, which the tasks are the final
transport of job i from pickup point of operation Oin
to delivery point of loading/unloading. Then we sepa-
rate the part of tasks sequence by the breakpoints. An
example of grouping is shown as follows, using the
chromosome (Fig. 29.4):

AGV1 : T11 → T12 → T13 → T14

AGV2 : T21 → T22

AGV3 : T31 → T32 → T33 .

As genetic operators, we combine a weight mapping
crossover (WMX), insertion mutation, and immigration
operator based on the characteristic of this representa-
tion, and adopt an interactive adaptive-weight fitness
assignment mechanism that assigns weights to each
objective and combines the weighted objectives into
a single objective function. The detailed procedures are
showed in [29.38].

29.3.3 Case Study

For evaluating the efficiency of the AGV dispatching
algorithm suggested in the case study, a simulation
program was developed using Java on a Pentium IV pro-
cessor (3.2 GHz clock). The detailed test data is given
by Yang [29.42] and Kim et al. [29.43]. GA parameter
settings were taken as follows: population size, pop-
Size= 20; crossover probability, pC = 0.70; mutation
probability, pM = 0.50; immigration rate, μ = 0.15. In
an FMS case study, ten jobs are to be scheduled on
five machines. The maximum number of processes for
the operations is four. The detailed date sets are shown
in [29.44].

We can draw a network depended on the prece-
dence constraints among tasks {Tij} of the case study.
The best result is shown in Fig. 29.5. The final time re-
quired to complete all jobs (i. e., the makespan) is 574,
and four AGVs are used. Figure 29.5 shows the result on
a Gantt chart. As discussed above, the AGV dispatching
problem is a difficult problem to solve by conventional
heuristics. Adaptability, robustness, and flexibility make
EA very effective for such automation problems.
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29.4 Robot-Based Assembly-Line System

Assembly lines are flow-oriented production systems
which are still typical in the industrial production of
high-quantity standardized commodities and are even
gaining importance in low-volume production of cus-
tomized products. Usually, specific tooling is developed
to perform the activities needed at each station. Such
tooling is attached to the robot at the station. In order to
avoid the wasted time required for tool change, the de-
sign of the tooling can take place only after the line has
been balanced. Different robot types may exist at the
assembly facility. Each robot type may have different
capabilities and efficiencies for various elements of the
assembly tasks. Hence, allocating the most appropriate
robot for each station is critical for the performance of
robotic assembly lines.

29.4.1 Assembly-Line Balancing Problems

This problem concerns how to assign the tasks to sta-
tions and how to allocate the available robots for each
station in order to minimize cycle time under the con-
straint of precedence relationships. Let us consider
a simple example to describe the problem, in which
ten tasks are to be assigned to four workstations, and

7

4 6

5

1

3

2

8

10

9

Fig. 29.6 Precedence graph of the example problem

Table 29.2 Data for the example

i Suc(i) R1 R2 R3 R4

1 4 17 22 19 13

2 4 21 22 16 20

3 5 12 25 27 15

4 6 29 21 19 16

5 10 31 25 26 22

6 8 28 18 20 21

7 8 42 28 23 34

8 10 27 33 40 25

9 10 19 13 17 34

10 – 26 27 35 26

8 9 10

1 64

3 5

2 7

50 85

stn/rbn

Time

4/4

3/3

2/1

1/2

Fig. 29.7 The feasible solution for the example (stn –
workstation number, rbn – robot number)

four robots are to be equipped on the four stations. Fig-
ure 29.6 shows the precedence constraints for the ten
tasks, and Table 29.2 gives the processing time for each
of the tasks processed by each robot. We show a feasible
solution for this example in Fig. 29.7.

The balancing chart for the solution can be drawn
to analyze the solution. Figure 29.7 shows that the idle
time of stations 1–3 is very large, which means that this
line is not balanced for production. In the real world, an
assembly line is not just used for producing one unit of
the product; it should produce several units. So we give
the Gantt chart for three units to analyze the solution, as
shown in Fig. 29.8.

29.4.2 Robot-Based Assembly-Line Model

The following assumptions are stated to clarify the set-
ting in which the problem arises:

1. The precedence relationship among assembly activ-
ities is known and invariable.

2. The duration of an activity is deterministic. Activi-
ties cannot be subdivided.

2 7

3 5

1 4 6

8 9 10

50 100 150 200 250 300

Part waiting
Processing waiting

350 400

stn/rbn (case of 3 products)

Time

1/2

2/1

3/3

4/4

Fig. 29.8 Gantt chart for producing three units
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3. The duration of an activity depends on the assigned
robot.

4. There are no limitations on the assignment of an ac-
tivities or a robot to any station. If a task cannot be
processed on a robot, the assembly time of the task
on the robot is set to a very large number.

5. A single robot is assigned to each station.
6. Material handling, loading, and unloading times, as

well as setup and tool changing times are negligible,
or are included in the activity times. This assump-
tion is realistic on a single model assembly line that
works on the single product for which it is balanced.
Tooling on such a robotic line is usually designed
such that tool changes are minimized within a sta-
tion. If tool change or other type of setup activity
is necessary, it can be included in the activity time,
since the transfer lot size on such line is of a single
product.

7. The number of workstations is determined by the
number of robots, since the problem aims to maxi-
mize the productivity by using all robots at hand.

8. The line is balanced for a single product.

The notation used in this section can be sum-
marized as follows. Indices: i, j: index of assembly
tasks, i, j = 1, 2, . . ., n; k: index of workstations,
k = 1, 2, . . .,m; l: index of robots, l = 1, 2, . . .,m. Par-
ameters: n: total number of assembly tasks, m: total
number of workstations (robots), til : processing time of
the i-th task by robot l, pre(i): the set of predecessor of
task i in the precedence diagram. Decision variables

x jk =
⎧⎨
⎩

1 if task j is assigned to workstation k

0 otherwise ,

ykl =
⎧⎨
⎩

1 if robot l is allocated to workstation k

0 otherwise .

Task sequence (υ1)Phase 1: 2

1

1

2

3

3

4

4

9

5

6

6

5

7

7

8

8

9

10

10Locus

Robot assignment (υ2)Phase 2: 1

1

2

2

3

3

4

4Locus: station

S1

S1

12 3

S2

S2

94 6

S3

S3

5 7

S4

S4

8 10

Fig. 29.9 Solution representation of a sample problem

Problem formulation

min CT = max
1≤k≤m

{
n∑

i=1

m∑
l=1

til xik ykl

}
, (29.10)

s.t.
m∑

k=1

kx jk −
m∑

k=1

kxik ≥ 0, ∀i, j ∈ pre(i) ,

(29.11)
m∑

k=1

xik = 1 , ∀i , (29.12)

m∑
l=1

ykl = 1 , ∀k , (29.13)

m∑
k=1

ykl = 1 , ∀l , (29.14)

xik ∈ {0, 1} ∀k, i , (29.15)

ykl ∈ {0, 1} ∀l, k . (29.16)

The objective (29.10) is to minimize the cycle time,
CT. Constraint (29.11) represents the precedence con-
straints. It ensures that, for each pair of assembly
activities, the precedent cannot be assigned to a station
before the station of the successor if there is precedence
between the two activities. Constraint (29.12) ensures
that each task has to be assigned to one station. Con-
straint (29.13) ensures that each station is equipped with
one robot. Constraint (29.14) ensures that each robot
can only be assigned to one station.

29.4.3 Hybrid Genetic Algorithm

Order encoding for task sequence: A GA’s structure
and parameter settings affect its performance. However,
the primary determinants of a GA’s success or failure
are the coding by which its genotypes represent candi-
date solutions, and the interaction of the coding with the
GA’s recombination and mutation operators.

A solution of the robot-based assembly line bal-
ancing (rALB) problem can be represented by two
integer vectors: the task sequence vector, v1, which
contains a permutation of assembly tasks ordered ac-
cording to their technological precedence sequence, and
the robot assignment vector, v2. The solution represen-
tation method is illustrated in Fig. 29.9. The detailed
processes of decoding the task sequence and assigning
robots to workstations are shown in [29.34].

In the real world, an assembly line is not just
for producing one unit of the product; tt should
produce several units. So we give the Gantt chart
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8 10

5 7

4 6 9

1 2 3

52

stn/rbn (Balancing chart of the best solution)

Time

4/4

3/3

2/2

1/1

Fig. 29.10 The balancing chart of the best solution (stn –
workstation number, rbn – robot number)

Table 29.3 Performance of the proposed algorithm

Test problem Cycle time (CT)
No. of tasks No. of stations WEST ratio Levitin et al. Levitin et al. Proposed

recursive consecutive approach

25 3 8.33 518 503 503

4 6.25 351 330 327

6 4.17 343 234 213

9 2.78 138 125 123

35 4 8.75 551 450 449

5 7.00 385 352 244

7 5.00 250 222 222

12 2.92 178 120 113

53 5 10.60 903 565 554

7 7.57 390 342 320

10 5.30 35 251 230

14 3.79 243 166 162

70 7 10.00 546 490 449

10 7.00 313 287 272

14 5.00 231 213 204

19 3.68 198 167 154

89 8 11.13 638 505 494

12 7.42 455 371 370

16 5.56 292 246 236

21 4.24 277 209 205

111 9 12.33 695 586 557

13 8.54 401 339 319

17 6.53 322 257 257

22 5.05 265 209 192

148 10 14.80 708 638 600

14 10.57 537 441 427

21 7.05 404 325 300

29 5.10 249 210 202

297 19 15.63 1129 674 646

29 10.24 571 444 430

38 7.82 442 348 344

50 5.94 363 275 256

1 2 3

4 6 9

5 7

8 10

50 100 150 200 250 300

Part waiting
Processing waiting

stn/rbn (case of 3 products)

Time

1/1

2/2

3/3

4/4

Fig. 29.11 Gantt chart for producing three units

Part
C

2
9
.4



500 Part C Automation Design: Theory, Elements, and Methods

with three units for analyzing the solution as in
Fig. 29.11. We can see the solution reduce the wait-
ing time for the line by comparing with the feasible

Ball joint

Bar

Infinite
plane

+ + – + –

Linear
actuator Neuron

Synapse

Morphology
(body)

Control
(brain)

a)

c)

e)

f)

d)

b)

0 50 100 150 200 250 300 350
Generations

Fig. 29.12a–f Evolving bodies and brains. (a) Schematic illustration of an evolvable robot. (b) An arbitrarily sampled
instance of an entire generation, thinned down to show only significantly different individuals. (c) Phylogenetic trees of
two different evolutionary runs, showing instances of speciation and massive extinctions. (d) Progress of fitness versus
generation for one of the runs. Each dot represents a robot (morphology and control). (e) Three evolved robots, in
simulation. (f) The three robots from (c) reproduced in physical reality using rapid prototyping (after Lipson and Pollack
(2000))

solution from Fig. 29.8. This also means that the
better solution improved the assembly-line balanc-
ing.
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29.4.4 Case Study

In order to evaluate the performance of the pro-
posed method, a large set of problems were tested.
In the literature, no benchmark data sets are available
for rALB. There are eight representative precedence
graphs [29.45], used in the simple assembly line balanc-
ing (sALB) literature [29.46]. These precedence graphs
contain 25–297 tasks.

Table 29.3 shows the experiment results of Lev-
itin et al.’s two algorithms and proposed approach

for 32 different scale test problems [29.47]. As de-
picted in Table 29.3, all of the results by the
proposed approach are better than Levitin et al.’s re-
cursive assignment method, and most results of the
proposed approach are better than Levitin et al.’s
consecutive assignment method, except for tests 25-
3, 35-7, and 111-17. Depending on the experiment
results, the way in which a solution of the au-
tomation problem is encoded into a chromosome
is a key issue for applying the evolutionary algo-
rithm.

29.5 Conclusions and Emerging Trends

The techniques presented in this Chapter are bioinspired
and their influence on factory, planning and scheduling,
manufacturing, logistics and transportation is discussed.
Emerging trends will continue to follow bioinspired

control and automation, such as the development of
evolvable robots to better meet the needs of evolving
and flexible lines (Fig. 29.12). For a related discussion
refer to Chap. 14 in an earlier section of this Handbook.

29.6 Further Reading

• T. Gomi (Ed.): Evolutionary Robotics: From Intel-
ligent Robotics to Artificial Intelligence (Springer,
Tokyo 2001)• H. Lipson: Evolutionary robotics and open-ended
design automation. In: Biomemetics: Biologically
Inspired Technologies, ed. by Y. Bar-Cohen (CRC
Press, Boca Raton 2006) pp. 129–156

• H. Lipson, J.B. Pollack: Automatic design and man-
ufacture of artificial lifeforms, Nature 406, 974–978
(2000)• S. Nolfi, D. Floreano: Evolutionary Robotics:
The Biology, Intelligence, and Technology of
Self-Organizing Machines (MIT Press, Cambridge
2000)
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Automating E30. Automating Errors and Conflicts Prognostics
and Prevention
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Errors and conflicts exist in many systems. A fun-
damental question from industries is How can
errors and conflicts in systems be eliminated by
automation, or can we at least use automa-
tion to minimize their damage? The purpose of
this chapter is to illustrate a theoretical back-
ground and applications of how to automatically
prevent errors and conflicts with various de-
vices, technologies, methods, and systems. Eight
key functions to prevent errors and conflicts are
identified and their theoretical background and
applications in both production and service are
explained with examples. As systems and net-
works become larger and more complex, such
as global enterprises and the Internet, error
and conflict prognostics and prevention become
more important and challenging; the focus is
shifting from passive response to proactive prog-
nostics and prevention. Additional theoretical
developments and implementation efforts are
needed to advance the prognostics and preven-
tion of errors and conflicts in many real-world
applications.
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30.1 Definitions

All humans commit errors (“To err is human”) and en-
counter conflicts. In the context of automation, there
are two main questions: (1) Does automation com-
mit errors and encounter conflicts? (2) Can automation

help humans prevent errors and eliminate conflicts? All
human-made automation includes human-committed
errors and conflicts, for example, human program-
ming errors, design errors, and conflicts between
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Table 30.1 Examples of errors and conflicts in production automation

Error Conflict

• A robot drops a circuit board while moving it
between two locations• A machine punches two holes on a metal sheet
while only one is needed, because the size of the
metal sheet is recognized incorrectly by the vision
system• A lathe stops processing a shaft due to power
outage• The server of a computer-integrated manufactur-
ing system crashes due to high temperature• A facility layout generated by a software pro-
gram cannot be implemented due to irregular shapes

• Two numerically controlled machines request
help from the same operator at the same time• Three different software packages are used to
generate optimal schedule of jobs for a production
facility; the schedules generated are totally different• Two automated guided vehicles collide• A DWG (drawing) file prepared by an engineer
with AutoCAD cannot be opened by another engi-
neer with the same software• Overlapping workspace defined by two cooperat-
ing robots

human planners. Two automation systems, designed
separately by different human teams, will encounter
conflicts when they are expected to collaborate, for
instance, the need for communication protocol stan-
dards to enable computers to interact automatically.
Some errors and conflicts are inherent to automa-
tion, similar to all human-made creations, for instance,
a robot mechanical structure that collapses under weight
overload.

An error is any input, output or intermediate result
that has occurred or will occur in a system and does
not meet system specification, expectation or compar-
ison objective. A conflict is an inconsistency between
different units’ goals, plans, tasks or other activities in
a system. A system usually has multiple units, some of
which collaborate, cooperate, and/or coordinate to com-
plete tasks. The most important difference between an
error and a conflict is that an error can involve only one

a) c) e) f)d)b)

Fig. 30.1a–f Errors and conflicts in a pin insertion task: (a) successful insertion; (b–f) are unsuccessful insertion with
(1) errors if the pin and the two other components are considered as one unit in a system, or (2) conflicts if the pin is
a unit and the two other components are considered as another unit in a system [30.1]

unit, whereas a conflict involves two or more units in
a system. An error at a unit may cause other errors or
conflicts, for instance, a workstation that cannot pro-
vide the required number of products to an assembly
line (a conflict) because one machine at the workstation
breaks down (an error). Similarly, a conflict may cause
other errors and conflicts, for instance, a machine that
did not receive required products (an error) because the
automated guided vehicles that carry the products col-
lided when they were moving toward each other on the
same path (a conflict). These phenomena, errors lead-
ing to other errors or conflicts, and conflicts leading to
other errors or conflicts, are called error and conflict
propagation.

Errors and conflicts are different but related. The
definition of the two terms is often subject to the un-
derstanding and modeling of a system and its units.
Mathematical equations can help define errors and con-
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Table 30.2 Examples of errors and conflicts in service automation

Error Conflict

• The engine of an airplane shuts down unexpect-
edly during the flight• A patient’s electronic medical records are acci-
dently deleted during system recovery• A pacemaker stops working• Traffic lights go off due to lightening• A vending machine does not deliver drinks or
snacks after the payment• Automatic doors do not open• An elevator stops between two floors• A cellphone automatically initiates phone calls
due to a software glitch

• The time between two flights in an itinerary gen-
erated by an online booking system is too short for
transition from one flight to the other• A ticket machine sells more tickets than the num-
ber of available seats• An ATM machine dispenses $ 250 when
a customer withdraws $ 260• A translation software incorrectly interprets text• Two surgeries are scheduled in the same room
due to a glitch in a sensor that determines if the
room is empty

flicts. An error is defined as

∃E
[
ur,i (t)

]
, if ϑi (t)

Dissatisfy−−−−−→ conr (t) . (30.1)

E
[
ur,i (t)

]
is an error, ui (t) is unit i in a system at time t,

ϑi (t) is unit i’s state at time t that describes what has oc-
curred with unit i by time t, conr (t) denotes constraint r

in the system at time t, and
Dissatisfy−−−−−→ denotes that a con-

straint is not satisfied. Similarly, a conflict is defined
as

∃C [nr (t)] , if θi (t)
Dissatisfy−−−−−→ conr (t) . (30.2)

C [nr (t)] is a conflict and nr (t) is a network of units
that need to satisfy conr (t) at time t. The use of con-
straints helps define errors and conflicts unambiguously.
A constraint is the system specification, expectation,
comparison objective or acceptable difference between
different units’ goals, plans, tasks or other activities.
Tables 30.1 and 30.2 illustrate errors and conflicts in
automation with some typical examples. There are also
human errors and conflicts that exist in automation
systems. Figure 30.1 describes the difference between
errors and conflicts in pin insertion.

This Chapter provides a theoretical background and
illustrates applications of how to prevent errors and con-
flicts automatically in production and service. Different
terms have been used to describe the concept of er-
rors and conflicts, for instance, failure (e.g., [30.2–5]),
fault (e.g., [30.4, 6]), exception (e.g., [30.7]), and flaw
(e.g., [30.8]). Error and conflict are the most popular
terms appearing in literature (e.g., [30.3,4,6,9–15]). The

related terms listed here are also useful descriptions of
errors and conflicts. Depending on the context, some of
these terms are interchangeable with error; some are in-
terchangeable with conflict; and the rest refer to both
error and conflict.

Eight key functions have been identified as useful
to prevent errors and conflicts automatically as de-
scribed below [30.16–19]. Functions 5–8 prevent errors
and conflicts with the support of functions 1–4. Func-
tions 6–8 prevent errors and conflicts by managing
those that have already occurred. Function 5, prognos-
tics, is the only function that actively determines which
errors and conflicts will occur, and prevents them. All
other seven functions are designed to manage errors
and conflicts that have already occurred, although as
a result they can prevent future errors and conflicts
directly or indirectly. Figure 30.2 describes error and
conflict propagation and their relationship with the eight
functions:

1. Detection is a procedure to determine if an error or
a conflict has occurred.

2. Identification is a procedure to identify the observa-
tion variables most relevant to diagnosing an error
or conflict; it answers the question: Which of them
has already occurred?

3. Isolation is a procedure to determine the exact loca-
tion of an error or conflict. Isolation provides more
information than identification function, in which
only the observation variables associated with the
error or conflict are determined. Isolation does not
provide as much information as the diagnostics
function, however, in which the type, magnitude,
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Propagation

Prognostics

Diagnostics

Detection
Identification

Isolation

Error recovery
Conflict resolution
Exception handling

Occurrence

PropagationPropagation E [u(r2, i, t)]
C [n(r1, t)]

u(i, t)
n(r1, t)

Error
conflicts

Error
conflicts

Fig. 30.2 Error and conflict propagation and eight functions to pre-
vent errors and conflicts

and time of the error or conflict are determined. Iso-
lation answers the question: Where has an error or
conflict occurred?

4. Diagnostics is a procedure to determine which er-
ror or conflict has occurred, what their specific

characteristics are, or the cause of the observed out-
of-control status.

5. Prognostics is a procedure to prevent errors and con-
flicts through analysis and prediction of error and
conflict propagation.

6. Error recovery is a procedure to remove or mitigate
the effect of an error.

7. Conflict resolution is a procedure to resolve a con-
flict.

8. Exception handling is a procedure to manage ex-
ceptions. Exceptions are deviations from an ideal
process that uses the available resources to achieve
the task requirement (goal) in an optimal way.

There has been extensive research on the eight func-
tions, except prognostics. Various models, methods,
tools, and algorithms have been developed to automate
the management of errors and conflicts in production
and service. Their main limitation is that most of them
are designed for a specific application area, or even
a specific error or conflict. The main challenge of au-
tomating the management of errors and conflicts is how
to prevent them through prognostics, which is supported
by the other seven functions and requires substantial
research and developments.

30.2 Error Prognostics and Prevention Applications

30.2.1 Error Detection in Assembly
and Inspection

As the first step to prevent errors, error detection
has attracted much attention, especially in assembly
and inspection; for instance, researchers [30.3] have
studied an integrated sensor-based control system for
a flexible assembly cell which includes error detection
function. An error knowledge base has been devel-
oped to store information about previous errors that had
occurred in assembly operations, and corresponding re-
covery programs which had been used to correct them.
The knowledge base provides support for both error
detection and recovery. In addition, a similar machine-
learning approach to error detection and recovery in
assembly has been discussed. To realize error recovery,
failure diagnostics has been emphasized as a necessary
step after the detection and before the recovery. It is
noted that, in assembly, error detection and recovery are
often integrated.

Automatic inspection has been applied in various
manufacturing processes to detect, identify, and isolate

errors or defects with computer vision. It is mostly used
to detect defects on printed circuit board [30.20–22] and
dirt in paper pulps [30.23, 24]. The use of robots has
enabled automatic inspection of hazardous materials
(e.g., [30.25]) and in environments that human opera-
tors cannot access, e.g., pipelines [30.26]. Automatic in-
spection has also been adopted to detect errors in many
other products such as fuel pellets [30.27], printing the
contents of soft drink cans [30.28], oranges [30.29], air-
craft components [30.30], and microdrills [30.31]. The
key technologies involved in automatic inspection in-
clude but are not limited to computer or machine vision,
feature extraction, and pattern recognition [30.32–34].

30.2.2 Process Monitoring
and Error Management

Process monitoring, or fault detection and diagnostics
in industrial systems, has become a new subdiscipline
within the broad subject of control and signal pro-
cessing [30.35]. Three approaches to manage faults for
process monitoring are summarized in Fig. 30.3. The
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analytical approach generates features using detailed
mathematical models. Faults can be detected and di-
agnosed by comparing the observed features with the
features associated with normal operating conditions
directly or after some transformation [30.19]. The data-
driven approach applies statistical tools on large amount
of data obtained from complex systems. Many qual-
ity control methods are examples of the data-driven
approach. The knowledge-based approach uses qualita-
tive models to detect and analyze faults. It is especially
suited for systems in which detailed mathematical mod-
els are not available. Among these three approaches, the
data-driven approach is considered most promising be-
cause of its solid theoretical foundation compared with
the knowledge-based approach and its ability to deal
with large amount of data compared with the analyti-
cal approach. The knowledge-based approach, however,
has gained much attention recently. Many errors and
conflicts can be detected and diagnosed only by experts
who have extensive knowledge and experience, which
need to be modeled and captured to automate error and
conflict prognostics and prevention.

30.2.3 Hardware Testing Algorithms

The three fault management approaches discussed in
Sect. 30.2.2 can also be classified according to the way
that a system is modeled. In the analytical approach,
quantitative models are used which require the complete
specification of system components, state variables, ob-
served variables, and functional relationships among
them for the purpose of fault management. The data-
driven approach can be considered as the effort to
develop qualitative models in which previous and cur-
rent data obtained from a system are used. Qualitative
models usually require less information about a sys-
tem than do quantitative models. The knowledge-based
approach uses qualitative models and other types of
models; for instance, pattern recognition techniques
use multivariate statistical tools and employ qualitative
models, whereas the signed directed graph is a typical
dependence model which represents the cause–effect
relationships in the form of a directed graph [30.36].

Similar to algorithms used in quantitative and
qualitative models, optimal and near-optimal test se-
quences have been developed to diagnose faults in
hardware [30.36–45]. The goal of the test sequencing
problem is to design a test algorithm that is able to
unambiguously identify the occurrence of any system
state (faulty or fault-free state) using the test in the test
set and minimizes the expected testing cost [30.37].

Analytical
approach

Data-driven
approach

Parameter estimation

Observers

Parity relations
Shewhart charts

Cumulative sum (CUSUM) charts
Exponentially weighted moving
average (EWMA) charts

Univariate
statistical
monitoring

Principal component analysis (PCA)

Signed directed graph (SDG)

Symptom tree model (STM)

Artificial neural networks (ANN)

Self-organizing map (SOM)

Fisher discriminant analysis (FDA)

Partial least squares (PLS)

Canonical variate analysis (CVA)

Multivariate
statistical
techniques

Knowledge-
based
approach

Causal
analysis
techniques

Expert systems

Pattern
recognition
techniques

Fig. 30.3 Techniques of fault management in process monitoring
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Fig. 30.4 Single-fault test strategy

The test sequencing problem belongs to the general
class of binary identification problems. The problem to
diagnose single fault is a perfectly observed Markov
decision problem (MDP). The solution to the MDP is
a deterministic AND/OR binary decision tree with OR
nodes labeled by the suspect set of system states and
AND nodes denoting tests (decisions) (Fig. 30.4). It is
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1 2 3 4 5

6 7 8 9 10

11 12 13 14 15

Component with test

Component without test

Fig. 30.5 Digraph model of an example system

well known that the construction of the optimal decision
tree is an NP-complete problem [30.37].

To subdue the computational explosion of the opti-
mal test sequencing problem, algorithms that integrate
concepts from information theory and heuristic search
have been developed and were first used to diag-
nose faults in electronic and electromechanical systems
with a single fault [30.37]. An X-Windows-based soft-
ware tool, the testability engineering and maintenance
system (TEAMS), has been developed for testabil-
ity analysis of large systems containing as many as

Table 30.3 D-matrix of the example system derived from Fig. 30.5

State/test T1(5) T2(6) T3(8) T4(11) T5(12) T6(13) T7(14) T8(15)

S1(1) 0 1 0 1 1 0 0 0

S2(2) 0 0 1 1 0 1 1 0

S3(3) 0 0 0 0 0 0 0 1

S4(4) 0 0 1 0 1 0 1 0

S5(5) 1 0 0 0 0 0 1 0

S6(6) 0 1 0 0 1 0 0 0

S7(7) 0 0 0 1 0 0 0 0

S8(8) 0 0 1 0 0 0 1 0

S9(9) 0 0 0 0 1 0 0 0

S10(10) 0 0 0 0 0 0 0 1

S11(11) 0 0 0 1 0 0 0 0

S12(12) 0 0 0 0 1 0 0 0

S13(13) 0 0 0 0 0 1 0 0

S14(14) 0 0 0 0 0 0 1 0

S15(15) 0 0 0 0 0 0 0 1

50 000 faults and 45 000 test points [30.36]. TEAMS
can be used to model individual systems and gener-
ate near-optimal diagnostic procedures. Research on
test sequencing then expanded to diagnose multiple
faults [30.41–45] in various real-world systems includ-
ing the Space Shuttle’s main propulsion system. Test
sequencing algorithms with unreliable tests [30.40] and
multivalued tests [30.45] have also been studied.

To diagnose a single fault in a system, the relation-
ship between the faulty states and tests can be modeled
by directed graph (digraph model) (Fig. 30.5). Once
a system is described in a diagraph model, the full or-
der dependences among failure states and tests can be
captured by a binary test matrix, also called a depen-
dency matrix (D-matrix, Table 30.3). Other researchers
have used digraph model to diagnose faults in hyper-
cube microprocessors [30.46]. The directed graph is
a powerful tool to describe dependences among system
components and tests.

Three important issues have been brought to light
by extensive research on test sequencing problem and
should be considered when diagnosing faults for hard-
ware:

1. The order of dependences. The first-order cause–
effect dependence between two nodes, i. e., how
a faulty node affects another node directly, is
the simplest dependence relationship between two
nodes. Earlier research did not consider the de-
pendences among nodes [30.37, 38], whereas in
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most recent research different algorithms and test
strategies have been developed with the considera-
tion of not only the first-order, but also high-order
dependences among nodes [30.43–45]. The high-
order dependences describe relationships between
nodes that are related to each other through other
nodes.

2. Types of faults. Faults can be classified into two
categories: functional faults and general faults.
A component or unit in a complex system may
have more than one function. Each function may
become faulty. A component may therefore have
one or more functional faults, each of which in-
volves only one function of the component. General
faults are those faults that cause faults in all func-
tions of a component. If a component has a general
fault, all its functions are faulty. Models that de-
scribe only general faults are often called worst-case
models [30.36] because of their poor diagnosing
ability;

3. Fault propagation time. Systems can be classified
into two categories: zero-time and nonzero-time
systems [30.45]. Fault propagation in zero-time sys-
tems is instantaneous to an observer, whereas in
nonzero-time systems it is several orders of magni-
tude slower than the response time of the observer.
Zero-time systems can be abstracted by taking the
propagation times to be zero.

Another interesting aspect of the test sequencing
problem is the list of assumptions that have been dis-
cussed in several articles, which are useful guidelines
for the development of algorithms for hardware testing:

1. At most one faulty state (component or unit) in
a system at any time [30.37]. This may be achieved
if the system is tested frequently enough [30.42].

2. All faults are permanent faults [30.37].
3. Tests can identify system states unambiguously

[30.37]. In other words, a faulty state is either iden-
tified or not identified. There is not a situation such
as: There is a 60% probability that a faulty state has
occurred.

4. Tests are 100% reliable [30.40,45]. Both false posi-
tive and false negative rates are zero.

5. Tests do not have common setup operations [30.42].
This assumption has been proposed to simplify the
cost comparison among tests.

6. Faults are independent [30.42].
7. Failure states that are replaced/repaired are 100%

functional [30.42].
8. Systems are zero-time systems [30.45].

Note the critical difference between assumptions 3
and 4. Assumption 3 is related to diagnostics ability.
When an unambiguous test detects a fault, the con-
clusion is that the fault has definitely occurred with
100% probability. Nevertheless, this conclusion could
be wrong if the false positive rate is not zero. This is the
test (diagnostics) reliability described in assumption 4.
When an unambiguous test does not detect a fault, the
conclusion is that the fault has not occurred with 100%
probability. Similarly, this conclusion could be wrong
if the false negative rate is not zero. Unambiguous tests
have better diagnostics ability than ambiguous tests. If
a fault has occurred, ambiguous tests conclude that the
fault has occurred with a probability less than one. Sim-
ilarly, if the fault has not occurred, ambiguous tests
conclude that the fault has not occurred with a proba-
bility less than one. In summary, if assumption 3 is true,
a test gives only two results: a fault has occurred or has
not occurred, always with probability 1. If both assump-
tions 3 and 4 are true, (1) a fault must have occurred if
the test concludes that it has occurred, and (2) a fault
must have not occurred if the test concludes that it has
not occurred.

30.2.4 Error Detection in Software Design

The most prevalent method to detect errors in soft-
ware is model checking. As Clarke et al. [30.47] state,
model checking is a method to verify algorithmically
if the model of software or hardware design satisfies
given requirements and specifications through exhaus-
tive enumeration of all the states reachable by the
system and the behaviors that traverse them. Model
checking has been successfully applied to identify in-
correct hardware and protocol designs, and recently
there has been a surge in work on applying it to reason
about a wide variety of software artifacts; for exam-
ple, model checking frameworks have been applied to
reason about software process models, (e.g., [30.48]),
different families of software requirements models
(e.g., [30.49]), architectural frameworks (e.g., [30.50]),
design models (e.g., [30.51]), and system implemen-
tations (e.g., [30.52–55]). The potential of model
checking technology for (1) detecting coding errors
that are hard to detect using existing quality assurance
methods, e.g., bugs that arise from unanticipated in-
terleavings in concurrent programs, and (2) verifying
that system models and implementations satisfy crucial
temporal properties and other lightweight specifications
has led a number of international corporations and
government research laboratories such as Microsoft,
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IBM, Lucent, NEC, the National Aeronautics and Space
Administration (NASA), and the Jet Propulsion Labo-
ratory (JPL) to fund their own software model checking
projects.

A drawback of model checking is the state-
explosion problem. Software tends to be less structured
than hardware and is considered as a concurrent but
asynchronous system. In other words, two independent
processes in software executing concurrently in either
order result in the same global state [30.47]. Failing to
execute checking because of too many states is a partic-
ularly serious problem for software. Several methods,
including symbolic representation, partial order reduc-
tion, compositional reasoning, abstraction, symmetry,
and induction, have been developed either to decrease
the number of states in the model or to accommodate
more states, although none of them has been able to
solve the problem by allowing a general number of
states in the system.

Based on the observation that software model
checking has been particularly successful when it can
be optimized by taking into account properties of a spe-
cific application domain, Hatcliff and colleagues have
developed Bogor [30.56], which is a highly modular
model-checking framework that can be tailored to spe-
cific domains. Bogor’s extensible modeling language
allows new modeling primitives that correspond to do-
main properties to be incorporated into the modeling
language as first-class citizens. Bogor’s modular archi-
tecture enables its core model-checking algorithms to
be replaced by optimized domain-specific algorithms.
Bogor has been incorporated into Cadena and tailored
to checking avionics designs in the common object re-
quest broker architecture (CORBA) component model
(CCM), yielding orders of magnitude reduction in
verification costs. Specifically, Bogor’s modeling lan-
guage has been extended with primitives to capture
CCM interfaces and a real-time CORBA (RT-CORBA)
event channel interface, and Bogor’s scheduling and
state-space exploration algorithms were replaced with
a scheduling algorithm that captures the particular
scheduling strategy of the RT-CORBA event chan-
nel and a customized state-space storage strategy that
takes advantage of the periodic computation of avionics
software.

Despite this successful customizable strategy, there
are additional issues that need to be addressed when
incorporating model checking into an overall de-
sign/development methodology. A basic problem con-
cerns incorrect or incomplete specifications: before
verification, specifications in some logical formalism

(usually temporal logic) need to be extracted from
design requirements (properties). Model checking can
verify if a model of the design satisfies a given speci-
fication. It is impossible, however, to determine if the
derived specifications are consistent with or cover all
design properties that the system should satisfy. That
is, it is unknown if the design satisfies any unspeci-
fied properties, which are often assumed by designers.
Even if all necessary properties are verified through
model checking, code generated to implement the de-
sign is not guaranteed to meet design specifications, or
more importantly, design properties. Model-based soft-
ware testing is being studied to connect the two ends in
software design: requirements and code.

The detection of design errors in software engineer-
ing has received much attention. In addition to model
checking and software testing, for instance, Miceli
et al. [30.8] has proposed a metric-based technique for
design flaw detection and correction. In parallel com-
puting, synchronization errors are major problems and
a nonintrusive detection method for synchronization er-
rors using execution replay has been developed [30.14].
Besides, concurrent error detection (CED) is well
known for detecting errors in distributed computing sys-
tems and its use of duplications [30.9, 57], which is
sometimes considered a drawback.

30.2.5 Error Detection and Diagnostics
in Discrete-Event Systems

Recently, Petri nets have been applied in fault detection
and diagnostics [30.58–60] and fault analysis [30.61–
63]. Petri nets are formal modeling and analysis tool
for discrete-event or asynchronous systems. For hybrid
systems that have both event-driven and time-driven
(synchronous) elements, Petri nets can be extended to
global Petri nets to model both discrete-time and event
elements. To detect and diagnose faults in discrete-
event systems (DES), Petri nets can be used together
with finite-state machines (FSM) [30.64, 65]. The no-
tion of diagnosability and a construction procedure for
the diagnoser have been developed to detect faults in
diagnosable systems [30.64]. A summary of the use of
Petri nets in error detection and recovery before the
1990s can be found in the work of Zhou and DiCe-
sare [30.66].

To detect and diagnose faults with Petri nets, some
of the places in a Petri net are assumed observable and
others are not. All transitions in the Petri net are also
unobservable. Unobservable places, i. e., faults, indi-
cate that the number of tokens in those places is not
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observable, whereas unobservable transitions indicate
that their occurrences cannot be observed [30.58, 60].
The objective of the detection and diagnostics is to
identify the occurrence and type of a fault based on
observable places within finite steps of observation
after the occurrence of the fault. It is clear that to
detect and diagnose faults with Petri nets, system mod-
eling is complex and time consuming because faulty
transitions and places must be included in a model.
Research on this subject has mainly involved the exten-
sion of previous work using FSM and has made limited
progress.

Faults in discrete-event systems can be diagnosed
with the decentralized approach [30.67]. Distributed
diagnostics can be performed by either diagnosers
communicating with each other directly or through a co-
ordinator. Alternatively, diagnostics decisions can be
made completely locally without combining the infor-
mation gathered [30.67]. The decentralized approach is
a viable direction for error detection and diagnostics in
large and complex systems.

30.2.6 Error Detection in Service
and Healthcare Industries

Errors tend to occur frequently in certain service in-
dustries that involve intensive human operations. As
the use of computers and other automation devices,
e.g., handwriting recognition and sorting machines
in postal service, becomes increasingly popular, er-
rors can be effectively and automatically prevented
and reduced to minimum in many service indus-
tries including delivery, transportation, e-Business, and
e-Commerce. In some other service industries, espe-
cially in healthcare systems, error detection is critical
and limited research has been conducted to help de-
velop systems that can automatically detect human
errors and other types of errors [30.68–72]. Several
systems and modeling tools have been studied and
applied to detect errors in health industries with the
help of automation devices (e.g., [30.73–76]). Much
more research needs to be conducted to advance the
development of automated error detection in service in-
dustries.

30.2.7 Error Detection and Prevention
Algorithms for Production
and Service Automation

The fundamental work system has evolved from
manual power, human–machine system, computer-

aided and computer-integrated systems, and then to
e-Work [30.77], which enables distributed and decen-
tralized operations where errors and conflicts propagate
and affect not only the local workstation, but the
entire production/service network. Agent-based algo-
rithms, e.g., (30.3), have been developed to detect
and prevent errors in the process of providing a sin-
gle product/service in a sequential production/service
line [30.78, 79]. Qi is the performance of unit i. U ′

m
and L ′

m are the upper limit and lower limit, respec-
tively, of the acceptable performance of unit m. Um and
Lm are the upper limit and lower limit, respectively, of
the acceptable level of the quality of a product/service
after the operation of unit m. Units 1 through m −1
complete their operation on a product/service before
unit m starts its operation on the same product/service.
An agent deployed at unit m executes (30.3) to prevent
errors

∃E(um) , if

{
Um − L ′

m <

m−1∑
i=1

Qi

}

∪
{

Lm −U ′
m >

m−1∑
i=1

Qi

}
. (30.3)

In the process of providing multiple products/services,
traditionally, the centralized algorithm (30.4) is used to
predict errors in a sequential production/service line.
Ii (0) is the quantity of available raw materials for unit
i at time 0. ηi is the probability a product/service is
within specifications after being operated by unit i,
assuming the product/service is within specifications
before being operated by unit i. ϕm(t) is the needed
number of qualified products/services after the opera-
tion of unit m at time t. Equation (30.4) predicts at
time 0 the potential errors that may occur at unit m at
time t. Equation (30.4) is executed by a central control
unit that is aware of Ii (0) and ηi of all units. Equa-
tion (30.4) often has low reliability, i. e., high false
positive rates (errors are predicted but do not occur),
or low preventability, i. e., high false negative rate (er-
rors occur but are not predicted), because it is difficult
to obtain accurate ηi when there are many units in the
system.

∃E[um(t)] , if
m

min
i=1

{
Ii (0)×

m∏
i

ηi

}
< ϕm(t)

(30.4)

To improve reliability and preventability, agent-based
error prevention algorithms, e.g., (30.5), have been de-
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Fig. 30.6 Incident mapping

veloped to prevent errors in the process of providing
multiple products/services [30.80]. Cm(t′) is the num-
ber of cumulative conformities produced by unit m by
time t′. Nm(t′) is the number of cumulative noncon-
formities produced by unit m by time t ′. An agent
deployed at unit m executes (30.5) by using infor-
mation about unit m − 1, i. e., Im−1(t′), ηm−1, and
Cm−1(t′) to prevent errors that may occur at time t,
t ′ < t. Multiple agents deployed at different units can
execute (30.5) simultaneously to prevent errors. Each
agent can have its own attitude, i. e., optimistic or
pessimistic, toward the possible occurrence of errors.
Additional details about agent-based error prevention
algorithms can be found in the work by Chen and
Nof [30.80]:

∃E[um(t)] if min
[
Im(t′), Im−1(t′) ×ηm−1

+Cm−1(t′)− Nm(t′)
−Cm(t′)

]
×ηm +Cm(t′)

< ϕm(t), t′ < t . (30.5)

30.2.8 Error-Prevention Culture (EPC)

To prevent errors effectively, an organization is ex-
pected to cultivate an enduring error-prevention culture
(EPC) [30.81], i. e., the organization knows what to do
to prevent errors when no one is telling it what to do.
The EPC model has five components [30.81]:

1. Performance management: the human performance
system helps manage valuable assets and involves
five key areas: (a) an environment to minimize
errors, (b) human resources that are capable of per-
forming tasks, (c) task monitoring to audit work,
(d) feedback provided by individuals or teams
through collaboration, and (e) consequences pro-
vided to encourage or discourage people for their
behaviors.

2. System alignment: an organization’s operating sys-
tems must be aligned to get work done with
discipline, routines, and best practices.

3. Technical excellence: an organization must promote
shared technical and operational understanding of
how a process, system or asset should technically
perform.

4. Standardization: standardization supports error pre-
vention with a balanced combination of good
manufacturing practices.

5. Problem-resolution skills: an organization needs
people with effective statistical diagnostics and
issue-resolution skills to address operational pro-
cess challenges.

Not all errors can be prevented manually and/or by
automation systems. When an error does occur, incident
mapping (Fig. 30.6) [30.81] as one of the exception-
handling tools can be used to analyze the error and
proactively prevent future errors.

30.3 Conflict Prognostics and Prevention

Conflicts can be categorized into three classes [30.82]:
goal conflicts, plan conflicts, and belief conflicts. Goals
of an agent are modeled with an intended goal struc-
ture (IGS; e.g., Fig. 30.7), which is extended from
a goal structure tree [30.83]. Plans of an agent are
modeled with the extended project estimation and re-
view technique (E-PERT) diagram (e.g., Fig. 30.8). An
agent has (1) a set of goals which are represented
by circles (Fig. 30.7), or circles containing a number
(Fig. 30.8), (2) activities such as Act 1 and Act 2 to

achieve the goals, (3) the time needed to complete an
activity, e.g., T1, and (4) resources, e.g., R1 and R2
(Fig. 30.8). Goal conflicts are detected by comparing
goals by agents. Each agent has a PERT diagram and
plan conflicts are detected if agents fail to merge PERT
diagrams or the merged PERT diagrams violate certain
rules [30.82].

The three classes of conflicts can also be mod-
eled by Petri nets with the help of four basic
modules [30.84]: sequence, parallel, decision, and
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decision-free, to detect conflicts in a multiagent sys-
tem. Each agent’s goal and plan are modeled by
separate Petri nets [30.85], and many Petri nets are
integrated using a bottom-up approach [30.66, 84]
with three types of operations [30.85]: AND, OR,
and precedence. The synthesized Petri net is ana-
lyzed to detect conflicts. Only normal transitions and
places are modeled in Petri nets for conflict detec-
tion. The Petri-net-based approach for conflict detection
developed so far has been rather limited. It has empha-
sized more the modeling of a system and its agents
than the analysis process through which conflicts are
detected.

The three common characteristics of available con-
flict detection approaches are: (1) they use the agent
concept because a conflict involves at least two units in
a system; (2) an agent is modeled for multiple times be-
cause each agent has at least two distinct attributes: goal
and plan; and (3) they not only detect, but mainly pre-
vent conflicts because goals and plans are determined
before agents start any activities to achieve them. The
main difference between the IGS and PERT approach,
and the Petri net approach is that agents communi-
cate with each other to detect conflicts in the former
approach whereas a centralized control unit analyzes
the integrated Petri net to detect conflicts in the lat-
ter approach [30.85]. The Petri net approach does not
detect conflicts using agents, although systems are mod-
eled with agent technology. Conflict detection has been
mostly applied in collaborative design [30.86–88]. The
ability to detect conflicts in distributed design activities
is vital to their success because multiple designers tend
to pursue individual (local) goals prior to considering
common (global) goals.

Time
Agent A's IGS

A0

Agent A's IGS

A0

Agent A's IGS

A0

A1

A1

A5 A6A4

Fig. 30.7 Development of agent A’s intended goal structure (IGS)
over time
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Fig. 30.8 Merged project estimation and review technique (PERT)
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30.4 Integrated Error and Conflict Prognostics and Prevention

30.4.1 Active Middleware

Middleware was originally defined as software that con-
nects two separate applications or separate products
and serves as the glue between two applications; for
example, in Fig. 30.9, middleware can link several dif-
ferent database systems to several different web servers.
The middleware allows users to request data from any
database system that is connected to the middleware us-
ing the form displayed on the web browser of one of the
web servers.

Active middleware is one of the four circles
of the “e-” in e-Work as defined by the PRISM

Center (Production, Robotics, and Integration Soft-
ware for Manufacturing & Management) at Purdue
University [30.77]. Six major components in active
middleware have been identified [30.89, 90]: model-
ing tool, workflows, task/activity database, decision
support system (DSS), multiagent system (MAS), and
collaborative work protocols. Active middleware has
been developed to optimize the performance of in-
teractions in heterogeneous, autonomous, and distrib-
uted (HAD) environments, and is able to provide an
e-Work platform and enables a universal model for
error and conflict prognostics and prevention in a dis-
tributed environment. Figure 30.10 shows the structure
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Fig. 30.9 Middleware in a database server system
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Fig. 30.10 Active middleware architecture (after [30.89])
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Fig. 30.11 Conflict and error detection model (CEDM)

of the active middleware; each component is described
below:

1. Modeling tool: The goal of a modeling tool is to cre-
ate a representation model for a multiagent system.
The model can be transformed to next-level models,
which will be the base of the system implementa-
tion.

2. Workflows: Workflows describe the sequence and re-
lations of tasks in a system. Workflows store the
answer to two questions: (1) Which agent will ben-
efit from the task when it is completed by one or
more given agents? (2) Which task must be finished
before other tasks can begin? The workflows are
specific to the given system, and can be managed
by a workflow management system (WFMS).

3. Task/activity database: This database is used to
record and help allocate tasks. There are many tasks
in a large system such as those applied in auto-
motive industries. Certain tasks are performed by
several agents, and others are performed by one
agent. The database records all task information and
the progress of tasks (activity) and helps allocate
and reallocate tasks if required.

4. Decision support system (DSS): DSS for the ac-
tive middleware is like the operating system for
a computer. In addition, DSS already has programs
running for monitoring, analysis, and optimization.
It can allocate/delete/create tasks, bring in or take
off agents, and change workflows.

5. Multiagent system (MAS): MAS includes all agents
in a system. It stores information about each agent,
for example, capacity and number of agents, func-
tions of an agent, working time, and effective date
and expiry date of the agent.

6. Cooperative work protocols: Cooperative work
protocols define communication and interaction
protocols between components of active middle-
ware. It is noted that communication between agents
also includes communication between components
because active middleware includes all agents in
a system.

30.4.2 Conflict and Error Detection Model

A conflict and error detection model (CEDM;
Fig. 30.11) that is supported by the conflict and er-
ror detection protocol (CEDP, part of collaborative
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work protocols) and conflict and error detection agents
(CEDAs, part of MAS) has been developed [30.91] to
detect errors and conflicts in different network topolo-
gies. The CEDM integrates CEDP, CEDAs, and four
error and conflict detection components (Fig. 30.11).
A CEDA is deployed at each unit of a system to
(1) detect errors and conflicts by three components (de-
tection policy generation, error detection, and conflict
evaluation), which interact with and are supported by
error knowledge base, and (2) communicate with other
CEDAs to send and receive error and conflict announce-
ments with the support of CEDP. The CEDM has been
applied to four different network topologies and the re-
sults show that the performance of CEDM is sometimes
counterintuitive, i. e., it performs better on networks that
seem more complex. To be able to detect both errors and
conflicts is desired when they exist in the same system.
Because errors are different from conflicts, the activi-
ties to detect them are often different and need to be
integrated.

30.4.3 Performance Measures

Performance measures are necessary for the evaluation
and comparison of various error and conflict prognos-
tics and prevention methods. Several measures have
already been defined and developed in previous re-
search:

1. Detection latency: The time between the instant that
an error occurs and the instant that the error is de-
tected [30.10, 91].

2. Error coverage: The percentage of detected errors
with respect to the total number of errors [30.10].

3. Cost: The overhead caused by including error de-
tection capability with respect to the system without
the capability [30.10].

4. Conflict severity: The severity of a conflict. It is the
sum of the severity caused by the conflict at each
involving unit [30.91].

5. Detectability: The ability of a detection method.
It is a function of detection accuracy, cost, and
time [30.92].

6. Preventability: The ratio of the number of errors pre-
vented divided by the total number of errors [30.80].

7. Reliability: The ratio of the number of errors pre-
vented divided by the number of errors identified or
predicted, or the ratio of the number of errors de-
tected divided by the total number of errors [30.40,
45, 80].

Other performance measures, e.g., total damage and
cost–benefit ratio, can be developed to compare differ-
ent methods. Appropriate performance measures help
determine how a specific method performs in different
situations and are often required when there are multiple
methods available.

30.5 Error Recovery and Conflict Resolution

When an error or a conflict occurs and is detected,
identified, isolated or diagnosed, there are three possi-
ble consequences: (1) other errors or conflicts that are
caused by the error or conflict have occurred; (2) other
errors or conflicts that are caused by the error or con-
flict will (probably) occur; (3) other errors or conflicts,
or the same error or conflict, will (probably) occur if
the current error or conflict is not recovered or resolved,
respectively. One of the objectives of error recovery
and conflict resolution is to avoid the third consequence
when an error or a conflict occurs. They are therefore
part of error and conflict prognostics and prevention.

There has been extensive research on automated er-
ror recovery and conflict resolution, which are often
domain specific. Many methods have been developed
and applied in various real-world applications in which
the main objective of error recovery and conflict res-
olution is to keep the production or service flowing;

for instance, Fig. 30.12 shows a recovery tree for rheo-
stat pick-up and insertion, which is programmed for
automatic error recovery. Traditionally, error recovery
and conflict resolution are not considered as an ap-
proach to prevent errors and conflicts. In the next two
Sections, we describe two examples, error recovery in
robotics [30.93] and conflict resolution in collaborative
facility design [30.88, 94], to illustrate how to perform
these two functions automatically.

30.5.1 Error Recovery

Error recovery cannot be avoided when using robots
because errors are an inherent characteristic of robotic
applications [30.95] that are often not fault tolerant.
Most error recovery applications implement prepro-
grammed nonintelligent corrective actions [30.95–98].
Due to the large number of possible errors and the
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Fig. 30.12 Recovery tree for rheostat pick-up and insertion recovery. A branch may only be entered once; on success
branch downward; on failure branch to right if possible, otherwise branch left; when the end of a branch is reached,
unless otherwise specified return to last sensing position; “?” signifies sensing position where sensors or variables are
evaluated (after [30.1])

inherent complexity of recovery actions, to automate
error recovery fully without human interventions is dif-
ficult. The emerging trend in error recovery is to equip

Table 30.4 Multiapproach conflict resolution in collab-
orative design (Mcr) structure [30.88, 94] (after [30.94],
courtesy Elsevier, 2008)�
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Stage Strategy Steps to achieve conflict resolution Methodologies and tools

Mcr(1) Direct
negotiation

1. Agent prepares resolution proposal and sends to counterparts
2. Counterpart agents evaluate proposal. If they accept it, go to
step 5; otherwise go to step 3
3. Counterpart agents prepare a counteroffer and send it back
to originating agent
4. Agent evaluates the counteroffer. If accepted go to step 5;
otherwise go to Mcr(2)
5. End of the conflict resolution process

Heuristics;
Knowledge-based
interactions;
Multiagent systems

Mcr(2) Third-party
mediation

1. Third-party agent prepares resolution proposal and sends to
counterparts
2. Counterpart agents evaluate the proposal. If accepted, go to
step 5; otherwise go to step 3
3. Counterpart agents prepare a counteroffer and send it back
to the third-party agent
4. Third-party agent evaluates counteroffer. If accepted go to
step 5; otherwise go to Mcr(3)
5. End of the conflict resolution process

Heuristics;
Knowledge-based
interactions;
Multiagent systems;
PESUADER [30.99]

Mcr(3) Incorporation
of
additional
parties

1. Specialized agent prepares resolution proposal and sends to
counterparts
2. Counterpart agents evaluate the proposal. If accepted, go to
step 5; otherwise go to step 3
3. Counterpart agents prepare a counteroffer and send it back
to the specialized agent
4. Specialized agent evaluates counteroffer. If accepted go to
step 5; otherwise go to Mcr(4)
5. End of the conflict resolution process

Heuristics;
Knowledge-based
interactions;
Expert systems

Mcr(4) Persuasion 1. Third-party agent prepares persuasive arguments and sends
to counterparts
2. Counterpart agents evaluate the arguments
3. If the arguments are effective, go to step 4; otherwise go to
Mcr(5)
4. End of the conflict resolution process

PERSUADER [30.99];
Case-based reasoning

Mcr(5) Arbitration 1. If conflict management and analysis results in common pro-
posals (X), conflict resolution is achieved through management
and analysis
2. If conflict management and analysis results in mutually ex-
clusive proposals (Y), conflict resolution is achieved though
conflict confrontation
3. If conflict management and analysis results in no conflict
resolution proposals (Z), conflict resolution must be used

Graph model for
conflict resolution
(GMCR) [30.100] for
conflict management and
analysis;
Adaptive neural-fuzzy
inference system
(ANFIS) [30.101] for
conflict confrontation;
Dependency
analysis [30.102] and
product flow analysis for
conflict resolution
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Table 30.5 Summary of error and conflict prognostics and prevention theories, applications, and open challenges

Applications Assembly and Process monitoring Hardware testing Software testing
inspection

Methods/ Control theory; Analytical Data-driven Knowledge- Information theory; Model checking;

technologies Knowledge base; based Heuristic search Bogor;

Computer/machine Cadena;

vision; Concurrent error

Robotics; detection (CED)

Feature extraction;

Pattern recognition

Functions

Detection × × × × × ×

Diagnostics × × × × ×

Identification × × × × × ×

Isolation × × × × × ×

Error recovery ×

Conflict

resolution

Prognostics × × ×

Exception ×
handling

Errors/conflicts E E E E E E

Centralized/ C C C C C C

decentralized

Strengths Integration of error Accurate and Can process Does not Accurate Thorough

detection and reliable large amount require detailed and verification

recovery of data system reliable with formal methods

information

Weaknesses Domain specific; Require Rely on the Results are Difficult to derive State explosion;

Lack of general mathematical quantity, subjective and optimal algorithms Duplications needed

methods models that quality, and may not be to minimize cost; in CED;

are often timeliness reliable Time consuming Cannot deal with

not available of data for large systems incorrect or

incomplete

specifications

[30.3, 20–34] [30.17, 19, 35] [30.36–45] [30.8, 9, 14, 47–57]

systems with human intelligence so that they can cor-
rect errors through reasoning and high-level decision
making. An example of an intelligent error recovery
system is the neural-fuzzy system for error recovery
(NEFUSER) [30.93]).

The NEFUSER is both an intelligent system and
a design tool of fuzzy logic and neural-fuzzy models
for error detection and recovery. The NEFUSER has

been applied to a single robot working in an assem-
bly cell. The NEFUSER enables interactions among
the robot, the operator, and computer-supported ap-
plications. It interprets data and information collected
by the robot and provided by the operator, analyzes
data and information with fuzzy logic and/or neural-
fuzzy models, and makes appropriate error recovery
decisions. The NEFUSER has learning ability to im-
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Table 30.5 (cont.)

Applications Discrete event Collaborative design Production and service
system

Methods/ Petri net; Intended goal Facility Detection and Conflict and Fuzzy logic;

technologies Finite-state structure (IGS); description prevention error detection Artificial

machine (FSM) Project evaluation language algorithms; model (CEDM); intelligence

and review (FDL); Reliability Active

technique (PERT); Mcr; theory; middleware

Petri net; CDMS Process

Conflict detection modeling;

and management Workflow

system (CDMS)

Functions

Detection × × × ×

Diagnostics

Identification × × × ×

Isolation × × × ×

Error recovery ×

Conflict ×

resolution

Prognostics × × ×

Exception × ×

handling

Errors/conflicts E C C E E/C E

Centralized/ C/D C/D C/D C/D D C/D

decentralized

Strengths Formal method Modeling Integration of Reliable; Short detection Correct errors

applicable to of systems traditional human Easy to apply time through

various with agent-based conflict reso- reasoning and

systems technology lutions and high-level

computer-based decision making

learning

Weaknesses State explosion An agent The adaptability Limited to Needs further Needs further

for large may be modeled of the methods to sequential development development

systems; for multiple times other design production and and for various

System due to many activities has not service lines; validation applications

modeling is conflicts been validated Domain

complex and it is involved specific

time-consuming

[30.58–67] [30.66, 82–88] [30.77, 86, 88, 94] [30.68–80] [30.77, 89–91] [30.93, 95–98, 103]

[30.104–114]

prove corrective actions and adapt to different errors.
The NEFUSER therefore increases the level of automa-
tion by decreasing the number of times that the robot
has to stop and the operator has to intervene due to
errors.

Figure 30.13 shows the interactions between the
robot, the operator, and computer-supported applica-

tions. The NEFUSER is the error recovery brain and
is programmed and run on MATLAB, which provides
a friendly windows-oriented fuzzy inference system
(FIS) that incorporates the graphical user interface tools
of the fuzzy logic toolbox [30.103]. The example in
Fig. 30.13 includes a robot and an operator in an as-
sembly cell. In general, the NEFUSER design for error
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NEFUSER

Request
help

Interact
with the
system

Recovery
strategy

Recovery
instructions

Operations and
recovery actions

Assist

Sensing

Sensor data

Sensor
information

Operator

Controller
Robot

Production
process

Fig. 30.13 Interactions with NEFUSER (after [30.93])

recovery includes three main tasks: (1) design the FIS,
(2) manage and evaluate information, and (3) train the
FIS with real data and information.

30.5.2 Conflict Resolution

There is a growing demand for knowledge-intensive
collaboration in distributed design [30.94, 113, 114].

Conflict detection has been studied extensively in col-
laborative design, as has conflict resolution, which
is often the next step after a conflict is detected.
There has been extensive research on conflict resolution
(e.g., [30.105–110]). Recently, a multiapproach method
to conflict resolution in collaborative design has been
introduced with the development of the facility descrip-
tion language–conflict resolution (FDL-CR) [30.88].
The critical role of computer-supported conflict resolu-
tion in distributed organizations has been discussed in
great detail [30.77, 104, 111, 112]. In addition, Ceroni
and Velasquez [30.86] have developed the conflict de-
tection and management system (CDMS) and their
work shows that both product complexity and number
of participating designers have a statistically significant
effect on the ratio of conflicts resolved to those detected,
but that only complexity had a statistically significant
effect on design duration.

Based on the previous work, most recently, a new
method, Mcr (Table 30.4), has been developed to
automatically resolve conflict situations common in
collaborative facility design using computer-support
tools [30.88, 94]. The method uses both traditional
human conflict-resolution approaches that have been
used successfully by others and principles of con-
flict prevention to improve design performance and
apply computer-based learning to improve usefulness.
A graph model for conflict resolution is used to facil-
itate conflict modeling and analysis. The performance
of the new method has been validated by implementing
its conflict resolution capabilities in the FDL, a com-
puter tool for collaborative facility design, and by
applying FDL-CR, to resolve typical conflict situations.
Table 30.4 describes the Mcr structure.

Table 30.5 summarizes error and conflict prognos-
tics and prevention methods and technologies in various
production and service applications.

30.6 Emerging Trends

30.6.1 Decentralized and Agent-Based
Error and Conflict Prognostics
and Prevention

Most error and conflict prognostics and prevention
methods developed so far are centralized approaches
(Table 30.5) in which a central control unit controls
data and information and executes some or all eight
functions to prevent errors and conflicts. The central-
ized approach often requires substantial time to execute

various functions and the central control unit often
possesses incomplete or incorrect data and informa-
tion [30.80]. These disadvantages become apparent
when a system has many units that need to be examined
for errors and conflicts.

To overcome the disadvantages of the centralized
approach, the decentralized approach that takes advan-
tage of the parallel activities of multiple agents has been
developed [30.16, 67, 79, 80, 91]. In the decentralized
approach, distributed agents detect, identify or isolate
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errors and conflicts at individual units of a system, and
communicate with each other to diagnose and prevent
errors and conflicts. The main challenge of the decen-
tralized approach is to develop robust protocols that
can ensure effective communications between agents.
Further research is needed to develop and improve de-
centralized approaches for implementation in various
applications.

30.6.2 Intelligent Error and Conflict
Prognostics and Prevention

Compared with humans, automation systems perform
better when they are used to prevent errors and
conflicts through the violation of specifications or vi-
olation in comparisons [30.13]. Humans, however, have
the ability to prevent errors and conflicts through
the violation of expectations, i. e., with tacit knowl-
edge and high-level decision making. To increase the
effectiveness degree of automation of error and con-
flict prognostics and prevention, it is necessary to
equip automation systems with human intelligence
through appropriate modeling techniques such as fuzzy
logic, pattern recognition, and artificial neural net-
works. There has been some preliminary work to
incorporate high-level human intelligence in error de-
tection and recovery (e.g., [30.3, 93]) and conflict
resolution [30.88, 94]. Additional work is needed to
develop self-learning, self-improving artificial intelli-
gence systems for error and conflict prognostics and
prevention.

30.6.3 Graph and Network Theories

The performance of an error and conflict prognostics
and prevention method is significantly influenced by
the number of units in a system and their relationship.
A system can be viewed as a graph or a network with
many nodes, each of which represents a unit in the sys-
tem. The relationship between units is represented by
the link between nodes. The study of network topolo-
gies has a long history stretching back at least to the
1730s. The classic model of a network, the random net-
work, was first discussed in the early 1950s [30.115]
and was rediscovered and analyzed in a series of papers

published in the late 1950s and early 1960s [30.116–
118]. Most recently, several network models have been
discovered and extensively studied, for instance, the
small-world network (e.g., [30.119]), the scale-free
network (e.g., [30.120–123]), and the Bose–Einstein
condensation network [30.124]. Bioinspired network
models for collaborative control have recently been
studied by Nof [30.125] (see also Chap. 75 for more
details).

Because the same prognostics and prevention
method may perform quite differently on networks with
different topologies and attributes, or with the same
network topology and attributes but with different pa-
rameters, it is imperative to study the performance of
prognostics and prevention methods with respect to dif-
ferent networks for the best match between methods
and networks. There is ample room for research, de-
velopment, and implementation of error and conflict
prognostics and prevention methods supported by graph
and network theories.

30.6.4 Financial Models
for Prognostics Economy

Most errors and conflicts must be detected, isolated,
identified, diagnosed or prevented. Certain errors and
conflicts, however, may be tolerable in certain systems,
i. e., fault-tolerant systems. Also, the cost of automating
some or all eight functions of error and conflict prognos-
tics and prevention may far exceed the damages caused
by certain errors and conflicts. In both situations, cost–
benefit analyses can be used to determine if an error or
a conflict needs to be dealt with. In general, financial
models are used to analyze the economy of prognostics
and prevention methods for specific errors and con-
flicts, to help decide which of the eight functions will
be executed and how they will be executed, e.g., the fre-
quency. There has been limited research on how to use
financial models to help justify the automation of er-
ror and conflict prognostics and prevention [30.92,126].
One of the challenges is how to appropriately evalu-
ate or assess the damage of errors and conflicts, e.g.,
short-term damage, long-term damage, and intangible
damage. Additional research is needed to address these
economical decisions.

30.7 Conclusion

In this Chapter we have discussed the eight func-
tions that automate error and conflict prognostics and

prevention and their applications in various produc-
tion and service areas. Prognostics and prevention
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methods for errors and conflicts are developed based
on extensive theoretical advancements in many sci-
ence and engineering domains, and have been suc-
cessfully applied to various real-world problems. As
systems and networks become larger and more com-

plex, such as global enterprises and the Internet,
error and conflict prognostics and prevention be-
come more important and the focus is shifting from
passive response to active prognostics and preven-
tion.
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Automation Design: Theory and Methods for Integration. Part D After focusing in the previous part on
the details, principles and practices of the methodologies for automation design, the chapters in this part cover the
basic design requirements for the automation and illustrate examples of how the challenging issues can be solved
for the deign and integration of automation with respect to its main purpose: Continuous and discrete processes
and industries, such as chemicals, refineries, machinery, and instruments; process automation safety; automa-
tion products such as circuit breakers, motors, drives, robots, and other components for consumer products; and
services, such as maintenance, logistics, upgrade and repair, remote support operations, and tools for service per-
sonnel; design issues and criteria when integrating humans with the automation; design techniques, criteria and
algorithms for flow lines, such as assembly lines, transfer lines, machining lines; and the design of complex,
large-scale, integrated automation. Another view of automation integration is with computer-aided design (CAD)
and computer-aided engineering (CAE), which are themselves fine examples of integrated automation, and are
required for the design of any automation and non-automation components, products, microelectronics, and ser-
vices. Concluding this part is the design for safety of automation, and of automation for safety, as they have
become an obligatory and mandatory concern of automation integrators.
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Process Auto31. Process Automation

Thomas F. Edgar, Juergen Hahn

The field of process automation is concerned
with the analysis of dynamic behavior of chem-
ical processes, design of automatic controllers,
and associated instrumentations. Process automa-
tion as practised in the process industries has
undergone significant changes since it was first
introduced in the 1940s. Perhaps the most signif-
icant influence on the changes in process control
technology has been the introduction of inex-
pensive digital computers and instruments with
greater capabilities than their analog predeces-
sors. During the past 20 years automatic control
has assumed increased importance in the pro-
cess industries, which has led to the application of
more sophisticated techniques.
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31.1 Enterprise View of Process Automation

Process automation is used in order to maximize pro-
duction while maintaining a desired level of product
quality and safety and making the process more eco-
nomical. Because these goals apply to a variety of
industries, process control systems are used in facilities
for the production of chemicals, pulp and paper, metals,
food, and pharmaceuticals. While the methods of pro-
duction vary from industry to industry, the principles
of automatic control are generic in nature and can be
universally applied, regardless of the size of the plant.

In Fig. 31.1 the process automation activities are
organized in the form of a hierarchy with required func-
tions at the lower levels and desirable functions at the
higher levels. The time scale for each activity is shown
on the left side of Fig. 31.1. Note that the frequency of
execution is much lower for the higher-level functions.

31.1.1 Measurement and Actuation (Level 1)

Measurement devices (sensors and transmitters) and
actuation equipment (for example, control valves) are
used to measure process variables and implement the
calculated control actions. These devices are interfaced
to the control system, usually digital control equipment
such as a digital computer. Clearly, the measurement
and actuation functions are an indispensable part of any
control system.

31.1.2 Safety and Environmental/
Equipment Protection (Level 2)

The level 2 functions play a critical role by ensuring
that the process is operating safely and satisfies environ-
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5. Planning and
scheduling

Demand forecasting,
supply chain management,
raw materials and product
planning/scheduling

(Days–months)

4. Real-time
optimization

Plant-wide and individual unit
real-time optimization, parameter
estimation, supervisory
control, data reconcilation

(Hours–days)

3b. Multivariable
and constraint

control

Multivariable control, model
predictive control(Minutes–hours)

3a. Regulatory
control

PID control, advanced control
techniques, control loop
performance monitoring

(Seconds–minutes)

2. Safety,
environmental/

equipment
protection

Alarm management, emergency
shutdown(< 1 second)

1. Measurement
and actuation

Process

Sensor and actuator validation,
limit checking(< 1 second)

Fig. 31.1 The five levels of process control and optimization in man-
ufacturing. Time scales are shown for each level [31.1]

mental regulations. Process safety relies on the principle
of multiple protection layers that involve groupings
of equipment and human actions. One layer includes
process control functions, such as alarm management
during abnormal situations, and safety instrumented
systems for emergency shutdowns. The safety equip-
ment (including sensors and control valves) operates
independently of the regular instrumentation used for
regulatory control in level 3a. Sensor validation tech-
niques can be employed to confirm that the sensors are
functioning properly.

31.1.3 Regulatory Control (Level 3a)

Successful operation of a process requires that key
process variables such as flow rates, temperatures, pres-
sures, and compositions be operated at, or close to,
their set points. This level 3a activity, regulatory con-
trol, is achieved by applying standard feedback and
feedforward control techniques. If the standard control
techniques are not satisfactory, a variety of advanced
control techniques are available. In recent years, there

has been increased interest in monitoring control system
performance.

31.1.4 Multivariable
and Constraint Control (Level 3b)

Many difficult process control problems have two dis-
tinguishing characteristics: (1) significant interactions
occur among key process variables, and (2) inequality
constraints exist for manipulated and controlled vari-
ables. The inequality constraints include upper and
lower limits; for example, each manipulated flow rate
has an upper limit determined by the pump and con-
trol valve characteristics. The lower limit may be zero
or a small positive value based on safety considera-
tions. Limits on controlled variables reflect equipment
constraints (for example, metallurgical limits) and the
operating objectives for the process; for example, a re-
actor temperature may have an upper limit to avoid
undesired side reactions or catalyst degradation, and
a lower limit to ensure that the reaction(s) proceed.

The ability to operate a process close to a limit-
ing constraint is an important objective for advanced
process control. For many industrial processes, the op-
timum operating condition occurs at a constraint limit,
for example, the maximum allowed impurity level in
a product stream. For these situations, the set point
should not be the constraint value because a process dis-
turbance could force the controlled variable beyond the
limit. Thus, the set point should be set conservatively,
based on the ability of the control system to reduce the
effects of disturbances.

The standard process control techniques of level 3a
may not be adequate for difficult control problems
that have serious process interactions and inequality
constraints. For these situations, the advanced control
techniques of level 3b, multivariable control and con-
straint control, should be considered. In particular, the
model predictive control (MPC) strategy was developed
to deal with both process interactions and inequality
constraints.

31.1.5 Real-Time Optimization (Level 4)

The optimum operating conditions for a plant are de-
termined as part of the process design, but during
plant operations, the optimum conditions can change
frequently owing to changes in equipment availabil-
ity, process disturbances, and economic conditions (for
example, raw materials costs and product prices). Con-
sequently, it can be very profitable to recalculate the
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optimum operating conditions on a regular basis. The
new optimum conditions are then implemented as set
points for controlled variables.

Real-time optimization (RTO) calculations are
based on a steady-state model of the plant and economic
data such as costs and product values. A typical objec-
tive for the optimization is to minimize operating cost
or maximize the operating profit. The RTO calculations
can be performed for a single process unit and/or on
a plant-wide basis.

The level 4 activities also include data analysis to
ensure that the process model used in the RTO cal-
culations is accurate for the current conditions. Thus,
data reconciliation techniques can be used to ensure
that steady-state mass and energy balances are satisfied.
Also, the process model can be updated using parameter
estimation techniques and recent plant data.

31.1.6 Planning and Scheduling (Level 5)

The highest level of the process control hierarchy is con-
cerned with planning and scheduling operations for the
entire plant. For continuous processes, the production
rates of all products and intermediates must be planned
and coordinated, based on equipment constraints, stor-

age capacity, sales projections, and the operation of
other plants, sometimes on a global basis. For the inter-
mittent operation of batch and semibatch processes, the
production control problem becomes a batch schedul-
ing problem based on similar considerations. Thus,
planning and scheduling activities pose large-scale op-
timization problems that are based on both engineering
considerations and business projections.

The activities of levels 1–3a in Fig. 31.1 are required
for all manufacturing plants, while the activities in lev-
els 3b–5 are optional but can be very profitable. The
decision to implement one or more of these higher-level
activities depends very much on the application and the
company. The decision hinges strongly on economic
considerations (for example, a cost–benefit analysis),
and company priorities for their limited resources, both
human and financial. The immediacy of the activity de-
creases from level 1 to level 5 in the hierarchy. However,
the amount of analysis and the computational require-
ments increase from the lowest to the highest level. The
process control activities at different levels should be
carefully coordinated and require information transfer
from one level to the next. The successful implementa-
tion of these process control activities is a critical factor
in making plant operation as profitable as possible.

31.2 Process Dynamics and Mathematical Models

Development of dynamic models forms a key compo-
nent for process automation, as controller design and
tuning is often performed by using a mathematical rep-
resentation of the process. A model can be derived
either from first-principles knowledge about the system
or from past plant data. Once a dynamic model has been
developed, it can be solved for a variety of conditions
that include changes in the input variables or variations
in the model parameters. The transient responses of the
output variables are calculated by numerical integration
after specifying both the initial conditions and the inputs
as functions of time.

A large number of numerical integration techniques
are available, ranging from simple techniques (e.g., the
Euler and Runge–Kutta methods) to more complicated
ones (e.g., the implicit Euler and Gear methods). All of
these techniques represent some compromise between
computational effort (computing time) and accuracy.
Although a dynamic model can always be solved in
principle, for some situations it may be difficult to gen-
erate useful numerical solutions. Dynamic models that
exhibit a wide range of time scales (stiff equations)

are quite difficult to solve accurately in a reasonable
amount of computation time. Software for integrating
ordinary and partial differential equations is readily
available. Popular software packages include MAT-
LAB, Mathematica, ACSL, IMSL, Mathcad, and GNU
Octave.

For dynamic models that contain large numbers
of algebraic and ordinary differential equations, gen-
eration of solutions using standard programs has been
developed to assist in this task. A graphical user inter-
face (GUI) allows the user to enter the algebraic and
ordinary differential equations and related information
such as the total integration period, error tolerances,
the variables to be plotted, and so on. The simulation
program then assumes responsibility for:

1. Checking to ensure that the set of equations is ex-
actly specified

2. Sorting the equations into an appropriate sequence
for iterative solution

3. Integrating the equations
4. Providing numerical and graphical output.
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Examples of equation-oriented simulators used in the
process industries include DASSL, ACSL, gPROMS,
and Aspen Custom Modeler.

One disadvantage of equation-oriented packages is
the amount of time and effort required to develop all
of the equations for a complex process. An alternative
approach is to use modular simulation where prewrit-
ten subroutines provide models of individual process
units such as distillation columns or chemical reac-
tors. Consequently, this type of simulator has a direct
correspondence to the process flowsheet. The modular
approach has the significant advantage that plant-scale
simulations only require the user to identify the appro-
priate modules and to supply the numerical values of
model parameters and initial conditions. This activity
requires much less effort than writing all of the equa-
tions. Furthermore, the software is responsible for all
aspects of the solution. Because each module is rather
general in form, the user can simulate alternative flow-
sheets for a complex process, for example, different
configurations of distillation towers and heat exchang-
ers, or different types of chemical reactors. Similarly,
alternative process control strategies can be quickly
evaluated. Some software packages allow the user to
add custom modules for novel applications.

Modular dynamic simulators have been available
since the early 1970s. Several commercial products
are available from Aspen Technology and Honeywell.
Modelica is an example of a collaborative effort that
provides modeling capability for a number of applica-
tion areas. These packages also offer equation-oriented
capabilities. Modular dynamic simulators are achiev-
ing a high degree of acceptance in process engineering
and control studies because they allow plant dynamics,
real-time optimization, and alternative control configu-
rations to be evaluated for an existing or a new plant.
They also can be used for operator training. This fea-
ture allows dynamic simulators to be integrated with
software for other applications such as control system
design and optimization.

While most processes can be accurately represented
by a set of nonlinear differential equations, a process
is usually operated within a certain neighborhood of its
normal operating point (steady state), thus the process
model can be closely approximated by a linearized ver-
sion of the model. A linear model is beneficial because it
permits the use of more convenient and compact meth-
ods for representing process dynamics, namely Laplace
transforms. The main advantage of Laplace transforms
is that they provide a compact representation of a dy-
namic system that is especially useful for the analysis

of feedback control systems. The Laplace transform of
a set of linear ordinary differential equations is a set
of algebraic equations in the new variable s, called the
Laplace variable. The Laplace transform is given by

F(s) = L[ f (t)] =
∞∫

0

f (t)e−st dt , (31.1)

where F(s) is the symbol for the Laplace transform,
f (t) is some function of time, and L is the Laplace
operator, defined by the integral. Tables of Laplace
transforms are well documented for common func-
tions [31.1]. A linear differential equation with a single
input u and single output y can be converted into a trans-
fer function using Laplace transforms as follows

Y (s) = G(s)U(s) , (31.2)

where U(s) is the Laplace transform of the input vari-
able u(t), Y (s) is the Laplace transform of the output
variable y(t), and G(s) is the transfer function, obtained
from transforming the differential equation.

The transfer function G(s) describes the dynamic
characteristic of the process. For linear systems it is in-
dependent of the input variable and so it can readily
be applied to any time-dependent input signal. As an
example, the first-order differential equation

τ
dy(t)

dt
+ y(t) = Ku(t) (31.3)

can be Laplace-transformed to

Y (s) = K

τs+1
U(s) . (31.4)

Note that the parameters K and τ , known as the pro-
cess gain and time constant, respectively, map into the
transfer function as unspecified parameters. Numerical
values for parameters such as K and τ have to be deter-
mined for controller design or for simulation purposes.
Several different methods for the identification of model
parameters in transfer functions are available. The most
common approach is to perform a step test on the pro-
cess and collect the data along the trajectory until it
reaches steady state. In order to identify the parameters,
the form of the transfer function model needs to be pos-
tulated and the parameters of the transfer function can
be estimated by using nonlinear regression. For more
details on the development of various transfer functions,
see [31.1].
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31.3 Regulatory Control

When the components of a control system are con-
nected, their overall dynamic behavior can be described
by combining the transfer functions for each compo-
nent. Each block describes how changes in the input
variables of the block will affect the output variables
of the block. One example is the feedback/feedforward
control block diagram shown in Fig. 31.2, which con-
tains the important components of a typical control
system, namely process, controller, sensor, and final
control element. Regulatory control deals with treat-
ment of disturbances that enter the system, as shown
in Fig. 31.2. These components are discussed in more
detail below.

Most modern control equipment require a digital
signal for displays and control algorithms, thus the
analog-to-digital converter (ADC) transforms the trans-
mitter analog signal to a digital format. Because ADCs
may be relatively expensive if adequate digital resolu-
tion is required, incoming digital signals are usually
multiplexed. Prior to sending the desired control ac-
tion, which is often in a digital format, to the final
control element in the field, the desired control action
is usually transformed by a digital-to-analog (DAC)
converter to an analog signal for transmission. DACs
are relatively inexpensive and are not normally multi-
plexed. Widespread use of digital control technologies
has made ADCs and DACs standard parts of the control
system.

Sensors
The hardware components of a typical modern digi-
tal control loop shown in Fig. 31.2 are discussed next.
The function of the process measurement device is to

Feedback
controller

Final control
element

Set point, 
YSP

Manipulated
variable, U

Error,
E

Feedforward
controller

Measurement
device

Process

Disturbance, D

Controlled
variable, YSupervisory

control

Fig. 31.2 Block diagram of a process

sense the values, or changes in values, of process vari-
ables. The actual sensing device may generate, e.g.,
a physical movement, a pressure signal, or a millivolt
signal. A transducer transforms the measurement signal
from one physical or chemical quantity to another, e.g.,
pressure to milliamps. The transduced signal is then
transmitted to a control room through the transmission
line. The transmitter is therefore a signal generator and
a line driver. Often the transducer and the transmitter are
contained in the same device.

The most commonly measured process variables
are temperature, flow, pressure, level, and composition.
When appropriate, other physical properties are also
measured. The selection of the proper instrumentation
for a particular application is dependent on factors such
as: the type and nature of the fluid or solid involved;
relevant process conditions; range, accuracy, and re-
peatability required; response time; installed cost; and
maintainability and reliability. Various handbooks are
available that can assist in selecting sensors for partic-
ular applications (e.g., [31.2]). Sensors are discussed in
detail on Chap. 20.

Control Valves
Material and energy flow rates are the most commonly
selected manipulated variables for control schemes.
Thus, good control valve performance is an essen-
tial ingredient for achieving good control performance.
A control valve consists of two principal assem-
blies: a valve body and an actuator. Good control
valve performance requires consideration of the process
characteristics and requirements such as fluid charac-
teristics, range, shut-off, and safety, as well as control
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requirements, e.g., installed control valve characteris-
tics and response time. The proper selection and sizing
of control valves and actuators is an extensive topic in
its own right [31.2].

Controllers
The most commonly employed feedback controller in
the process industry is the proportional–integral (PI)
controller, which can be described by the following
equation

u(t) = ū + KC

⎛
⎝e(t)+ 1

τI

t∫
0

e(t′)dt′
⎞
⎠ . (31.5)

Note that the controller includes proportional as well as
integrating action. The controller has two tuning param-
eters: the proportional constant KC and the integral time
constant τI. The integral action will eliminate offset for
constant load disturbances but it can potentially lead to
a phenomenon known as reset windup. When there is
a sustained error, the large integral term in (31.5) causes
the controller output to saturate. This can occur dur-
ing start-up of batch processes, or after large set point
changes or large sustained disturbances.

PI controllers make up the vast majority of con-
trollers that are currently used in the chemical process
industries. If it is important to achieve a faster response
that is offset-free, a PID (D = derivative) controller can

be utilized, described by the following expression

u(t) = ū + KC

⎛
⎝e(t)+ 1

τI

t∫
0

e(t′)dt′ + τD
de(t)

dt

⎞
⎠ .

(31.6)

The PID controller of (31.6) contains three tuning
parameters because the derivative mode adds a third
adjustable parameter τD. However, if the process mea-
surement is noisy, the value of the derivative of the error
may change rapidly and derivative action will amplify
the noise, as a filter on the error signal can be employed.
In the 21st century, digital control systems are ubi-
quitous in process plants, mostly employing a discrete
(finite-difference) form of the PID controller equation
given by

uk = ū + KC

(
ek + Δt

τI
k

k∑
i=0

ei + τD
ek − ek−1

Δt

)
,

(31.7)

where Δt is the sampling period for the control calcu-
lations and k represents the current sampling time. If
the process and the measurements permit to chose the
sampling period Δt to be small then the behavior of the
digital PID controller will essentially be the same as for
an analog PID controller.

31.4 Control System Design

Traditionally, process design and control system de-
sign have been separate engineering activities. Thus, in
the traditional approach, control system design is not
initiated until after plant design is well underway and
major pieces of equipment may even have been or-
dered. This approach has serious limitations because
the plant design determines the process dynamics as
well as the operability of the plant. In extreme situa-
tions, the process may be uncontrollable, even though
the design appears satisfactory from a steady-state point
of view. A more desirable approach is to consider pro-
cess dynamics and control issues early in the process
design.

The two general approaches to control system de-
sign are:

1. Traditional approach. The control strategy and
control system hardware are selected based on

knowledge of the process, experience, and insight.
After the control system is installed in the plant,
the controller settings (such as in a PID controller)
are adjusted. This activity is referred to as controller
tuning.

2. Model-based approach. A dynamic model of the
process is first developed that can be helpful in at
least three ways: (a) it can be used as the basis
for model-based controller design methods, (b) the
dynamic model can be incorporated directly in the
control law (for example, model predictive control),
and (c) the model can be used in a computer simu-
lation to evaluate alternative control strategies and
to determine preliminary values of the controller
settings.

For many simple process control problems con-
troller specification is relatively straightforward and
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a detailed analysis or an explicit model is not required.
However, for complex processes, a process model is
invaluable both for control system design and for an
improved understanding of the process.

The major steps involved in designing and installing
a control system using the model-based approach are
shown in the flowchart of Fig. 31.3. The first step, for-
mulation of the control objectives, is a critical decision.
The formulation is based on the operating objectives for
the plants and the process constraints; for example, in
the distillation column control problem, the objective
might be to regulate a key component in the distil-
late stream, the bottoms stream, or key components in
both streams. An alternative would be to minimize en-
ergy consumption (e.g., heat input to the reboiler) while
meeting product quality specifications on one or both
product streams. The inequality constraints should in-
clude upper and lower limits on manipulated variables,
conditions that lead to flooding or weeping in the col-
umn, and product impurity levels.

After the control objectives have been formulated,
a dynamic model of the process is developed. The dy-
namic model can have a theoretical basis, for example,
physical and chemical principles such as conserva-
tion laws and rates of reactions, or the model can be
developed empirically from experimental data. If exper-
imental data are available, the dynamic model should be
validated, with the data and the model accuracy char-
acterized. This latter information is useful for control
system design and tuning.

The next step in the control system design is to de-
vise an appropriate control strategy that will meet the
control objectives while satisfying process constraints.
As indicated in Fig. 31.3, this design activity is based on
models and plant data. Finally the control system can
be installed, with final adjustments performed once the
plant is operating.

31.4.1 Multivariable Control

In most industrial processes, there are a number of
variables that must be controlled, and a number of
variables can be manipulated. These problems are re-
ferred to as multiple-input multiple-output (MIMO)
control problems. For almost all important processes,
at least two variables must be controlled: product qual-
ity and throughput. Several examples of processes with
two controlled variables and two manipulated vari-
ables are shown in Fig. 31.4. These examples illustrate
a characteristic feature of MIMO control problems,
namely, the presence of process interactions; that is,
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Fig. 31.3 Major steps in control system development [31.1]

each manipulated variable can affect both controlled
variables. Consider the inline blending system shown
in Fig. 31.4a. Two streams containing species A and B,
respectively, are to be blended to produce a produce
stream with mass flow rate w and composition x, the
mass fraction of A. Adjusting either manipulated flow
rate, wA or wB, affects both w and x.

Similarly, for the distillation column in Fig. 31.4b,
adjusting either reflux flow rate R or steam flow S will
affect both distillate composition xD and bottoms com-
position xB. For the gas–liquid separator in Fig. 31.4c,
adjusting the gas flow rate G will have a direct effect on
pressure P and a slower, indirect effect on liquid level h
because changing the pressure in the vessel will tend to
change the liquid flow rate L and thus affect h. In con-
trast, adjusting the other manipulated variable L directly
affects h but has only a relatively small and indirect
effect on P.
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a) Inline blending system

b) Destillation column

c) Gas–liquid separator
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Fig. 31.4a–c Physical examples of multivariable control prob-
lems [31.1]

Pairing of a single controlled variable and a sin-
gle manipulated variable via a PID feedback controller
is possible, if the number of manipulated variables is
equal to the number of controlled variables. On the
other hand, more general multivariable control strate-
gies do not make such restrictions. MIMO control
problems are inherently more complex than single-input
single-output (SISO) control problems because process
interactions occur between controlled and manipulated
variables. In general, a change in a manipulated vari-
able, say u1, will affect all of the controlled variables
y1, y2, . . . , yn . Because of process interactions, selec-
tion of the best pairing of controlled and manipulated
variables for a multiloop control scheme can be a dif-
ficult task. In particular, for a control problem with n
controlled variables and n manipulated variables, there
are n! possible multiloop control configurations. Hence
there is a growing trend to use multivariable control,
in particular an approach called model predictive con-
trol (MPC).

Model predictive control offers several important
advantages: (1) the process model captures the dynamic
and static interactions between input, output, and dis-
turbance variables, (2) constraints on inputs and outputs
are considered in a systematic manner, (3) the con-
trol calculations can be coordinated with the calculation
of optimum set points, and (4) accurate model predic-
tions can provide early warnings of potential problems.
Clearly, the success of MPC (or any other model-
based approach) depends on the accuracy of the process
model. Inaccurate predictions can make matters worse,
instead of better.

First-generation MPC systems were developed in-
dependently in the 1970s by two pioneering industrial
research groups. Dynamic matrix control (DMC) was
devised by Shell Oil [31.3], and a related approach was
developed by ADERSA [31.4]. Model predictive con-
trol has had a major impact on industrial practice; for
example, an MPC survey by Qin and Badgwell [31.5]
reported that there were over 4500 applications world-
wide by the end of 1999, primarily in oil refineries and
petrochemical plants. In these industries, MPC has be-
come the method of choice for difficult multivariable
control problems that include inequality constraints.

The overall objectives of an MPC controller are as
follows:

1. Prevent violations of input and output constraints
2. Drive some output variables to their optimal set

points, while maintaining other outputs within spec-
ified ranges

3. Prevent excessive movement of the manipulated
variables

4. Control as many process variables as possible when
a sensor or actuator is not available.

A block diagram of a model predictive control sys-
tem is shown in Fig. 31.5. A process model is used
to predict the current values of the output variables.
The residuals (the differences between the actual and
predicted outputs) serve as the feedback signal to a pre-
diction block. The predictions are used in two types of
MPC calculations that are performed at each sampling
instant: set-point calculations and control calculations.
Inequality constraints on the input and output variables,
such as upper and lower limits, can be included in either
type of calculation.

The model acts in parallel with the process and
the residual serves as a feedback signal, however, it
should be noted that the coordination of the control
and set-point calculation is a unique feature of MPC.
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Furthermore, MPC has had a significant impact on
industrial practice because it is more suitable for con-
strained MIMO control problems.

The set points for the control calculations, also
called targets, are calculated from an economic opti-
mization based on a steady-state model of the pro-
cess, traditionally, a linear steady-state model. Typical
optimization objectives include maximizing a profit
function, minimizing a cost function, or maximizing
a production rate. The optimum values of set points
are changed frequently owing to varying process con-
ditions, especially changes in the inequality constraints.
The constraint changes are due to variations in process
conditions, equipment, and instrumentation, as well as
economic data such as prices and costs. In MPC the
set points are typically calculated each time the control
calculations are performed.

The control calculations are based on current mea-
surements and predictions of the future values of the
outputs. The predictions are made using a dynamic
model, typically a linear empirical model such as a mul-
tivariable version of the step response models that were
discussed in Sect. 31.2. Alternatively, transfer func-
tion or state-space models can be employed. For very
nonlinear processes, it can be advantageous to pre-
dict future output values using a nonlinear dynamic
model. Both physical models and empirical models,
such as neural networks, have been used in nonlinear
MPC [31.5].

The objective of the MPC control calculations is
to determine a sequence of control moves (that is, ma-
nipulated input changes) so that the predicted response
moves to the set point in an optimal manner. The actual
output y, predicted output ŷ, and manipulated input u
are shown in Fig. 31.6. At the current sampling instant,
denoted by k, the MPC strategy calculates a set of M
values of the input {u{k+ i −1), i = 1, 2, . . . , M}. The
set consists of the current input u(k) and M −1 future
inputs. The input is held constant after the M control
moves. The inputs are calculated so that a set of P pre-
dicted outputs {ŷ(k+ i), i = 1, 2, . . . , P} reaches the set
point in an optimal manner. The control calculations are
based on optimizing an objective function. The number
of predictions P is referred to as the prediction hori-
zon while the number of control moves M is called the
control horizon.

A distinguishing feature of MPC is its receding hori-
zon approach. Although a sequence of M control moves
is calculated at each sampling instant, only the first
move is actually implemented. Then a new sequence
is calculated at the next sampling instant, after new
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Fig. 31.5 Block diagram for model predictive control [31.1]

measurements become available; again, only the first in-
put move is implemented. This procedure is repeated at
each sampling instant.

In MPC applications, the calculated input moves
are usually implemented as set points for regulatory
control loops at the distributed control system (DCS)
level, such as flow control loops. If a DCS control loop
has been disabled or placed in manual mode, the input
variable is no longer available for control. In this situa-
tion, the control degrees of freedom are reduced by one.
Even though an input variable is unavailable for con-
trol, it can serve as a disturbance variable if it is still
measured.

Before each control execution, it is necessary to
determine which outputs (controlled variables (CV)),
inputs (manipulated variables (MV)), and disturbance
variables (DVs) are currently available for the MPC

Past output
Predicted future output
Past control action
Future control action

Past Future

Set point (target)
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Prediction horizon, P
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ŷ

k–1 k k+1 k+2 k+M–1 k+P
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Fig. 31.6 Basic concept for model predictive control
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calculations. The variables available for the control cal-
culations can change from one control execution time
to the next for a variety of reasons; for example, a sen-
sor may not be available owing to routine maintenance
or recalibration.

Inequality constraints on input and output variables
are important characteristics for MPC applications.
In fact, inequality constraints were a primary mo-
tivation for the early development of MPC. Input
constraints occur as a result of physical limitations on
plant equipment such as pumps, control valves, and
heat exchangers; for example, a manipulated flow rate
might have a lower limit of zero and an upper limit
determined by the pump, control valve, and piping
characteristics. The dynamics associated with large con-

trol valves impose rate-of-change limits on manipulated
flow rates.

Constraints on output variables are a key component
of the plant operating strategy; for example, a common
distillation column control objective is to maximize the
production rate while satisfying constraints on prod-
uct quality and avoiding undesirable operating regimes
such as flooding or weeping. It is convenient to make
a distinction between hard and soft constraints. As the
name implies, a hard constraint cannot be violated at
any time. By contrast, a soft constraint can be violated,
but the amount of violation is penalized by a modifi-
cation of the cost function. This approach allows small
constraint violations to be tolerated for short periods of
time [31.1].

31.5 Batch Process Automation

Batch processing is an alternative to continuous pro-
cessing. In batch processing, a sequence of one or more
steps, either in a single vessel or in multiple vessels,
is performed in a defined order, yielding a specific
quantity of a finished product. Because the volume of
product is normally small, large production runs are
achieved by repeating the process steps on a prede-
termined schedule. In batch processing, the production
amounts are usually smaller than for continuous pro-
cessing; hence, it is usually not economically feasible
to dedicate processing equipment to the manufacture
of a single product. Instead, batch processing units are
organized so that a range of products (from a few to pos-
sibly hundreds) can be manufactured with a given set
of process equipment. Batch processing can be compli-
cated by having multiple stages, multiple products made
from the same equipment, or parallel processing lines.
The key challenge for batch plants is to consistently
manufacture each product in accordance with its speci-

Run-to-run
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Sequential
control

Logic
control

Control
during the

batch

Production
management

Equipment 
control

Safety 
interlocks

Fig. 31.7 Overview of a batch control system

fications while maximizing the utilization of available
equipment. Benefits include reduced inventories and
shortened response times to make a specialty product
compared with continuous processing plants. Typically,
it is not possible to use blending of multiple batches in
order to obtain the desired product quality, so product
quality specifications must be satisfied by each batch.

Batch processing is widely used to manufacture spe-
cialty chemicals, metals, electronic materials, ceramics,
polymers, food and agricultural materials, biochemicals
and pharmaceuticals, multiphase materials/blends, coat-
ings, and composites – an extremely broad range of
processes and products. The unit operations in batch
processing are also quite diverse, and some are analo-
gous to operations for continuous processing.

In analogy with the different levels of plant control
depicted in Fig. 31.1, batch control systems operate at
various levels:

• Batch sequencing and logic controls (levels 1 and 2)• Control during the batch (level 3)• Run-to-run control (levels 4 and 5)• Batch production management (level 5).

Figure 31.7 shows the interconnections of the differ-
ent types of control used in a typical batch process.
Run-to-run control is a type of supervisory control
that resides principally in the production management
block. In contrast to continuous processing, the focus of
control shifts from regulation to set-point changes, and
sequencing of batches and equipment takes on a much
greater role.
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Batch control systems must be very versatile to be
able to handle pulse inputs and discrete input/output
(I/O) as well as analog signals for sensors and actuators.
Functional control activities are summarized as follows:

1. Batch sequencing and logic control: Sequencing of
control steps that follow a recipe involves, for ex-
ample, mixing of ingredients, heating, waiting for
a reaction to complete, cooling, and discharging the
resulting products. Transfer of materials to and from
batch tanks or reactors includes metering of mater-
ials as they are charged (as specified by the recipe),
as well as transfer of materials at the completion of
the process operation. In addition to discrete logic
for the control steps, logic is needed for safety in-
terlocks to protect personnel, equipment, and the
environment from unsafe conditions. Process inter-
locks ensure that process operations can only occur
in the correct time sequence.

2. Control during the batch: Feedback control of
flow rate, temperature, pressure, composition, and
level, including advanced control strategies, falls
in this category, which is also called within-the-
batch control [31.6]. In sophisticated applications,
this requires specification of an operating trajectory
for the batch (that is, temperature or flow rate as
a function of time). In simpler cases, it involves
tracking of set points of the controlled variables,
which includes ramping the controlled variables up
and down and/or holding them constant for a pre-
scribed period of time. Detection of when the batch
operations should be terminated (end point) may be
performed by inferential measurements of product
quality, if direct measurement is not feasible.

3. Run-to-run control: Also called batch-to-batch con-
trol, this supervisory function is based on offline
product quality measurements at the end of a run.
Operating conditions and profiles for the batch are
adjusted between runs to improve the product qual-
ity using tools such as optimization.

4. Batch production management: This activity entails
advising the plant operator of process status and
how to interact with the recipes and the sequential,
regulatory, and discrete controls. Complete informa-
tion (recipes) is maintained for manufacturing each
product grade, including the names and amounts of
ingredients, process variable set points, ramp rates,
processing times, and sampling procedures. Other
database information includes batches produced on
a shift, daily, or weekly basis, as well as material
and energy balances. Scheduling of process units

is based on availability of raw materials and equip-
ment and customer demand.

Recipe modifications from one run to the next are com-
mon in many batch processes. Typical examples are
modifying the reaction time, feed stoichiometry, or re-
actor temperature. When such modifications are done
at the beginning of a run (rather than during a run),
the control strategy is called run-to-run control. Run-to-
run control is frequently motivated by the lack of online
measurements of the product quality during a batch run.
In batch chemical production, online measurements are
often not available during the run, but the product can
be analyzed by laboratory samples at the end of the run.
The process engineer must specify a recipe that contains
the values of the inputs (which may be time-varying)
that will meet the product requirements. The task of the
run-to-run controller is to adjust the recipe after each
run to reduce variability in the output product from the
stated specifications.

Batch run-to-run control is particularly useful to
compensate for processes where the controlled vari-
able drifts over time; for example, in a chemical
vapor deposition process the reactor walls may become
fouled owing to byproduct deposition. This slow drift
in the reactor chamber condition requires occasional
changes to the batch recipe in order to ensure that the
controlled variables remain on target. Eventually, the
reactor chamber must be cleaned to remove the wall
deposits, effectively causing a step disturbance to the
process outputs when the inputs are held constant. Just
as the run-to-run controller compensates for the drift-
ing process, it can also return the process to target after
a step disturbance change [31.7, 8].

The Instrument Society of America (ISP) SP-88
standard deals with the terminology involved in batch
control [31.9]. There are a hierarchy of activities that
take place in a batch processing system [31.10]. At the
highest level, procedures identify how the products are
made, that is, the actions to be performed (and their or-
der) as well as the associated control requirements for
these actions. Operations are equivalent to unit opera-
tions in continuous processing and include such steps as
charging, reacting, separating, and discharging. Within
each operation are logical points called phases, where
processing can be interrupted by operator or computer
interaction. Examples of different phases include the
sequential addition of ingredients, heating a batch to
a prescribed temperature, mixing, and so on. Control
steps involve direct commands to final control elements,
specified by individual control instructions in software.
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As an example, for {operation = charge reactant} and
{phase = add ingredient B}, the control steps would be:
(1) open the B supply valve, (2) total the flow of B over
a period of time until the prescribed amount has been
added, and (3) close the B supply valve.

The term recipe has a range of definitions in batch
processing, but in general a recipe is a procedure with
the set of data, operations, and control steps required to
manufacture a particular grade of product. A formula
is the list of recipe parameters, which includes the raw
materials, processing parameters, and product outputs.
A recipe procedure has operations for both normal and
abnormal conditions. Each operation contains resource
requests for certain ingredients (and their amounts). The
operations in the recipe can adjust set points and turn
equipment on and off. The complete production run for
a specific recipe is called a campaign (multiple batches).

In multigrade batch processing, the instructions re-
main the same from batch to batch, but the formula can
be changed to yield modest variations in the product; for
example, in emulsion polymerization, different grades
of polymers are manufactured by changing the formula.
In flexible batch processing, both the formula (recipe
parameters) and the processing instructions can change
from batch to batch. The recipe for each product must
specify both the raw materials required and how condi-
tions within the reactor are to be sequenced in order to
make the desired product.

Many batch plants, especially those used to man-
ufacture pharmaceuticals, are certified by the Interna-
tional Standards Organization (ISO). ISO 9000 (and
the related ISO standards 9001–9004) state that every
manufactured product should have an established, docu-
mented procedure, and the manufacturer should be able
to document that the procedure was followed. Compa-
nies must pass periodic audits to main ISO 9000 status.
Both ISO 9000 and the US Food and Drug Admin-
istration (FDA) require that only a certified recipe be
used. Thus, if the operation of a batch becomes ab-
normal, performing any unusual corrective action to
bring it back within the normal limits is not an option.
In addition, if a slight change in the recipe apparently
produces superior batches, the improvement cannot be
implemented unless the entire recipe is recertified. The
FDA typically requires product and raw materials track-
ing, so that product abnormalities can be traced back to
their sources.

Recently, in an effort to increase the safety, effi-
ciency, and affordability of medicines, the FDA has
proposed a new framework for the regulation of phar-
maceutical development, manufacturing, and quality

assurance. The primary focus of the initiative is to
reduce variability through a better understanding of pro-
cesses than can be obtained by the traditional approach.
Process analytical technology (PAT) has become an
acronym in the pharmaceutical industry for design-
ing, analyzing, and controlling manufacturing through
timely measurements (i. e., during processing) of crit-
ical quality and performance attributes of raw and
in-process materials and processes, with the goal of
ensuring final product quality. Process variations that
could possibly contribute to patient risk are determined
through modeling and timely measurements of critical
quality attributes, which are then addressed by pro-
cess control. In this manner processes can be developed
and controlled in such a way that quality of product is
guaranteed.

Semiconductor manufacturing is an example of
a large-volume batch process [31.7]. In semiconductor
manufacturing an integrated circuit consists of several
layers of carefully patterned thin films, each chemically
altered to achieve desired electrical characteristics.
These devices are manufactured through a series of
physical and/or chemical batch unit operations simi-
lar to the way in which speciality chemicals are made.
From 30 to 300 process steps are typically required to
construct a set of circuits on a single-crystalline sub-
strate called a wafer. The wafers are 4 to 4–12 inch
(100–300 mm) in diameter, 400–700 μm thick, and
serve as the substrate upon which microelectronic cir-
cuits (devices) are built. Circuits are constructed by
depositing the thin films (0.01–10 μm) of material of
carefully controlled composition in specific patterns
and then etching these films to exacting geometries
(0.35–10 μm).

The main unit operations in semiconductor man-
ufacturing are crystal growth, oxidation, deposition
(dielectrics, silicon, metals), physical vapor deposition,
dopant diffusion, dopant-ion implantation, photolithog-
raphy, etch, and chemical–mechanical polishing. Most
processes in semiconductor manufacturing are semi-
batch; for example, in a single-wafer processing tool the
following steps are carried out:

1. A robotic arm loads the boat of wafers
2. The machine transfers a single wafer into the pro-

cessing chamber
3. Gases flow continuously and reaction occurs
4. The machine removes the wafer
5. The next wafer is processed.

When all wafers are finished processing, the operator
takes the boat of wafers to the next machine. All of
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these steps are carried out in a clean room designed to
minimize device damage by particulate matter.

For a given tool or unit operation a specified number
of wafers are processed together in a lot, which is car-
ried in a boat. There is usually an extra slot in the boat
for a pilot wafer, which is used for metrology reasons.
A cluster tool refers to equipment which has several
single-wafer processing chambers. The chambers may
carry out the same process or different processes; some
vendors base their chamber designs on series operation,
while others utilize parallel processing schemes.

The recipe for the batch consists of the regulatory
set points and parameters for the real-time controllers
on the equipment. The equipment controllers are nor-
mally not capable of receiving a continuous set-point
trajectory. Only furnaces and rapid thermal processing
tools are able to ramp up, hold, and ramp down their
temperature or power supply. A recipe can consist of
several steps; each step processes a different film based
on specific chemistry. The same recipe on the same type
of chamber may produce different results, due to differ-
ent processes used in the chamber previously. This lack
of repeatability across chambers is a big problem with
cluster tools or when a fabrication plant (fab) has multi-
ple machines of the same type, because it requires that
a fab keep track of different recipes for each chamber.
The controller translates the desired specs into a ma-
chine recipe. Thus, the fab supervisory controller only
keeps track of the product specifications.

Factory automation in semiconductor manufactur-
ing integrates the individual equipment into higher
levels of automation, in order to reduce the total cy-
cle time, increase fab productivity, and increase product

yield [31.8]. The major functions provided by the au-
tomation system include:

1. Planning of factory operation from order entry
through wafer production

2. Scheduling of factory resources to meet the produc-
tion plan

3. Modeling and simulation of factory operation
4. Generation and maintenance of process and product

specification and recipes
5. Tracking of work-in-progress (WIP)
6. Monitoring of factory performance
7. Machine monitoring, control, and diagnosis
8. Process monitoring, control, and diagnosis.

Automation of semiconductor manufacturing in the
future will consist of meeting a range of technological
challenges. These include the need for faster yield ramp,
increasing cost pressures that compel productivity im-
provements, environmental safety and health concerns,
and shrinking device dimensions and chip size. The de-
velopment of 300 mm platforms in the last few years
has spawned equipment with new software systems and
capabilities. These systems will allow smart data col-
lection, storage, and processing on the equipment, and
transfer of data and information in a more efficient
manner. Smart data management implies that data are
collected as needed and based upon events and metrol-
ogy results. As a result of immediate and automatic
processing of data, a larger fraction of data can be ana-
lyzed, and more decisions are data driven. New software
platforms provide the biggest opportunity for a control
paradigm shift seen in the industry since the introduc-
tion of statistical process control.

31.6 Automation and Process Safety

In modern chemical plants, process safety relies on the
principle of multiple protection layers. A typical config-
uration is shown in Fig. 31.8. Each layer of protection
consists of a grouping of equipment and/or human ac-
tions. The protection layers are shown in the order of
activation that occurs as a plant incident develops. In the
inner layer, the process design itself provides the first
level of protection. The next two layers consist of the
basic process control system (BPCS) augmented with
two levels of alarms and operator supervision or in-
tervention. An alarm indicates that a measurement has
exceeded its specified limits and may require operator
action.

The fourth layer consists of a safety interlock
system (SIS), which is also referred to as a safety
instrumented system or as an emergency shutdown
(ESD) system. The SIS automatically takes corrective
action when the process and BPCS layers are unable
to handle an emergency; for example, the SIS could
automatically turn off the reactant pumps after a high-
temperature alarm occurs for a chemical reactor. Relief
devices such as rupture discs and relief valves pro-
vide physical protection by venting a gas or vapor if
overpressurization occurs. As a last resort, dikes are
located around process units and storage tanks to con-
tain liquid spills. Emergency response plans are used
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Community emergency responseCommunity emergency response

Plant emergency responsePlant emergency response

Physical protection (dikes)Physical protection (dikes)

Physical protection
 (relief devices)

Automatic action SIS or ESD

Critical alarms, operator
supervision, and manual intervention

Basic controls
process alarms, and
operator supervision

Process design

Note:
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ESD = Emergency shutdown; SIS = Safety interlock system

Fig. 31.8 Typical layers of protection in a modern chemical
plant [31.11]

to address emergency situations and to inform the
community.

The functioning of the multiple layer protection sys-
tem can be summarized as follows [31.11]:

Most failures in well-designed and operated chem-
ical processes are contained by the first one or two
protection layers. The middle levels guard against
major releases and the outermost layers provide
mitigation response to very unlikely major events.
For major hazard potential, even more layers may
be necessary.

It is evident from Fig. 31.8 that automation plays an
important role in ensuring process safety. In particu-
lar, many of the protection layers in Fig. 31.8 involve
instrumentation and control equipment. The SIS oper-
ation is designed to provide automatic responses after
alarms indicate potentially hazardous situations. The
objective is to have the process reach a safe condition.
The automatic responses are implemented via interlocks
and automatic shutdown and start-up systems. Distinc-

a) Low-level interlock

b) High-pressure interlock

Liquid
storage

tank

Gas
out

To
flare stack

Gas
in

Gas
storage

tank

LSL

PSH

PSH

LSL = Level switch low

= Pressure switch high

S

S

S

= Solenoid switch

Fig. 31.9a,b Two interlock configurations [31.1]

tions are sometimes made between safety interlocks and
process interlocks; process interlocks are used for less
critical situations to provide protection against minor
equipment damage and undesirable process conditions
such as the production of off-specification product.

Two simple interlock systems are shown in Fig. 31.9.
For the liquid storage system, the liquid level must stay
above a minimum value in order to avoid pump damage
such as cavitation. If the level drops below the specified
limit, the low-level switch (LSL) triggers both an alarm
and a solenoid (S), which acts as a relay and turns the
pump off. For the gas storage system in Fig. 31.9b, the
solenoid-operated valve is normally closed. However,
if the pressure of the hydrocarbon gas in the storage
tank exceeds a specified limit, the high-pressure switch
(PSH) activates an alarm and causes the valve to open
fully, thus reducing the pressure in the tank. For inter-
lock and other safety systems, a switch can be replaced
by a transmitter if the measurement is required. Also,
transmitters tend to be more reliable.

The SIS in Fig. 31.9 serves as an emergency backup
system for the BPCS. The SIS automatically starts when
a critical process variable exceeds specified alarm limits
that define the allowable operating region. Its initiation
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results in a drastic action such as starting or stopping
a pump or shutting down a process unit. Consequently,
it is used only as a last resort to prevent injury to people
or equipment.

It is very important that the SIS function indepen-
dently of the BPCS; otherwise emergency protection
will be unavailable during periods when the BPCS
is not operating (e.g., due to a malfunction or power
failure). Thus, the SIS should be physically sepa-
rated from the BPCS and have its own sensors and

actuators. Sometimes redundant sensors and actua-
tors are utilized; for example, triply redundant sensors
are used for critical measurements, with SIS actions
based on the median of the three measurements. This
strategy prevents a single sensor failure from crip-
pling SIS operation. The SIS also has a separate
set of alarms so that the operator can be notified
when the SIS initiates an action (e.g., turning on an
emergency cooling pump), even if the BPCS is not
operational.

31.7 Emerging Trends

Main emerging trends in process automation have to do
with process integration, information integration, and
engineering integration. The theme across all of these
is the need for a greater degree of integration of all

components of the process. A thorough discussion on
the implications of these trends and their challenges on
process automation can be found in this Handbook in
Chap. 8.
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Product Auto32. Product Automation

Friedrich Pinnekamp

The combined effects of rapidly growing computa-
tional power, and the shrinking of the associated
hardware in recent decades, mean that almost
all products used in industry have acquired some
form of intelligence, and can perform at least part
of their functions automatically.

The influence of this development on global
society is breathtaking. Today, only 50 years after
the first indication of automation, the life of
individuals and the way industries work has been
transformed fundamentally.

The automation of a product requires the ability
to achieve unsupervised interaction between
the device’s various sensors and actuators, and
ultimately the ability to communicate and interact
with other units.

This chapter gives an overview of the require-
ments to be fulfilled in the automation of products,
and gives a flavor of today’s state of the art by
presenting typical examples of automated prod-
ucts from a wide range of industrial applications.
These examples cover automation in instrumenta-
tion, motors, circuit breakers, drives, robots, and
embedded systems.
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32.1 Historical Background

Some 50 years ago the term product automation was
not even known. The door opener to the automation of
individual devices, components or products was a tiny
electronic circuit, commercially introduced by Fairchild
Semiconductors and Texas Instruments in 1961: the mi-
croprocessor.

Already 5 years later the trend towards progressive
miniaturization, known as Moore’s law, was initiated
and is still ongoing.

In the 1970s the development of the microproces-
sors geared up and led to the RISC (reduced instruction

set computer) processors and very-large-scale integra-
tion (VLSI) in the 1980s. In the 1980s the step from 32
to 64 bit processors was taken.

In 1992, DEC introduced the Alpha 21064 at
a speed of 200 MHz. The superscalar, superpipelined
64 bit processor design was pure RISC, but it outper-
formed the other chips and was referred to by DEC as
the world’s fastest processor.

Today in 2007 the flagships of microprocessors are
built in 65 nm technology, have about 170 million tran-
sistors, and tact frequencies of 2000 MHz.
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546 Part D Automation Design: Theory and Methods for Integration

With such a powerful brain embedded in a device,
automation has almost unlimited potential.

The enormous impact of this revolutionary tech-
nical development on society is obvious. It changed
the daily life of almost all people in the world.
The personal computer (PC) is based on micropro-
cessors, transforming the way of working in offices
and factories fundamentally. Microprocessors crept

into almost all devices and made the use of ma-
chines much more convenient (at least after all the
manuals themselves have developed into embedded
systems).

Production of goods boosted to new productivity
levels with microprocessors and there is hardly a sin-
gle niche in our life that is not covered by automation
devices today.

32.2 Definition of Product Automation

Product automation is a notation that can easily be
confused with production automation or automation
products, all names used in industry. To add to the
confusion, the individual terms product and automa-
tion have a wide range of meanings themselves. Before
we discuss product automation it seems to be ap-
propriate to clearly describe what we understand by
this.

Production automation is the automation of indi-
vidual steps or the whole chain of steps necessary to
produce. The otherwise manual part of the manufac-
turing is therefore carried out or supported by tools,
machines or other devices.

Industries that produce such tools or machines call
their devices products. Products used to automate pro-
duction can be called automation products. Examples
are numerical controlled machines, robots or sorting de-
vices. These automation products serve individual steps
or support the infrastructure of an automated production
line.

To be able to do this, these products or devices
must possess a certain degree of automation themselves.
A motor that drives the arm of a robot, for example,
must be able to receive signals for its operation and

must have some mechanism to start its operation on re-
quest. Thus a motor, to use this example, must itself be
automated.

When we talk about product automation we have
in mind the automation of devices that fulfill various
tasks in industry, not necessarily only tasks in produc-
tion processes. A device with automation capabilities
can also be used as a stand-alone unit to serve individual
functions.

Thus product automation is the attempt to equip
products with functionality so that they can fulfill their
tasks fully or partly in an automated way.

In this chapter we want to describe the state of the
art and the trends in automating products.

The functions required to transform a simple tool,
say a hammer, into an automated product – in this case
it may be a robot executing the same movement with
the hammer as we would do with our arm – are very
different, both in nature and complexity.

From the large variety of combinations of these
functions we select a dozen typical applications or
product examples to give a feeling of the status of im-
plementation of automation on the product level.

Further examples can be found in [32.1]

32.3 The Functions of Product Automation

The hammer mentioned above is a good example of
a whole class of products (or devices) with the task of
providing a mechanical impulse to another object (in
most cases a nail). This hammer is useless if no one is
taking it and using it as a tool.

To make a simple hammer an automated hammer,
we need an additional system that provides at least the

functions a person would apply to the hammer in order
to make it useful.

We have to give the hammer a target (hit that spe-
cific nail), we need a force (an actuator) to move the
hammer, and we have to control the movement in var-
ious aspects: acceleration, direction, speed, angle of
impact, precision of the path. We have to inform the
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Fig. 32.1 The functional blocks required for automating
a device

control system (the brain) that the task is executed and
we have to put the hammer back into a default position
after the hit. In addition, we need an energy source to
provide the power for the operation and we need some
sensors (eyes, ears, fingers) to inform the control system
about the status of the hammer and its position during
the action.

In a more schematic way the requirements for au-
tomation look like the following.

Primary task
of the device

Sensors

Control system
Information exchange

with other systems

Actuators

E
ne

rg
y

32.4 Sensors

To automate a device, sensors are required to inspect the
environment and provide information about the subse-
quent reaction of the device.

It depends very much on the task to be car-
ried out with the product which type of sensor is

Table 32.1 Physical parameters to be measured by a sensor

Mechanical properties Distance, speed, acceleration, position, angle, mass flow, level, tension,

movement, vibration

Thermodynamic properties Temperature, pressure, composition, density, energy content

Electrical properties Voltage, current, phase, frequency, phase angle, conductivity

Magnetic properties Magnetic field

Electromagnetic properties Radiation intensity, light fluctuations, parameters of light propagation

Other properties Radioactivity

adequate (see Chap. 20 in this handbook and [32.2,
3]).

Table 32.1 gives an overview on the physical pa-
rameters to be measured by the sensor when specific
properties are applicable.

32.5 Control Systems

The signals from the sensors, in either analog or digital
form, have to be interpreted and compared with a model
of the device task in order to initiate the actuators. The
control system therefore contains all algorithms to pro-
vide a proper operation of the device.

Simple logical controllers are used for on–off func-
tions. Sequence controllers are used for time-dependent
operations of the devices (Chap. 9 on control theory
and [32.4–6]).

Proportional–integral–derivative (PID) controllers
are widely used for parameter control, and the even
more sophisticated model-based control systems see use
in device control. For example, the starter of a motor to
close a valve may need to adjust its current ramp-up
curve according to the behavior of the overall sys-
tem in which this valve and its automated motor are
embedded.

Part
D

3
2
.5



548 Part D Automation Design: Theory and Methods for Integration

32.6 Actuators

Actuators are the devices through which a controller
acts on the system. As in the case of sensors, the spe-
cific type of the actuator depends very much on the
application [32.7, 8].

Mechanical movements are introduced by spring
mechanisms, hydraulic and/or pneumatic devices, mag-

netic forces, valves or thermal energy. Changes of
thermodynamic properties are introduced through heat-
ing or cooling or pressure variations, for example.

Electrical properties are modified by charging or
discharging capacitors or application of voltage and cur-
rent, just to mention a few.

32.7 Energy Supply

Energy is required to perform the primary function of
the device. It can be supplied in various forms such as
mechanical, electrical or thermal.

Energy is also required to operate the sensors, actu-
ators, and control systems as well as the communication
channels within or to the outside of the device.

Energy (in most cases electrical energy) can be sup-
plied from remote sources, either via cables or without

a wired connection (for example, transmitted through
electromagnetic fields), or taken from device internal
storage systems, mostly batteries (in rare cases also fuel
cells).

In the long term, the energy supply for systems that
must operate in remote locations for long periods with-
out intervention will develop into a design issue – for
example, through suitable storage mechanisms.

32.8 Information Exchange with Other Systems

To operate in an automatic way, a device often has to
communicate with its environment. For stand-alone de-
vices, this information exchange is provided through
sensors that observe the external parameters. In the ma-
jority of cases, however, the automated device must
communicate with peer devices or with a superordinate
control system.

Basic information for the function of the device has
to be transferred and, if necessary, updated. Such up-
dates can affect anything from operating data to the
master program for the operation.

It may be necessary for an operator to communi-
cate with the device, thus a man–machine interface is
required.

Other devices or higher control systems may require
information exchange in both directions, to activate the
device, get a status report or synchronize with other
devices in a larger system.

A language for the communication has to be defined
and here several standards have been developed over the
years as automation was spreading across industry.

32.9 Elements for Product Automation

The overview above covers the broad spectrum of as-
pects and applications in product automation. In the
following, some prominent examples of state-of-the-art
implementation of the related technologies are given.

32.9.1 Sensors and Instrumentation

Instrumentation is a crucial element in product automa-
tion. The information required to effectively automate

a product has to be gathered in an adequate way. The
state of the art in sensor technology shall be demon-
strated with a few examples only, characterizing the
level of technology required in modern sensors.

Figure 32.1 shows both a pressure and a tem-
perature sensor. In both cases the probe itself is the
crucial but is by far a minor part of the whole system.
Most of the technology is located in the electronic part
that serves as data evaluation and signal transmission.
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a

b c

d e

Pressure transmitter for
absolute pressure

a Output and auxiliary power
 supply
b Zero/span adjustment
c Microprocessor-supported
 electronics
d Measuring mechanism
e O-ring

Pressure transmitter 261
from the 2600T series of
ABB

The high-performance TTF300
temperature transmitter of ABB

Temperature transmitters
TTH300 of ABB with HART

communication

Temperature probes

Fig. 32.1 Examples of pressure and temperature sensors (after [32.9, 10])

Signal transmission takes place via a communication
protocol.

A further critical element is the human–machine in-
terface, which is becoming more intuitive in its use. The
user is provided only a few simple buttons to check or
modify the settings of the sensors.

A high degree of automation is put into the
peripheral aspects of the sensors after the primary mea-
surement system of the physical parameters have been
developed to perfection.

Orthogonal linear
light waves

Schematic illustration of ABB's fiber-optic sensor
for high DC currents

Sensor head housing mounted around
current carrying bus bars

Profibus
4–20 mA

0–1 V

Opto-
electronics

module

Interface

AC 800 PEC
controller

Power
link Δφ

Left and right
circular light

waves

Retarder

Current
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Reflector
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y
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Fig. 32.3 Fiber-optic current sensor (after [32.11])

Other sensors are built on new sensing technol-
ogy, perfecting physical effects such as the influence of
a magnetic field on the polarization of light waves prop-
agating in this field. Figure 32.3 shows such a sensor for
measuring the direct-current (DC) in a foundry.

The sensor as such consists of an optical fiber
wound around the current-carrying bar. The magnetic
field generated by the current influences the light prop-
agation in the fiber, from which the amplitude of the
current can be derived.
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Arrangement of the displacement body in
a paramagnetic oxygen sensor

Planar micro-electromechanical system (MEMS)
sensor chip (inner volume approximately 100 mm3)
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body

Mirror

S
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Fig. 32.4 Micro-electromechanical oxygen sensor (after [32.12])

The electronic processing of the transformed light
signal occupies the central part of the sensor.

Making use of micro-electromechanical systems
(MEMS) technology, the sensors themselves become
more accurate and easier to manufacture [32.13, 14].

An example of this development towards silicon-
based systems is the oxygen sensor head shown in
Fig. 32.4.

Compared with other gases, oxygen shows a high
magnetic susceptibility, and this is used to detect it in
a gas flow. The sensor consists of a displacement body
located in a strong magnetic field gradient. The torque
of this body is a measure of the concentration of the
magnetic oxygen gas. With silicon manufacturing tech-
nology these delicate mechanical devices can be cut
out on chips and integrated into the overall measuring
system.

Fig. 32.5 Automated circuit breakers for different power levels

32.9.2 Circuit Breakers

Circuit breakers are devices that connect or discon-
nect electrical energy to a user and, in addition,
interrupt a short-circuit current in case of emergency
(Fig. 32.5) [32.15].

While the primary mechanism for this function is
the mechanical movement of metal contacts, modern
versions of this product show a very high degree of
automation.

State-of-the-art circuit breakers therefore have
a quick and user-friendly way of setting trip parameters
– preferably a method that can be instantiated offline
and before installation of the circuit breaker. In addi-
tion, they offer a complete indication of why a trip
occurs, and a data-logger function to record all electri-
cal quantities surrounding the tripping event. Accessing
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this information quickly and from anywhere, without
the need to plug a direct physical connections between
the trip unit and the PC or personal digital assistant
(PDA) are also features of modern products.

An important element in any circuit breaker is a cur-
rent sensor. In low-voltage circuit breakers, which are
fitted with electronic trip units, these sensors are not
only used for current measurement, but they must also
provide sufficient energy to power the electronics.

A commonly used sensor is a Rogowsky coil that
provides a signal proportional to the derivative of the
current – this signal needs to be integrated. This is done
digitally with a powerful digital signal processor (DSP),
which is part of the overall multiprocessor architecture,
and essentially the heart of the trip unit. In fact, this DSP
is used to carry out other functions, for example, com-
munications, that in previous designs required separate
hardware components.

The elimination of these hardware components
combined with a simplified trip unit input stage means
that a single printed circuit board (PCB) is all that is
required for the unit’s electronics. This is a vast im-
provement on previous designs where four PCBs were
needed to provide the same functionality.

The circuit breaker shown in Fig. 32.6 also has
an integrated human–machine interface (HMI) [32.15].
A high-definition, low-power-consuming graphical dis-
play makes data easier to read. And, because of an
energy-storing capacitor, a description of the alarms can
be displayed for up to 48 h without the need for an
auxiliary power supply. Nevertheless, these alarm de-
scriptions are saved and can be viewed long after this
48 h period has elapsed by simply powering the trip unit.

A wireless link, based on Bluetooth technology,
connects the trip unit to a portable PC, PDA or laptop.
This enables users to operate in a desktop environment
familiar to them. From this environment operators can

Fig. 32.6 HMI of a circuit breaker

use electric network dimensioning support programs to
ensure optimal adjustment of the protection functions.
In addition, users can print reports, save data on differ-
ent media, or send data by e-Mail to other parties from
the comfort of their own desk.

The use of fieldbus plug devices allows a choice of
fieldbus (e.g., DeviceNet or Profibus DP) that best suits
the user’s specific needs when connecting the circuit
breakers to an overall system.

32.9.3 Motors

Motors are the most common devices in produc-
tion automation, being part of production lines or
of robots [32.16]. The need to automate the motors
themselves is therefore very high, but also motors in
stand-alone application have automation features built
in for various reasons.

To avoid negative influence on the electrical supply
system when motors are switched on, the most common
automation device is the soft starter: when a certain
motor power output is required, the optimal solution
(depending on the power network conditions and re-
quirements) becomes a frequency converter start, also
called a soft start. This allows the motor to be started
at high torque without causing any voltage drop on the
power network.

The converter brings the motor up to speed. Upon
reaching nominal speed and after being synchronized to
the network, the circuit breaker between the converter
and the power network is opened. The breaker between
the motor and the network is then closed. Finally, the
breaker between the motor and the converter is opened.

The control systems to manage the motor come in
two basic varieties. Closed-loop control systems have
encoders in the motor to report its status. This is used as
feedback information for the control algorithm. Open-
loop systems are simpler because these encoders are
omitted, but at the price of a lower control accuracy.
With model-based control, however, the accuracy of
a closed-loop is achieved without encoders. ABB’s di-
rect torque control technology is an example for this
modern approach: it uses mathematical functions to
predict the motor status. The accuracy and repeatabil-
ity delivered is comparable to closed-loop systems, but
with the added bonus of a higher responsiveness (up to
ten times as fast).

Direct torque control (DTC) is a control method
that gives electronic variable-speed motor controllers
[alternating-current (AC) drives] an excellent torque
response time. For AC induction machines, it deliv-
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Fig. 32.7 Block diagram of DTC (after [32.17])

ers levels of performance and responsiveness reaching
the machine’s theoretical limits in terms of torque and
speed control (Fig. 32.7).

DTC uses a control algorithm that is implemented
on a microcontroller embedded in the drive. The tech-
nology was first used commercially in 1995, and rapidly
became the preferred control scheme for AC drives, es-
pecially for demanding or critical applications, where
the quality of the control system could not be compro-
mised.

32.9.4 Drives

In the above example of motor automation, soft starters
for smaller motors are often integrated into the motor
itself.

The control systems to manage larger motors
become large in themselves – like their smaller coun-
terparts, they are equipped with power electronic
components as well as control processors and periph-
eral systems, but the size of these rises with their power
capability.

Such units are called drives. Today drive units can
power motors of up to 50 MW. The continuing decrease
in size and increase in power in such units is driven by
improvements in power electronics and microelectron-
ics.

When we look at a drive device as a product in itself,
the automation of this product is mainly by two grow-
ing requirements: a simplified man–machine interface
and communication issues within a system of which the
drive is part.

Intelligent drives are certain to benefit from the
growth of Ethernet communications by becoming an
integral part of control, maintenance, and monitoring
systems. Decentralized control systems will be created
in which multiple drives share control functions, with
one taking over in the event of a fault or error in another
drive. The advantage of this is that reliance on costly

Fig. 32.8 Assistant control panels allow easy program-
ming of standard drives (after [32.18])
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programmable logic controllers (PLC) is greatly re-
duced and automation reliability improves dramatically.

The modern drive is programmed via a control panel
that is similar in look, feel, and functionality to a mobile
phone. A large graphical display and soft keys make it
extremely easy to navigate. This detachable, multilin-
gual alphanumeric control panel, as shown in Fig. 32.8,
allows access to various assistants and a built-in help
function to guide the user during start-up, maintenance,
and diagnostics. For example, a real-time clock assists
in rapid fault diagnostics. When a fault is detected, a di-
agnostic assistant will suggest ways to fix the problem.
Drive setup and configuration data can be copied from
one motor controller to another to ensure that, in the
event of a drive failure, there is no need to start the setup
process from the beginning.

Today, mid-range drives can store five times the
amount of information compared with typical drives
from the 1980s. In addition, drives with increased pro-
cessing power and memory enable configurations that
are better suited to an application.

In industry today, software modifications are the
most useful and cost-effective way of modifying a drive.
This is because developments in software have given
drives increased capability with less hardware; for ex-
ample, a drive controlling a conveyor belt in a biscuit
factory can be programmed to operate in many different
ways, such as starting and stopping at certain intervals
or advancing a certain distance. The same drive used
in a ventilation system can be programmed to maintain
constant air pressure in a ventilation duct.

Software developments are also leading to drives
with adaptive programming. Adaptive programming en-
ables the user to freely program the drive with a set of
predefined software blocks with predefined functions.

32.9.5 Robots

Robots are the prototype of product automation as they
present the impression of a self-determined machine in
the most visible way.

The classical application of robots is found in car
manufacturing, where hundreds of devices perform
movements, grinding, welding, painting, assembly, and
other operations in the flow production (see Chap. 21
and [32.19, 20]).

Other applications of robotic support are less well
known but are entering the market on a broad base.

The FlexPicker from ABB (Fig. 32.9) is one such
example: It is a parallel kinematics robot that offers
a great combination of speed and flexibility [32.21].

Fig. 32.9 The
FlexPicker robot
achieves accel-
erations of 10 g
and handles up
to 120 item/min

The gripper can pick items with picking rates exceed-
ing 120 items per minute. The products can be picked
and placed one by one. Since all the motors and gears
are fixed on the base of the robot, the mass of the mov-
ing arms is limited to a few kilograms. This means that
accelerations above 10 g can be achieved. Automation
of this fast movement puts different requirements on the
automation system of the device than, for example, the
slow welding of a car roof.

While the primary automation of the robot move-
ment is fully developed (the world’s first electrically
driven robot was introduced as early as 1974), the

Fig. 32.10 The MultiMove function, which is embedded
into the IRC5 software, allows up to four robots and their
work-positioners or other devices to work in full coordina-
tion
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further improvements come, such as in the drives ex-
amples, from better coordination of several robots,
a simplified man–machine interface, and easier pro-
gramming methods for the robot systems.

The recently launched robot controller IRC5 from
ABB, presenting the fifth generation of robot con-
trollers, introduces MultiMove (Fig. 32.10). MultiMove
is a function embedded into the IRC5 software that al-
lows up to four robots and their work-positioners or
other devices to work in full coordination. This ad-
vanced functionality has been made possible by the
processing power and modularity of the IRC5 control
module, which is capable of calculating the paths of up
to 36 servo axes [32.22].

The FlexPendant (Fig. 32.11) [32.22] is a handheld
robot–user interface for use with the IRC5 controller.
It is used for manually controlling or programming
a robot, or for making modifications or changing set-
tings during operation. The FlexPendant can jog a robot
through its program, or jog any of its axes to drive the
robot to a desired position, and save and recall learnt
positions and actions.

The ergonomically designed unit weighs less than
1.3 kg. It has a large color touchscreen, eight keys, a joy-
stick, and an emergency stop button. The user-friendly
interface is based on Microsoft’s CE.NET system. It
can display information in 12 languages of which 3
can be made active simultaneously, meaning languages
can be changed during operation. This is useful when
staff from different countries work in the same fac-

Fig. 32.11 Handheld programming

tory. The display can be flipped by 180◦ to make the
FlexPendant suitable for left- or right-handed opera-
tors. The options can be customized to suit the robot
application.

Programming of robots to fulfill their sometimes
quite complicated task requires a lot of time and can
in most cases be done by specialists only. However,
considerable progress has been made by virtual robot
programming that allows offline programming with
models. Recently these systems can also be directly
connected to the robots, which is especially useful to set
up a new robot installation. Background software pro-
grams and the use of templates significantly facilitate
this programming work.

32.10 Embedded Systems

Most of the examples given in Sect. 32.9 have the
automation function embedded in the product, mak-
ing embedded system a common feature for product
automation.

Embedded systems are special-purpose computer
systems that are totally integrated and enclosed by the
devices that they serve or control – hence the term
embedded systems. While this is a generally accepted
definition of embedded systems, it does not give many
clues as to the special characteristics the systems pos-
sess. The use of general-purpose computers, such as
PCs, would be far too costly for the majority of prod-
ucts that incorporate some form of embedded system
technology. A general-purpose solution might also fail
to meet a number of functional or performance require-
ments such as constraints in power consumption, size
limitations, reliability or real-time performance.

Most present product automation could not have
been conceived without embedded system technology.
Examples are distributed control systems (DCS) that
can safely automate and control large and complex in-
dustrial plants, such as oil refineries, power plants, and
paper mills. In the early days of industrial automation,
relay logic was used to perform simple control func-
tions. With the advent of integrated circuits and the first
commercial microcontrollers in the 1970s and 1980s,
programmable industrial controllers were introduced to
perform more complex control logic.

Industrial requirements vary enormously from ap-
plication to application, but special industrial require-
ments typically include:

• Availability and reliability• Safety
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Product Automation 32.10 Embedded Systems 555

• Real-time, deterministic response• Power consumption• Lifetime

Automated products as well as automation and power
systems must have very high availability and be ex-
tremely reliable. Economic security and personal safety
depend on high-integrity systems. Embedded systems
play a critical role in such mission-critical configura-
tions.

Real time is a term often associated with embed-
ded systems. Because these systems are used to control
or monitor real-time processes, they must be able to
perform certain tasks reliably within a given time. The
response time associated with this real time varies with
the application and can range from seconds to microsec-
onds. Embedded systems must operate with as little
power consumption as possible. For this reason various
power-harvesting technologies are often included in the
design.

Yet another requirement that is frequently imposed
on industrial embedded systems is a long lifetime of the
product itself and the lifecycle of the product family.
While modern consumer electronics may be expected
to last for less than 5 years, most industrial devices
are expected to work in the field for 20 years or more.
This imposes challenges not only on the robustness of
the electronics, but also on how the product should
be handled throughout its lifecycle: Hardware compo-
nents, operating systems, and development tools are
constantly evolving and individual products eventually
become obsolete.

Asset
condition
document

°C kPa Ω l/min ppb % °C kPa Ω l/min ppb %°C kPa Ω l/min ppb %

Asset
manager

Automation
system

PC tool

CMMS

Messenger

Drives,
switchgear
etc.

Fig. 32.12 Automated products like
instruments as part of a control
network (after [32.23])

The key issues in developing embedded systems
are complexity, connectivity, and usability. While the
steadily increasing transistor density and speeds of in-
tegrated circuits offer tremendous opportunities, these
improvements also present huge challenges to handle
the complexity: a modern embedded system can consist
of hundreds of thousands of lines of software code.

Before the widespread deployment of digital com-
munication, most embedded systems operated in
a stand-alone mode (Fig. 32.12). They may have had
some capabilities for remote supervision and control,
but, by and large, most functions were performed
autonomously. This is changing rapidly. Embedded sys-
tems are now often part of sophisticated distributed
networks. Simple sensors with basic transmitter elec-
tronics have been replaced by complex, intelligent field
devices. As a consequence, individual products can no
longer be automated in isolation; they must have com-
mon components. Communication has gone from being
a small part of a system to being a significant function.
Where serial peer-to-peer communication was once the
only way to connect a device to a control system,
fieldbuses are now able to integrate large numbers of
complex devices. The need to connect different appli-
cations within a system to information and services in
field devices drives the introduction of standard infor-
mation and communication technologies (ICT) such as
Ethernet and web services.

Complex field devices are often programmable or
configurable. Today’s pressure transmitters can contain
several hundred parameters. The interaction with a de-
vice – either from a built-in panel or from a software
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556 Part D Automation Design: Theory and Methods for Integration

application in the system – has become more complex.
The task of hiding this complexity from the user through
the creation of a user-friendly device has sometimes
been underestimated. Most other requirements are eas-
ily quantifiable or absolute, but usability is somewhat
harder to define.

The emergence of system-on-chip (SoC) technology
has enabled extremely powerful systems to run on con-
figurable platforms that contain all the building blocks
of an embedded system: microprocessors, digital signal
processors (DSP), programmable hardware logic, mem-
ory, communication processors, and display drivers, to
give but a few examples. A further important aspect of
the evolution of embedded systems is the trend towards
networking of embedded nodes using specialized net-
work technologies, frequently referred to as networked
embedded systems (NES).

SoC can be defined as a complex integrated cir-
cuit, or integrated chipset, that combines the main
functional elements or subsystems of a complete end
product in a single entity (Fig. 32.13). Nowadays, the

External memory access

RAM FlashFlash RAM

DCache
System

bus
ICacheICache

PLL

Test

PCl

USB

Disk controller Audio CODEC

Video I/F

MPEG decode

DCache

Peripheral bus

Microprocessor DSP

DMA

Bus bridge100 base-T

Fig. 32.13 Typical SoC system for
consumer applications (after [32.24]).
USB – universal serial bus, PLL –
phase locked loop, PCI – peripheri-
cal component interconnect, DMA –
direct memory access, I/F – interface

most challenging SoC designs include at least one pro-
grammable processor, and very often a combination
of at least one RISC (reduced instruction set comput-
ing) control processor and one DSP. They also include
on-chip communications structures – processor bus(es),
peripheral bus(es), and sometimes a high-speed sys-
tem bus. A hierarchy of on-chip memory units, as well
as links to off-chip memory, is especially important
for SoC processors. For most signal-processing appli-
cations, some degree of hardware-based accelerating
functional unit is provided, offering higher perfor-
mance and lower energy consumption. For interfacing
to the external world, SoC design includes a number
of peripheral processing blocks consisting of analogue
components as well as digital interfaces (for example,
to system buses at board or backplane level). Future
SoC may incorporate MEMS-based (microelectrome-
chanical system) sensors and actuators or chemical
processing (lab-on-a-chip).

Recently, the scope of SoC has broadened. From
implementations using custom integrated circuits (ICs),
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Fig. 32.14 Fully fledged board for the automation of
a substation in an electric grid: (a) EPROM, (b) signal
preprocessing FPGA, (c) device internal 100 bit/s serial
communication, (d) power supply, (e) multiport Ethernet
switch with optical and electrical 100 Mbit/s Ethernet me-
dia access, (f) 18–300 V binary inputs, (g) binary input
processing ASIC, (h) RAM, (i) PowerPC microcontroller
(after [32.25])

application-specific IC (ASIC) or application-specific
standard part (ASSP), the approach now includes
the design and use of complex reconfigurable logic
parts with embedded processors. In addition other
application-oriented blocks of intellectual property,
such as processors, memories or special-purpose func-
tions from third parties are incorporated into unique
designs.

These complex field-programmable gate arrays
(FPGAs) are offered by several vendors. The guiding
principle behind this approach to SoC is to combine
large amounts of reconfigurable logic with embedded
RISC processors, in order to enable highly flexible
and tailorable combinations of hardware and software
processing to be applied to a design problem. Algo-
rithms that contain significant amounts of control logic,
plus large quantities of dataflow processing, can be

partitioned into the control RISC processor with recon-
figurable logic for hardware acceleration.

Another important facet of the evolution of embed-
ded systems is the emergence of distributed embed-
ded systems, frequently termed networked embedded
systems, where the word networked signifies the
importance of the networking infrastructure and com-
munication protocol. A networked embedded system
is a collection of spatially and functionally distributed
embedded nodes, interconnected by means of wired
and/or wireless communication infrastructure and pro-
tocols, and interacting with the environment (via
sensor/actuator elements) and with each other. Within
the system, a master node can also be included to co-
ordinate computing and communication, in order to
achieve specific objectives.

Early implementation of numerical power sys-
tem protection and control devices used specialized
digital signal processing (DSP) units. Today’s imple-
mentations are leveraging the vast computing power
available in general-purpose central processing units
(CPU). As such, PowerPC microcontrollers deliver
high computing power at low power consumption
and, therefore, low power dissipation. Random-access
memory (RAM) is utilized for the program execu-
tion memory and erasable read-only memory (EPROM)
stores program and configuration information. A typ-
ical configuration can include a 400 MHz PowerPC,
64 MB of EPROM, and 64 MB of RAM. The CPU
can be complemented with field-programmable gate
arrays (FPGAs) that integrate logic and signal pre-
processing functionality. An automation device usually
includes a number of printed circuit board assem-
blies (PCBA), accommodating requirements for the
diversity and number of different input and output
circuitry. High-speed serial communication is built in
for intermodule communication that enables the CPU
to send and acquire data from the input and output
modules. Application-specific circuits are designed to
optimize overall technical and economical objectives.
Figure 32.14 shows a sample of a high-performance
CPU module, connected to a binary input and Ethernet
communication module.

32.11 Summary and Emerging Trends

Product automation is a highly dynamic and interdisci-
plinary field of technology.

The attempt to automate almost all individual de-
vices from consumer products to large machines and
systems is an ongoing trend.
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558 Part D Automation Design: Theory and Methods for Integration

It is driven by the advances in miniaturization,
cost, and performance of electronic components and the
standardization of cross-device functions such as com-
munication.

The broad application range of product automation
requires both general understanding of the development
of electronics and software as well as specific knowl-
edge of the tasks of the products to be automated.

With a higher degree of standardization and modu-
larization of embedded systems the implementation of
product automation will continue with high speed.

To facilitate an efficient implementation of embed-
ded systems as the heart of product automation future
research will focus on three areas:

• Reference designs and architecture• Seamless connectivity and middleware• System design methods and tools

The target will be a generic platform of abstract com-
ponents with high reusability for the applications. This
platform shall facilitate a standardized interface to the
environment and allow for the addition of application-
specific modules. An overriding feature here is the
lowest possible power consumption of the embedded
systems.

Further steps will deal with the self-configuration
and self-organization of components that form the prod-
uct automation system. There is a clear trend towards
ubiquitous connectivity schemes and networks for those
systems.

Last not least, design methods and tools must be
further developed addressing the various levels of the
complex systems. This set of methods will include open
interface standards, automatic validation and testing as
well as simulation. We will also see progress in the rapid
design and prototyping of complex systems.
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Service Autom33. Service Automation

Friedrich Pinnekamp

A fast and effective industrial service, supporting
plants with a broad spectrum of assistance from
preventive maintenance to emergency repair, rests
on two legs: the physical transport of people and
equipment, and the provision of the vast variety
of information required by service personnel.
While the automation of physical movement is
limited, data management for efficient servicing,
including optimized logistics for transport, is
increasingly expanding throughout the service
industry.

This chapter discusses the basic requirements
for the automation of service and gives examples
of how the challenging issues involved can be
solved.
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33.1 Definition of Service Automation

To be able to describe the automation of service, we
must first define what we mean by service. While it is
obvious that in the context of this Handbook we are
not talking about public religious worship or the act
of putting a ball into play in a tennis match, the wide
application of the word service still requires a stricter
definition.

Service in general is an act of helpful activity, but
in the context of this chapter we shall restrict our-

selves to considering the provision of the activities that
industry requires. In particular, we want to address
organized systems of apparatus, appliances, employ-
ees, etc. for providing supportive activities to industrial
operations.

In this narrower sense we will discuss how industrial
service is automated. Other types of service automation
are discussed in more detail in Chaps. 62, 65, 66, 68 and
71–74 of this Handbook.

33.2 Life Cycle of a Plant

Every physical object in use shows signs of wear once in
operation. This is true for cars, airplanes, ships, comput-
ers, and combining many individual devices, for plants.

Operators of an industrial plant are well aware of
this natural behavior of equipment and react accord-
ingly to avoid deterioration of plant performance.

The value of the installation is decreasing, the
reason for the depreciation, and there are different
strategies for countermeasures.

Figure 33.1 shows an overview of the main strate-
gies to extend the useful life cycle of an industrial
plant.
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Values to customer through maintenance

Optimized
maintenance line Upgrade

retrofit or
replace

Maintenance

Aging

Overhaul

Repair

Time

Fig. 33.1 Various approaches to maintenance during the lifecycle of
an industrial plant [33.5]

Continuous maintenance is a way to keep perfor-
mance at a high level, while overhaul is done at regular
intervals and repair in case of need (see Chap. 42 on Re-
liability, Maintenance and Safety, and [33.1–4]). When
retrofit and replacement is combined with a perfor-
mance upgrade, the value of the plant can even be
increased.

Performance of maintenance, overhaul, repair or up-
grade has an associated cost and which strategy is most
beneficial depends very much on the plant concerned.
A car manufacturer with a robotized workflow and high
production rate cannot afford the outage of a line due to
a malfunctioning robot, and the cost of a standing line
can easily be calculated. However, a factory in batch
operation with long delays in production may be less
sensitive to an outage.

In any case the cost of service shall be as low as
possible to provide a positive balance to the economic
equation. Cost of service has three main elements: the
parts that have to be replaced, the man-hours for per-
forming the service, and last but not least, the cost of
interrupted production, the latter being proportional to
time of outage.

Thus time and cost efficiency are the critical fac-
tors of any service and are the main driving forces
to automate the task to the highest possible extent.
In this sense service is following the trend of imple-
menting information technology (IT) to speed up and
rationalize its performance, as is done in office work or
production.

33.3 Key Tasks and Features of Industrial Service

Before we discuss the automation of industrial services,
we must describe the aspects and tasks of industrial ser-
vice in order to understand the different approaches to
automation in this area. Service comes onto the stage
after an industrial plant or subsystems of plants or even
individual products in an industrial operation have been
installed and placed into operation.

Order spare
parts and tools

Logistics of
persons and

material

Measure the
actual

performance

No immediate service required

Forecast the
future

performance

Decide
Carry out
service

Provide all
information to

service
personnel

Fig. 33.2 Major steps in industrial service

For the operator of an industrial plant, it is
of utmost important that the equipment is available
with optimum performance at any time that it is
needed. For some systems in a plant this means 24 h
a day and 365 days a year, whereas for others this
may apply for only a few weeks spread over the
year.
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Even though industrial plants prefer to have equip-
ment that does not require any service, maintenance
or repair, planned outage for overhaul is generally ac-
cepted and sometimes unavoidable. A large rotating kiln
in a cement plant, for example, must usually be fit-
ted with a new liner every year, stopping production
for a short time. Mostly unacceptable, however, are un-
planned outages due to malfunction of equipment.

The better prepared a supplier of this equipment is
to react to these unplanned events, the more appreciated
this service will be.

Taking this into account, industrial service must
strive to:

• Keep equipment at maximum performance all the
time• Provide well-planned service at times of planned
outage• Restore optimum performance as quickly and effec-
tively as possible after unplanned outages.

Figure 33.2 shows the major steps to be taken for
any service action. As we can see in this figure, there
is a layer of information gathering, analyzing, and ex-
change and a logistic element, including the physical
transport. Both elements can be automated and it is ob-

Control systems Drives and motors RoboticsMarine IndustrialIT enabled
products and systems

Instruments and
low-voltage

products

Field engineer

Propulsion
predictive
maintenance

Asset
optimization

Web-based
maintenance
management
softwae

On-line
parts

Remote
drive
monitoring

Remote
robot
services

Call center

Analysis & feedback layer

Communication layer

Connection layer

Internet, modem, direct line, etc.

Fig. 33.3 Tasks and communication channels of a service organization [33.6]

vious that the information-related aspect has attracted
the highest degree of automation to date.

In a more detailed view, the following aspects have
to be considered:

• The actual performance of the equipment must be
known.• A forecast of possible changes in the performance
must be available.• Detailed knowledge of the scheduled use of the
equipment is necessary.• Efficient, real-time communication about distur-
bances must exist.• Optimum logistics must enable fast and effective
service action.

In more technical terms, an optimum service is based
on:

• Real-time performance monitoring of the equip-
ment• Knowledge-based extrapolation of future perfor-
mance• Knowledge about use of the equipment in the indus-
trial environment
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• Adequate communication channels between equip-
ment and service provider• Access to relevant equipment data and metadata for
the service personnel• Access to hardware and tools to restore equipment
performance efficiently.

Figure 33.3 shows the tasks and communication chan-
nels for a service organization that takes care of a vari-
ety of products. Each of these tasks can be automated.

The following sections describe in more detail
the critical aspects of service and how they can be
automated.

33.4 Real-Time Performance Monitoring

Fig. 33.4 Real-time measurement of the energy efficiency
of five motors in a plant [33.7]

Fig. 33.5 Structured view of devices in a plant with some aspects
related to them [33.7]

In order to keep a plant in optimum operation,
all devices must work properly; this means that their
performance must be monitored. This can be done
by regular inspection by service personnel, or in an
automated way, i. e., by equipping each device with ad-
equate sensors [33.8–10].

In Chap. 20 the sensors suitable for the automation
of the functions of a product are described in more
detail. As an illustrative example of the automation
of service, we have chosen a motor, which is a typ-
ical example in industry with motors accounting for
more than 60% of the electrical energy consumed by
industry.

Figure 33.4 shows a real-time measurement of five
motors in a plant. Here the specific aspect of efficiency
is displayed, composed from sensors that measure cur-
rent, voltage, heat, and torque. Information of this type
is a useful indicator of the motor’s performance and, to-
gether with other motor data, for example, the vibration
level and its frequency spectrum, can be used to judge
whether intervention is required.

With an efficient data structure (Sect. 33.6) simi-
lar real-time performance can be displayed for all the
devices in a plant, provided that they are equipped
with suitable sensors. Figure 33.5 shows a display
in which the operator can easily view relevant in-
formation from all aspects and systems in his plant.
In this view, the functional structure of the plant is
displayed and, for each physical object, a number
of aspects, shown in the right menu, are listed. In
this example, the plant operator can obtain informa-
tion about the product data of the motor or energy
losses.

All these data are valuable for the service task, based
on which predictions about future performance of the
parts can be made.
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33.5 Analysis of Performance

An experienced plant operator or service engineer can
use device performance information measured in real
time to determine further actions. Modern IT sys-
tems support this task. The various data are analyzed
and knowledge-based systems propose further actions,
which may for example include the replacement of
a component, a scheduled service within a certain in-
terval or some other preventive intervention. When
more background knowledge is considered in the pro-
gramming, these systems can also include the financial
and environmental consequences of a replacement, as
shown in Fig. 33.6.

The example given in Fig. 33.6 also shows that in-
formation from different functions, here engineering,

Fig. 33.6 Result of online real-time analysis of motor performance based on evaluation of various parameters [33.7]

service, and finances, are increasingly being combined
to provide a consistent view of the whole industrial op-
eration.

This accumulated knowledge and experience helps
engineers to decide what equipment needs to be in-
spected and when, as well as to establish where failure
would be least acceptable and cause the most prob-
lems. This makes it easier to see where effort has to
be focused in order to maximize return. It facilitates
the optimization of examination intervals whilst at the
same time identifying equipment for which noninvasive
examinations would be equally effective.

More innovative automation in this direction can be
expected in the future.

33.6 Information Required for Effective and Efficient Service

The amount of data and background information that
a service engineer requires to enable a fast reaction is
enormous; the list below describes the major aspects:

• Location of the equipment and description of how
to reach it, including local access procedures• Technical data, including drawings and part lists

• Purpose of the equipment and expected perfor-
mance• Connection of equipment to other parts of the instal-
lation• Security issues in handling the equipment• Historical data for the equipment, including previ-
ous service actions
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Fig. 33.7 Display of geographical information in relation to a fault in a transmission grid [33.11]
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Fig. 33.8 Multidimensional structure connecting objects with their various aspects [33.12]
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Industry standard
high speed fieldbus

Intelligent field
devices H1

Linking devices–gateways
High speed fieldbus devices

Hazardous area
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Windows/UNIX

Process control
SCADA
Discrete robotics
Transmission network protection
Safety

Enterprise management software for:

Human systems interface
Engineering tools
Historical data collection
Asset optimization
Batch control

Fig. 33.9 Architecture of a plant with control and information flow down to the field device level [33.13] (MCC: motor control
center; I/O: input/output; SCADA: supervisory control and data acquisition)

• Failure reports• Proposed service actions• Detailed advice of how to carry out these actions,
including required tools• Information about spare parts, and their availability
and location• Information about urgency and time constraints• Data for administrative procedures.

Most of this information can be supplied automatically
to service personnel if it is available in a form that
allows digital data transfer.

This availability is the major bottleneck for the au-
tomation of service. Drawings of equipment may be
difficult to come by and/or the original supplier of this
equipment may no longer be available.

Drawings, for example, may be available but not
scanned, so that only physical copies can be used by
service personnel.

Gradually, suppliers of industrial equipment are
transferring their data to platforms allowing various
forms of access, a trend already established for many
consumer goods such as cars or washing machines, for
example.

Figure 33.7 shows the example of a data set used in
the service of transmission systems, where a failure in
the grid has to be located and identified, and the service
crew has to be sent to the correct location for repair.
In this multilayer view, geographical data, taken from
global position system (GPS) systems are combined
with detailed technical information, failure reports, and
historical aspects of the devices to be serviced.
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566 Part D Automation Design: Theory and Methods for Integration

The way in which these different data are stored and
prepared for fast and easy retrieval is important for an
efficient service. Figure 33.8 shows a multidimensional
structure, in which, for each physical object of an instal-
lation – in this example a flow meter – a large number of
views are available: so called aspects of the equipment.
These aspects cover the items in the long list above.

The service engineer can either look at the aspects
of interest by opening the corresponding view or can be
supported by automated systems that collect and pre-
pare the relevant data for the task.

Obviously, for full use to be made of the data, it is
necessary that the data are available in the first place.
Service automation yields the highest benefit when the
automation architecture in the plant is adequate and
communication capabilities and products for all asset-
related information are possible.

Figure 33.9 shows an example of such an archi-
tecture that provides this information from the field
instrument level to the highest control level of a plant.
The data are recorded and analyzed in several dis-
tributed data management systems.

33.7 Logistics Support

Logistics is a support function whose objective is
guaranteeing the availability of required hardware
when service is performed. Such hardware is primar-
ily spare parts, but also includes maintenance parts
and tools [33.14–17]. The logistics function includes
inventory management and warehousing (stocking),
transportation planning and execution, including both
transportation to the customer site (or site where service
is performed), and the return of material (reverse logis-
tics). The challenge of this function is to optimize the
use of inventory and associated investment, while pro-
viding the service level required by service operations.

Automating the logistics support function is enabled
through information technology, integrating: informa-
tion about spare parts for products and systems through

America Europe Asia
Factories and suppliers

Customers..., consumer ... OEM's, integrators, and other partners

PSC
PSC

PSC PSCPSC

PSC

CSU CSU CSU CSU CSU CSU

CSU

RC RC

RC

RC

RC

DC DC

DC

DC

SPC SPC

SPC
SPC

SPC

SPC

SPCSPC

Product service
center

Repair
center

Information
flow

Material
flow

Strategic
parts
centerDistribution

center
Customer service
unit

Fig. 33.10 A network to deliver fast
and effective service to a widely
distributed customer base. OEM,
original equipment manufacturer

an online catalogue with inventory status, availability
information through warehouse management systems
(WMS) ordering, order status information through or-
der managements systems (OMS) [33.18], and specific
delivery and shipment status information through track-
and-trace systems.

In the environment of a large corporation with many
different products and systems serving a global market,
it is possible to establish an integrated global logis-
tics network enabling support of servicing all products
and systems to all customers worldwide. Such a net-
work could be organized as shown in Fig. 33.10. The
product services center (PSC) is responsible for product
support, and supply of spare parts (and other service re-
lated products). The DC (distribution center) represents
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cost-based operations focused on distribution, providing
logistics services to different units. The DCs provide all
logistics services, including warehousing and shipping,
and are strategically located. In an efficient network
most spare part orders are directly shipped to end cus-
tomers from the central DCs. The DC will handle
delivery of parts in a specified time window depending
on where the customer is located in relation to the DC.

Other approaches to efficient logistics may have
critical parts stocked at a customer site, with all move-
ments of parts tracked and automatic replenishment
done based on parameter settings. When a part has to
be removed, the integrated network will generate the
replacement order automatically.

Customer support units (CSUs) are close to the sites
at which service may be required. The CSU works with
customers to ensure they have access to the right spare
parts. Proactive support might enable customers to di-
rectly access the CSU to order parts online, for example,
or ask for technical and order information.

The repair center (RC) is another important function
in the service network. Customers are not only inter-
ested in replacement of faulty parts but could require
repair or reconditioning as an alternative. The suppliers
of this service are the RCs, providing the repair function
itself, and the reverse logistics. Administration of prod-
uct warranty often requires return of faulty parts, which
is an element of the reverse logistics flow.

33.8 Remote Service

Remote service [33.19] is an umbrella term for a vari-
ety of technologies that have one concept in common:
bringing the problem to the expert rather than bringing
the expert to the problem.

Remote services use existing and cutting-edge tech-
nologies to support field engineers, irrespective of
location, in ways only dreamt of as little as 5 years ago.
The Internet, together with advances in communications
and encryption techniques, has contributed enormously
to this end. Remote service developments are a direct
result of the changing needs of plant operators expect-
ing more support at lower costs. Remote services are
designed to maximize knowledge bases in the most
cost-effective manner. The result ensures that the best
knowledge is in the right place, at the right time. With
a large number of different types of devices in a plant,
this can be a complex undertaking.

Generally equipment (control systems, sensors, mo-
tors etc.) is accessible from a remote location primarily
via the Internet or a telephone line. Several advantages
are obvious:

• Support can be given in a shorter period of time.• The right experts support the local service person-
nel.• Cost may be reduced by avoiding travel.

One of many examples where remote service is intro-
duced is robots. Robots play a crucial role in the high
productivity and availability of a production line. Any
problem or reduced performance of a robot has a direct

negative influence on the output of the line. The oper-
ator’s expectation is to avoid delays and disturbances
during production.

Recently, Asea Brown Boveri (ABB) developed
a communication module that can easily be plugged into
the robot controller for both old and new robot gen-
erations [33.20]. This module reads the data from the
controller and sends them directly to a remote service
center, where the data are automatically analyzed. This
is another example of the ever-growing application of
machine-to-machine technology, which has now been
applied to the world of robots. By accessing all rele-
vant information on the conditions, the support expert
can remotely identify the cause of a failure and provide
fast support to the end user to restart the system. Many
issues can hence be solved without a field intervention.
In a case where a field intervention is necessary, the res-
olution at the site will be rapid and minimal, supported
by the preceding remote diagnostics.

This automatic analysis not only provides an alert
when a failure with the robot occurs but also predicts
a difficulty that may present itself in the future. To
achieve this, performance of the robot is regularly an-
alyzed and the support team is automatically notified of
any condition deviation.

The degree of automation of a remote service is
again limited by the fact that personnel have to be
present at the location where the service is required.

Even though the replacement of people by service
robots is possible in principle, practical implementation
of this approach is hardly feasible.

Part
D

3
3
.8
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33.9 Tools for Service Personnel

The service task is, like almost all industrial operations,
an administrative process with many steps that need to
be organized, executed, and monitored. To support this
administrative work, a number of software solutions are
available on the market. These tools help to oversee and
order the steps to be taken by analyzing the situation
down to execution of the service on site.

Besides this administrative element of service there
is another level of organization, which is more difficult
to manage. When service personnel arrive at the loca-
tion where the service is needed, they should already
have all necessary information about the repair or main-
tenance. If this is not possible (because the automation
level was too low) the information has to be collected
on site – a costly and time-consuming process.

Devices with a data port and a self-analysis system
can be connected and may help service personnel to
find the optimum approach for the task. In connection
to the back office, the service person is supplied with
documentation such as handbooks, drawings, guide-
lines for maintenance etc. via various communication
channels. While the availability of communication
channels and portable devices to handle the data are

not a major bottleneck today, the access to all the in-
formation, preferably in digital form, is the limiting
factor.

To alleviate this, increasing amounts of data re-
lated to the specific device are stored together with the
hardware, for example, in form of radiofrequency iden-
tification (RFID) [33.21, 22] or built-in direct Internet
connection.

Future tools could integrate technologies of aug-
mented reality. These tools combine the real picture of
a device with displayed information about the object
inspected. Looking at a valve in a plant, for example,
the system would display the data of last inspection,
the present performance status, analyzed by a back-
ground system, the scheduled maintenance interval, etc.
Drawings of the part can be displayed and maintenance
instructions can be given.

In a number of very specific applications such as
surgery, the defense industry or aircraft, for example,
head-up devices are in use. Due to the need for inte-
grated data from many different sources in the service
application, it will take some time until this technology
will get wider use in service.

33.10 Emerging Trends: Towards a Fully Automated Service

While industrial service has various branches, from
preventive maintenance to scheduled repair, we take
emergency repair as an example to paint the future of
service automation.

What is currently state of the art in many con-
sumer products and some industrial devices will spread
through the whole industry in the form of products
and systems with self-monitoring capability and self-
diagnostic features to detect a performance problem and
analyze the probable cause.

These devices will be equipped with communica-
tion functions to report their status to a higher-level data
management system, which will then automatically ini-
tiate the necessary steps: further analysis of the case and
comparison with previous events, thereby implement-
ing a knowledge-based repair strategy. It will collect
the necessary documents for efficient repair according
to the chosen strategy and provide these to the service
personnel, who will have been alerted automatically. It
will provide access information to the service staff and

inform the personnel at the location about the details of
the subsequent repair.

The system will furthermore automatically order the
spare parts or any special tools needed for the service
and initiate their delivery to the site.

Once the service personnel is on site the system
will give automated advice related to the service and,
if needed, connect to a back-up engineer who will have
full access to all data and the actual situation on site.

In the far future robots installed or transported to the
site of service may take over the manual work of service
engineers: as a first step with direct remote control, but
in the future as independent service robots.

While the automated functions can be carried out
with almost no time delay, the transport of people and
hardware required to execute the repair will be the
time-limiting factor. In this regard improvements in
warehousing and transportation logistics, for example,
with the help of GPS systems, will drive future devel-
opment.
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Service automation is one of the fastest-growing
disciplines in industry. Ideally, it makes utmost use
of information and communication technology. It will
however take some time for the valuable tools already
installed in some parts of industry to penetrate fully into
industrial service. Service automation requires close

cooperation of many experts working in the areas of
embedded systems, sensors, knowledge management,
logistics, communication, data architecture, control sys-
tems, etc.

We can expect major steps in the future towards
more effective and faster industrial service.
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Integrated Hu34. Integrated Human and Automation Systems

Dieter Spath, Martin Braun, Wilhelm Bauer

Over the last few decades, automation has de-
veloped into a central technological strategy.
Automation technologies augment human life in
many different fields. However, after having an
unrealistic vision of fully automated production,
we came to the realization that automation would
never be able to replace man completely, but
rather support him in his work. A contemporary
model is the human-oriented design of an auto-
mated man–machine system. Here, the technology
helps man to accomplish his tasks and enables him
at the same time to expand his capacities.

In addition to traditional usage in industrial
process automation nowadays automation tech-
nology supports man through the help of smarter,
so to speak, better linked, efficient, miniaturized
systems. In order to facilitate the interaction tak-
ing place between man and machine, functionality
and usability are stressed.

In addition to basic knowledge, examples of
use, and development prospects, this chapter will
present strategies, procedures, methods, and rules
regarding human-oriented and integrative design
of automated man–machine systems.
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Within the last decades automation has become a central
technological strategy. Automation technologies have
penetrated into several fields of application, for exam-
ple, industrial production of goods, selling of tickets in
the field of public transport, and light control in the do-
mestic environment, where it has shaped our daily life
and work situation.

Work automatons have liberated man from pro-
cessing dangerous or inadequate work, on the one
hand. Since automatons continue to accomplish more
demanding functions, which had previously been ac-
complished by man himself, the meaning of human
work is challenged, on the other. This question has
already been elaborated on at the beginning of the en-
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572 Part D Automation Design: Theory and Methods for Integration

deavor of industrial automation. Nowadays we hardly
discuss the necessity of the application of automated
systems anymore. We rather discuss their human-
oriented design.

Progress within the field of information technology
is one reason for increased automation. A characteristic
of modern automation technologies is the miniatur-
ization of components and the decentralization of
systems. In addition to applications of industrial pro-
cess automation, which are strongly influenced by
mechanical engineering, information and automation
technology allows for the design of smarter, more
efficient assisting systems – such as personal digital as-
sisting systems or ambient intelligent systems – whose
technical components the user often does not see any-
more.

In the past, technical progress became a synonym
for replacement of man by a technical system. When
working systems were developed rationally, the role of
human work and its contribution to the overall result
often only found partial consideration.

Following the rationalization and automation of
work with the aim of increasing production, we risk in-
creasing dissolution of the relation between individual
and work. However, we have to realize that the human
contribution will always influence the performance and
quality of any work system.

After visionary illusions of an entirely automated
and deserted factory based on mass production, the
notion that automation technologies could not en-
tirely replace man became increasingly dominant.
An increasing number of individualized products de-
mand a high degree of production flexibility and
dependability, a requirement that an entirely automated
system cannot fulfill. These demands can be accom-
plished by hybrid automation, which appropriately
integrates the specific strengths of man and technol-
ogy.

The contemporary approach is the human-oriented
design of a man–machine system. Instead of subordi-
nating man to the technical-organizational conditions
of any work process, this approach contributes to hu-
mane conditions, which helps man to accomplish his
tasks and supports the expansion of his capacities. The
special meaning of a human-oriented work environment
results from the fact that man is the agent of his own
manpower. Consequently, individual, work process, and
work result are closely linked with each other. Only if
the process of automation – in addition to every nec-
essary rationalization – also serves the humanization
of the working conditions can it fulfill functional and
economical expectations.

The interaction of man and technology is the focus
when developing a human-oriented automated man–
machine system.

In order to apply human resources in an optimal
way and to use them synergetically, we need an integra-
tive approach for the development of a man–machine
system.

According to an integrated procedure regarding the
development of (partly) automated man–machine sys-
tems, the present chapter will first elaborate some basics
and definitions (Sect. 34.1). In Sect. 34.2 we present
practical knowledge of the technology of automation
regarding its usage in different life circumstances and
fields of work and establish the relation between au-
tomation and man.

In Sect. 34.3 we present successful rules of de-
velopment and processes of automated systems. The
presentation will end with an outlook of future devel-
opment and its implication for man (Sect. 34.4).

The main focus will be on the interaction of man
and technology. Specific methods and instruments for
the development of technical and technological aspects
of automated work systems will be presented in this
Handbook in the corresponding chapters.

34.1 Basics and Definitions

The development of an automated man–machine system
demands relevant basic knowledge as well as well-
chosen definitions of some individual terms.

34.1.1 Work Design

The goal of work design is adjustment of work and
man so that functional organization with regard to hu-

man effectiveness and needs can be realized. Thus,
the goal is to achieve good interaction between the
working man, the technical object, and the work tools
(see Sect. 34.1.8). Goals of the work design are:

• Humanization, which means human-friendly design
of a work system regarding its demands and effects
on the working human being.
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• Rationalization, which means the increase of ef-
fectiveness or efficiency of the human or technical
work in relation to the work product, for example,
the amount, quality, dependability, and security, or
avoiding of failure. The goal is to gain the same ef-
fect with less means, or a better effect with the same
means.• Cost effectiveness, expressing the relation between
cost and gain; it will be codetermined by the two
other target areas.

The work design encompasses ergonomic, organiza-
tional, and technical conditions of work systems and
work processes in order to achieve the main design re-
quirements.

Ergonomic Work Design
The object of ergonomic design is adjustment of work
to the characteristics and capacities of man [34.1]. With
the help of human-oriented design of the workplace and
working conditions we want to achieve the following for
the worker to enable productive and efficient working
processes:

• Harmless, accomplishable, tolerable, and undis-
turbed working conditions• Standards of social adequacy according to work
content, work task, work environment as well as
salary and cooperation• Capacities in order to fulfill learning tasks that can
support and develop the worker’s personality [34.2].

The basis of ergonomic design of the workplace is the
anthropometry, which defines the doctrine of dimen-
sions, proportions, and measurements in relation to the
human body. The goal of the anthropometrical design
of the workplace is the adjustment of the workplace
according to human dimensions. This can be realized
by including spatial dimensions and functions of the
human body (Sect. 34.3.4).

This physiological design of the workplace takes
into consideration human factors engineering as well as
the work plan and work process, which are adapted to
the physiological demand of the worker (Sect. 34.1.8).

Software usability engineering aims for optimiza-
tion of the various elements of the man–machine
interface and communication between man and ma-
chine. The term usability engineering implies the
development, analyses, and evaluation of information
systems, so that man with his demands and capacities
is the center of interest. The adjustment of software–

technical application and user is supposed to increase
productivity, flexibility, and quality within the work
system.

Usability aims at the optimization of the different
procedures, which enables the user to accomplish a cer-
tain task with the help of a technical product. The main
goals are: easy handling, learning ability, and optimal
usage. Usability is not only a characteristic of a product,
but rather an attribute of the interaction between a group
of users and a product within a certain context [34.3].

Organizational Work Design
Organizational work design aims at the coordination of
division of labor, meaning the appropriate segmentation
of a task into subtasks and their goal-oriented adjust-
ment. Organizational work can pursue different goals,
for example:

• Addressing economic problems (deficient flexibil-
ity, poor capacity utilization, inappropriate quality)• Addressing personal problems (for example, dissat-
isfaction, high fluctuation)• Reshaping of the technical system.

Regarding the notion of humanization, organiza-
tional development contributes to good matching of
work content and conditions to the capacities and in-
terests of each individual worker [34.4].

From an economical point of view, organizational
development aims for efficient application of scant re-
sources, so that the final goal can be achieved. When
competing for scant resources, the form of organization
that provides smooth handling of the division of labor
prevails.

34.1.2 Technical
and Technological Work Design

The technological design of a work system is based
on the selection of a certain class of technologies. It
refers to the work procedure, that is to say, the basic
decision of how to achieve a change of the work ob-
ject [34.5]. From a technological point of view we have
to increase the reliability and efficiency of the work sys-
tem. The tasks of the technological work design are the
constructive design of the technical tangible means (for
example, equipment and facility) and the design of the
man–machine interface (see Sect. 34.1.3).

Further technical development will modify the tech-
nological work design. The technical work design will
define the functional separation of man and technical
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Table 34.1 Level of technologies and functional division between man and technical system [34.5]

Technical level Energy supply Process control

Manual realization Man Man

Mechanical realization Technical system Man

Automated realization Technical system Technical system

tangible means, as shown in the level of technology of
the particular work system [34.1]. Table 34.1 presents
schematically the relation between the different levels
of technology and the functional separation between
man and technical system.

34.1.3 Work System

We understand human work within the realm of a work
system, in which the worker functions with a goal in
mind. A work system consists of the three elements:
man, technical tangible means (for example, machines),
and the environment, and is characterized by a task.
Tasks are understood as either a change in the con-
figuration of the work object (for example, to process
material, to change energy, to inform men) or in place
(for example, transportation of goods, energy, informa-
tion or men). These elements of the work system are all
connected by the time of activity.

Man does not always have a direct influence on the
work object; very often man exercises the influence in-
directly through a means he uses at work, such as a tool,
machine, vehicle, and computer. The influence of man
on the object is then characterized by the mechanization
of this applied means [34.6].

Man

Sensors, actuating
elements

Knowledge

Motivation

Goal orientation

Machine

EnvironmentMotor

placement

Sensory

placement

Technical process

Operating element

Display

Dialogue system

Assisting system

Fig. 34.1 General structure of a man–machine system

34.1.4 Man–Machine System

A man–machine system (MMS) is one specific form
of a work system. It is understood as a functional ab-
straction when analyzing, designing, and evaluating the
many forms of goal-oriented exchange of information
between man and the technical system in order to ful-
fill the work task. All man–machine systems comprise
man, interface, and the according technical system. The
term machine is used for all technical shapes. Impor-
tant components of a machine are display and control
units, automated subunits, and computerized assistant
systems [34.7].

Processes of human or physical-technical data pro-
cessing characterize the conduct of a man–machine
system. The general structure of a MMS (Fig. 34.1) is
a feedback control system, where man, according to
his goal, the information he has received, and the work
task, decides and, thus, exercises control of the technical
system.

We can differentiate between man–machine-systems
that show goal-oriented dialog systems and dynamic
systems. Further subcategorizations are shown in
Fig. 34.2.

The spectrum of goal-oriented dialog systems com-
prises end devices belonging to information technology,
mobile communication technology, consumer electron-
ics, medical technology, domestic appliance technol-
ogy, service automatons (Fig. 34.3), and process control
workstations.

Dialogue systems are interactive, goal-oriented sys-
tems from information technology, which react on
external input.

Dynamic systems are characterized by a continu-
ously changeable variable. The condition of a manual
control system is called man in the loop, while the con-
dition of an automated control system is called man out
of the loop.

We find manual control systems in all kinds of ve-
hicles, on the water, in the air, and on the ground.
Man has the following tasks in a manually control
system [34.8]:
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Man–machine system

Event-driven
dialogue system Dynamic system

Communication
tool

Manually controlled
systemMaster display Partly automated/

hybrid systems

Vehicle (air,
water, land)

Partly automated
traffic system

Master–slave
system

Partly autonomous
mobile robot

Fig. 34.2 Types of man–machine systems [34.8]

• Communication: Creation of communication inter-
faces as well as sending and reception of informa-
tion• Scanning and evaluation of the situation: Scanning
of state variables of the system and the environ-
ment, directly via the natural senses or indirectly via
technical sensors and displays• Planning: Determination of distance from start to
destination• Navigation: Compliance with the planned distance
and estimation• Stabilization: Maintenance of necessary positions
(for example, machine direction control on the
street)• System management: Utilization and supply of sub-
systems as well as error diagnosis and elimination.

Fig. 34.3 Ticket machine as an event-driven dialogue sys-
tem

Another application range with manual control is
the master–slave system used for telepresence, i. e., the
enhancement of man’s sensorial and manipulation ca-
pacities in order to work further away. The teleoperator
benefits from sensors, actuating elements, and mul-
timodal channels of communication to and from the
human user. This creates a telepresence from a tele-
workplace for the operation in a nonadmissible physical
environment – for example, over large distances or in
microworlds [34.9].

We sometimes find automatic regulation of state
variables (Sect. 34.1.5) in partly automated systems.
During automated processing, the worker is placed out-
side of the closed loop, but nevertheless supervises the
automated process and handles disturbances.

Hybrid systems characterize a simultaneous situa-
tion- and function-oriented combination of manual or
automated processing of the task within a collective
work system. Due to flexible adaptation of the degree
of automation, we aim for optimal usage of the specific
and supplementary capacities or characteristics of man
and machine [34.10].

Planes and cars are representatives of partly auto-
mated systems. As we do not want to rely solely on
automaton when using partly automated transportation
systems, a human observer is assigned to the sys-
tem. In this way intervention is guaranteed in case of
breakdown.

Another category of man–machine systems is partly
automated robots. Here, the human being undertakes
mission management by transmitting goals to a re-
moved, partly automated robot, controls its actions, and
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compensates for its errors. The user retrieves informa-
tion from the system, for example, information about
the which tasks to accomplish, difficulties, the robot,
and the distant application environment.

34.1.5 Man–Machine Interaction

The interaction between man and machine deals with
the user-friendly design of interactive systems and their
man–machine interface in general. Man interacts with
the technical system (Sect. 34.1.3) via the man–machine
interface.

Usability is an essential criterion for the man–
machine interaction. The design of a man–machine in-
teraction takes account of aspects of usability engineer-
ing, context analyses, and information design [34.11].
To provide the user with programs, which the untrained
worker is able to learn quickly and the professional can
use in a productive and accurate way, is the goal of
software ergonomic technologies.

Computer-based word-processing systems are a good
example of a man–machine interaction. In the past,
computer systems often used text-based man–machine
interfaces. In the meantime, the graphical desktop has
become the main interface; even language and gesture
identification are becoming increasingly important.

34.1.6 Automation

To assign functions to a machine, which once were
accomplished by man, is the goal of automation. The
degree of automation is determined by how many
subfunctions are done by man or by the machine. Au-
tomation is also characterized by process control, which
beyond mechanization is also a result of the technical
system [34.12]. Depending on the complexity of the
control tasks, we differentiate between complete and
semiautomatic functions:

• A complete automated system of a machine does not
need any human support. The machine completely
relieves man from work. Complete automation is
appropriate or functional when the worker cannot
complete his work precisely enough, when he is not
able to complete it at all, or when the working task,
for example, is too dangerous for him.• Semiautomation is a work characteristic of a ma-
chine that only needs some degree of support from
man. In contrast to a completely automated system,
semiautomation does not achieve complete relief
from work for the worker. The control of the indi-

vidual functions is usually achieved by the technical
system. Program control, which means the start,
end, and succession of the individual functions, is
accomplished by man.

Numerical controlled machines can switch between
semi- and complete automation while working. So-
lutions for automated systems have to correspond to
human and economical criteria. Automated workplaces
can lead to work relief and decrease of physical strain
due to the elimination or limitation of certain situa-
tions and their necessary adaptations. Automation can
free the worker from hazardous work tasks, which could
influence his health. Good examples for this case are au-
tomatic handling machines. In relation to humanization,
the following criteria promote automation:

• Abolition of monotone work• Abolition of difficult physical strain due to unfavor-
able body position and exertion, for example, lifting
heavy parts• Abolition of unfavorable environmental impact, for
example, provoked by heat, dirt, and noise• Reduction of risk of accident [34.4].

The design of complete work tasks creates better work
conditions. To reach this goal we need qualitative job
enrichment based on new combinations of work tasks
as well as the realization of new work functions.

Problem shifting can occur as well. Automation
changes the job requirement in terms of attention, con-
centration, reaction rate and reliability, combination
capacity, and distinct optical and acoustical perceptual
capacity [34.13].

Due to the combination of manual and automated
functions, we aim for adequate and practical application
of specific human/engine capacity resources in hybrid
systems [34.14].

34.1.7 Automation Technology

Automation technology refers to the use of strate-
gies, methods, and appliances (hardware and software),
which are able to fulfill predetermined goals mostly
automatically and without constant human interfer-
ence [34.15]. Automation technology addresses the
conceptualization and development of automatons or
other automatically elapsing and technical processes in
the following areas:

• Engine construction, automotive engineering, air
and space technology, robotics
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• Automation of factories and buildings• Computer process control of chemical and procedu-
ral machines• Traffic control.

Process automation (during continuous processes such
as power generation) and production automation (for
discrete processes such as assembly of machines or con-
trolling of machine tools) are main application areas in
the field of automation technology.

34.1.8 Assisting Systems

Assisting systems are components of man–machine
communication (Sect. 34.3.4). Assisting systems do not
substitute a human being, but support him occasionally
while accomplishing tasks that overburden or do not
challenge him enough. An assisting system should:

• Reduce the subjectively felt complexity of a techni-
cal system• Facilitate the spontaneous use of a technical system• Enable fast learning of the functions or handling of
the system• Make the use of the system more reliable and se-
cure.

Assistance creates a connection between the demands,
capabilities, and capacities of the user on the one hand,
and the functions of the interactive system on the other.
The following assisting functions seem relevant [34.16]:

• Motivation, activation, and goal orientation (i. e., ac-
tivation, orientation, and warning assistance)• Information reception, and perception of signals
of interactive systems and of environmental in-
formation (i. e., display, amplifier, and repetition
assistance)• Information integration and production of situa-
tional consciousness (i. e., presentation, translation,
and explanation assistance)• Decisiveness to take action, to decide and choose
a course of action (i. e., offer, filter, proposition, and
acceptance assistance; informative and silent con-
struction assistance)• To take action or carry out an operation (i. e., power
and limit assistance; input assistance)• Processing of system feedback or of a situation (i. e.,
feedback assistance).

As an example, we use assisting systems through per-
sonal computer (PC) software, automatic copilots in

planes and vehicles, in the form of personal digital as-
sistants (PDAs), or as part of smart-home concepts.

Assisting systems can be differentiated according
to their adaptation of different user profiles, tasks, and
situational conditions [34.17]:

• Constant assisting systems always show the same
conduct, independent of the operator or situation.
Their advantage is consistency and transparency.
However, these systems are inflexible; the provided
support does not always suit the user nor the situa-
tion.• Assisting systems designed according to user spec-
ification adjusted to the needs of certain users and
their tasks in specific contexts. This kind of adjust-
ment proves to be problematic when, for example,
the context of usage changes.• Adaptable assisting systems can be adjusted by the
user to specific needs, tasks, and situations of use.
The calibration of assisting systems occurs via se-
lection or adjustment of parameters. The user takes
the initiative to adjust the system.• Changes of adaptive assisting systems do not oc-
cur on the basis of explicit guidelines given by the
user, but through the system’s evaluation of actual
and saved context characteristics. Adaptive systems
autonomously adjust assistance to the user, his pref-
erences, and needs in certain situations.

34.1.9 The Working Man

The development and evaluation of human-oriented
work (Sect. 34.1.1) requires knowledge about the hu-
man factors. Selected work-scientific concepts are
described below.

Concept of Stress and Strain. All human requirements,
which evolve from workplace, work object, work orga-
nization, and environmental influences, are part of the
notion of stress and strain, which concept describes
the defined reaction of the individual body to external
stress (or workload). Individual capability is the factor
connecting impact and stress [34.1]. The workload and
individual capabilities are decisive for the strain factor.

The higher the impact of the workload, the more
the worker has to use his individual capabilities in or-
der to fulfill the task effectively. Figure 34.4 shows
an ergonomic stress–strain model. This stress–strain
concept has been primarily described for the field of
physical labor, but can also be used when talking about
psychological stress.
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Fig. 34.4 Stress–strain model (according to [34.18])

Prerequisites for Performance. The entirety of infor-
mation processing and energy transformation, which
leads to the achievement of a goal, is defined as
work performance. In order to be work efficient, we
need human and objective prerequisites of performance
(i. e., work organization and technical facilities). Hu-
man prerequisites for performance refer to capability
and motivation (Fig. 34.5).

Physical
capability

Psychological
capability

Capability

Output of information
Effectors/nervous system, reaction/coordination

Flexibility
Bones and
ligaments

Information
reception/sensory
perception
Senses and
receptors

Information
processing
Central nervous
system

Saving
of information
Brain

Evolvement
of force
Muscles and
tendons

Endurance
Cardiovascular
system

Fig. 34.5 Capability factors

The term physical motivation comprises the sum
of all biological body activity. It is limited to physical
aspects. Work performance is not a constant fac-
tor, but undergoes changes. In order to be efficient,
physical performance requires several psychological
performance prerequisites, such as motivation, willing-
ness of effort, and cognitive understanding of the task.
These factors are called psychological motivation.

Stress. Task-related stress results mainly from the
comprehension and processing of information, the
movement of the body, and the release of muscle
power when using work equipment. Comprehension
and processing of information occurs through sensor
and discriminatory work. Perception stresses our vi-
sual, auditory, haptics/tactile, and proprioceptive sense
organs. Discriminating work leads to stress, based on
recognition and identification of signals. The intensity
of stress, which results from the work function, depends
on:

• The duration and frequency of the task• The complexity of the task itself and of different
work processes• The dynamics of the processes that need to be con-
trolled• The expected precision of the accomplishment of
the task• The level of concentration required while working
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• The specific characteristics of appearing signals• Flexibility of comprehension of the information.

Stress that results from the work environment can result
from a physical, chemical or social cause that may affect
factors such as lighting, sound, climate, and mechani-
cal vibration. Bodily stress can be provoked by manual
handling of heavy loads or work equipment due to inap-
propriate body movement and enforced body position.
Workplace conditions that demand a static body posi-
tion are very stressful for the body as the circulation of
blood is negatively affected.

Stress from work organization can result from reg-
ulation of the work schedule (for example, shift work),
operating speed, the succession of tasks, inappropriate
amounts of work during peak times, lack of influence
on one’s work, strict control, and uniform tasks. We also
speak of stress when a task demands constant willing-
ness of action, even though human interference is only
necessary in exceptional cases [34.19].

The operation of information (for example, complex
information or information deficits) can also provoke
further situations of stress.

Strain. We differentiate between physical and psycho-
logical strain. Consequences of strain present them-
selves on a muscular–vegetative or cognitive–emotional
level. Disturbances of the psychophysical balance are
provoked by either excessive or unchallenging situa-
tions. Both of these situations imply that the individual
prerequisite of performance does not correspond to the
corresponding performance condition. In the case of an
excessively challenging situation operational demands
exceed the individual’s capability and motivation. Un-
challenging situations are characterized by the fact that
individual capabilities and needs are not sufficiently
taken into consideration. Both situations can lead to
reversible disturbance of the individual performance
prerequisite, such as tiredness, monotony, stress, and
psychological saturation. On the level of performance,
they can cause changes in work processing (e.g., out-
put and quality). These disturbances can be eliminated
by a change of physical and psychological performance
functions, as well as by implementing phases of recov-
ery time. Nevertheless, disaccord between strain and
recovery can only be tolerated for a limited period of
time [34.20].

34.2 Use of Automation Technology

Automation technology can be found in many fields at
work as well as in public and private life. Examples of
automation technologies are:

• Assembly automation (factory automation)• Process automation in chemical and procedural
facilities• Automation of office work• Building automation• Traffic control• Vehicle and aeronautical technology.

Increasing functional and economical demands as
well as technical development will lead to ongoing au-
tomation of technical systems in many different walks
of life and work – from the office to factory level.
Regarding automation effort we can identify two devel-
oping trends [34.21]:

• Increase of complexity of automation solutions via
enhancement and process-oriented integration of
functionalities: linked and standardized control sys-
tems are increasingly replacing often proprietary
isolated applications. The continuous automation of

processes and work systems leads to an increase of
effectiveness and quality as well as to a decrease of
costs in industrial processes of value creation.• The increasing effectiveness of automation and con-
trol techniques and miniaturization of components
leads to decentralization of control systems and
their integration on-site. Next to process automa-
tion, more and more often, we also find product
automation.

Information technology, which continues to produce
more powerful hardware components, is a driving force
for this development. Selected areas of application,
which are characterized by a high degree of interac-
tion between man and technology, will be presented in
the following sections. Partly automated systems and
assisting systems will be one focus of the following
elaboration.

34.2.1 Production Automation

Production automation is a discipline within the field
of automation technology that aims at the automa-
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tion of discontinuous processes (i. e., discrete parts
manufacturing) using technical automatons. Production
automation is engaged in the entirety of control, closed-
loop control devices, and optimization equipment in the
space of production facilities [34.22].

Through history, production automation shows sev-
eral levels of development, starting with automation
related to the working process and ending with complex
assembly automation. In the early days of automa-
tion, extensive complete processing of specific work
objects was the focus. This development started with
numerically controlled (NC) machine tools, following
by mechanical workstations, reaching the level of flexi-
ble processing systems.

Flexible production systems are based on the ma-
terial and informational linking of automated machines.
They are characterized by the integration of the func-
tions of transportation, storing, handling, and operating,
and comprise the following subsystems:

• Technical system• Flow of material, maintenance, and disposal system• Storage system and application system• Information and energy system• Equipment system, machine system, and inspection
equipment system• Maintenance system.

Flexible production systems are designed for an assort-
ment of geometrical and technological work equipment.

Level 4: flexible production system

Level 3: flexible manufacturing cell

Level 2: machine

Level 1:
tool, object,

machine

Level 1:
tool, object,

machine

Level 2: machine

Level 3:

flexible
manufacturing

cell
Input Output

Process integration of technical and organizational functions, linked control

Singular performance

Power drive
local control

Power drive
local control

Individual handling operation

Integration of handling operation,
material flow, coordinated control, supporting functions

Fig. 34.6 Shell model of production automation (according to [34.14])

Due to the marginal effort required for their adjust-
ment they can be fitted to changing production tasks
as well as to fluctuating capacity loads. Control of the
corresponding subsystems can be realized by a linked
computer system, which takes into account machining
situations, storage, and transport systems among others,
and which receives requirements from a central pro-
cessing control. The computer system controls usage of
the appropriate machines, appropriation of the techni-
cal control programs, availability and progress controls,
logging of production, and information from the main-
tenance service. An agent can influence the system in
case of disturbance. Figure 34.6 summarizes the differ-
ent levels of the respective machines up to the flexible
production system.

A main technical component of production au-
tomation is the industrial robot. An industrial robot
is a universally usable automaton with at least three
axes, which have claws or tools, and whose movements
are programmable without mechanical interaction. The
main application areas of industrial robots are welding,
assembling, and handling of tools.

The present level of development of produc-
tion automation exhibits process-related integration of
computer-based construction (computer-aided design,
CAD) and production (computer-aided manufacturing,
CAM). Process-oriented CAD/CAM solutions result
in a continuous information processing system dur-
ing the preparation and execution of production, in
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which data is produced and managed automatically
and is circulated to other fields of operation (for ex-
ample, systems of merchandise management). During
the complex and continuous process of automation,
development and production as well as the correspond-
ing business fields are informationally and materially
linked with each other. Continuous solutions are the ba-
sis of an automated plant, which at first only captures
selected production areas, but then entire compa-
nies [34.23].

An extreme degree of automation is not always the
perfect solution for manufacturing technology. If fewer
pieces and complex tasks determine the production,
the usage of less automated systems is a better solu-
tion [34.24]. Robots reach their limit if the execution
of the task demands a high degree of perception, skill,
or decisiveness, which cannot be realized in a robust or
cost-effective way.

Unpredictable production range and volume as well
as higher costs and quality demands increase the area of
conflict between flexibility and automation in the pro-
duction. Due to progress in the field of man–machine
interaction and robotics, the field of hybrid systems has
become established, in which mobile or stationary as-
sisting robots represent the most economical form of
production [34.25]. Assisting robots support flexible
manual positions by accomplishing tasks together with
the human being.

Man’s sensory capabilities, knowledge, and skill are
thus combined with the advantages of a robot (e.g.,
power, endurance, speed, and preciseness). Assisting
robots can now not only handle special tasks, but also
cover a broad spectrum of assistance of widely different
tasks. Figure 34.7 shows an exemplary utilization of an
assisting robot while assembling.

An assisting robot can either be installed stationary
at the workplace or used in a mobile way at different lo-
cations. In both cases the movement and workplace of
man and robot overlap. In order to make it possible for
man and robot to cooperate efficiently in complex situa-
tions, it is necessary that the robot system has a sensory
survey of the environment and an understanding of the
job definition.

34.2.2 Process Automation

Chemical and procedural industries use automation,
first and foremost, for monitoring and control of au-
tonomous processes. This can usually be realized by
the application of process computers, which are directly
connected to the technical process. They collect situa-

Fig. 34.7 Hybrid system during assembly (photo was
taken with permission of Fraunhofer IPA)

tional data, analyze errors, and control and optimize the
process.

Interaction of man and technology is limited
to man–machine communication when using process
computers and control equipment. Section 34.3.4 will
elaborate on these aspects in more detail.

34.2.3 Automation of Office Work

In this regard, we can differentiate between informa-
tional and manual office work. Manual office work
can especially be found in the infrastructure sector.
The use of decentralized computer technologies close
to the workplace accelerates the automation of algo-
rithmic office work with manual and informational
character.

Automation of office processes aims to increase
work efficiency. Some business processes can only be
realized by use of technology. The comprehensive in-
formation offered by the Internet is, for example, only
usable by computer-based search algorithms.

Workflow systems are important for the automa-
tion of infrastructural office work. They use optimized
structures of organization for the automation of work
processes. They influence the work process of each
individual worker [34.26] by allocating individual pro-
cedure steps and forwarding them after processing.
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Workflow systems support among others the following
functions:

• Classification, excavation, and removal of informa-
tion carriers in an archive• Physical transport of information carriers• Recognition of documents and transmission to the
appropriate agent• Connecting of incoming documents with previous
information (for example, an incoming document
will be connected with previously saved data about
the client)• Deadline monitoring and resubmission, capacity ex-
change in case of employer absence (for example,
forwarding systems)• Updating of data in the course of the process of in-
dividual processing steps (e.g., verification of the
inventory when sending out orders).

Moreover, the use of automated work tools in the
form of copy technology, microfilm technology, word-
processing systems, and information transfer technol-
ogy contributes to an increase of efficiency in the field
of office work.

A characteristic of informational office work is tight
connection of creative and processing work phases. The
human being creates ideas, processes the task, and eval-
uates the results of the work. As organizational task are
algorithmatized and delegated to the computer, the ma-
chine can support the working man [34.27]. Man has
the possibility to intervene in the process by correcting,
modifying, evaluating, and controlling it. Computer-
based work connects the advantages of a computer, for
example, high-speed operations and manipulation of ex-
tended data, with man’s decision-making ability in an
optimal way. Computer-based work does not eliminate
man’s creativity, but rather reinforces them. New solu-
tions will also be bound to man’s creativity.

34.2.4 Building Automation

The term building automation defines the entirety of
monitoring, control, and optimization systems in build-
ings. It is part of technical facility management. This
includes the integration of building-specific processes,
functions, and components in the fields of heating,
ventilation, climate, lighting, security, or accession con-
trol. The continuous cross-linking of all components
and functions in the building as well as their de-
centralized control are the characteristics of building
automation [34.28].

Building automation aims to reduce costs of build-
ings via a methodological approach to planning, design,
construction, and operation. For this, operational se-
quences are conducted in an independent way or
simplified in their handling or controlling. Functions
can, for example, be aligned according to changing op-
erating conditions (season, time of day, weather, etc.)
and activities can be combined into scenarios.

Due to construction automation the technical and or-
ganizational degree of complexity increases as well as
the demand according to a functional integration. Here,
we have to differentiate between the demands and needs
of different user groups (i. e., users, operators, and ser-
vice staff):

• User: Functions of the MMS have to be reduced to
a necessary minimum. They have to be intuitively
comprehensible and easily manageable. Interfer-
ence in operation has to be possible at any time (with
the exception of safety functions).• Operator: MMS has to provide optimal support for
maintenance and support as well as optimizing op-
eration of the construction technology. Depending
on the object’s size and complexity, this can com-
prise a spectrum of simple fault indication up to
teleguided control systems.• Service staff: Operating functions, which are unnec-
essary in a common process, have to be available
exclusively to service staff.

34.2.5 Traffic Control

Traffic control means active control of the flow of traf-
fic by traffic management systems. Traffic telemetry is
a main application of traffic management systems, com-
prising all electronic control and assisting systems that
coordinate the flow of traffic automatically and support
driver routing [34.29]. Traffic telemetry has the follow-
ing goals [34.30]:

• Increase of efficiency of existing traffic infrastruc-
ture for a high volume of traffic• Avoidance of traffic jams as well as of empty cars
and look-around drives• Combination of advantages of the individual car-
riers (that is to say, railway, street, water, air) and
integration into one general concept• Increase of traffic safety: decrease of accidents and
traffic jams• Decrease of environmental burden due to traffic
control
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Traffic control depends on the availability of appropri-
ate traffic data, which is collected by optical or inductive
methods, amongst others. The collected data is pro-
cessed in a primary traffic control unit and transformed
into traffic information, on the basis of which traffic
scenarios can be developed and traffic streams can be
processed. Manipulation of traffic streams occurs, for
example, through warning notices, speed limitations, or
rerouting recommendations.

Information on the infrastructure is carried out from
vehicle to driver through intercommunication signs,
light signals, navigation systems or radio.

Satellite-navigation systems are widely used in ve-
hicles; they carry out supported route calculation and
vehicle-specific traffic control or goal orientation. Tele-
metric systems are also used for mileage measurement
in regard to road charging.

Traffic telemetry appliances can avoid or lessen
disturbances and optimize traffic flow in a timely, ge-
ographical, and modal way [34.31]. Even though traffic
telemetry systems have great potential to ameliorate
the entire traffic situation, their usage is still limited.
One reason is the insufficient quality of collected data
regarding traffic and street status for traffic control. An-
other reason is that the possibility of intervention in
daily traffic is limited.

In the future, oriented adaptive traffic control sys-
tems will have to be able to dynamically link individual
and public vehicles as well as traffic data. In addi-
tion to stationary detectors, vehicle-generated traffic
announcements are also included in the area-wide ex-
tension of databases regarding traffic situation and
traffic prognosis. Mobil communication systems con-
tribute to the exchange of information between vehicle
and infrastructure.

34.2.6 Vehicle Automation

Automated systems are used in road vehicles and air
transportation. They support and control the driver or
pilot in his task.

Assisting systems in a car stabilize the vehicle (for
example, antiblock system, stability programs, brake as-
sistant, and emergency brake) and help the car to remain
in lane, maintain the correct distance to the car in front,
control lighting (for example, through an adaptive light-
ing system), assist in routing (for example, navigation
systems and destination guides), as well as accomplish
driving maneuvers and parking [34.32].

Moreover, assisting systems facilitate the usage
of numerous comfort, communication, and entertain-

ment functions in the vehicle. Figure 34.8 presents an
overview of assisting systems in a car. Assisting sys-
tems, which are only barely noticed, are for example,
a radio that automatically regulates the volume accord-
ing to the surrounding noise, a display that optimizes its
brightness according to the external light level, and au-
tomatic windscreen wipers that regulate their cleaning
intervals according to the force of rain. Nowadays we
combine several assisting functions into adaptive driver
assisting systems [34.33].

In order to support steering, numerous development
ideas have been discussed. The final goal is to cre-
ate a system that supports steering in order to stay
in lane and maintain the distance to the preceding
cars [34.34]. In this regard, a video camera records
the forward lane structure. With the help of some dy-
namic driving factors and evaluation of the captured
images, the system can determine the current position
of the vehicle relative to the lane markings. If the ve-
hicle diverges from the required lane, the driver will
feel small but continuous correcting forces through the
steering wheel. Using the same technology we can also
produce an alert in case of strong divergence from the
road, using a synthetically generated noise or vibra-
tion feeling. These stimuli reduce the possibility of
unintended divergence from the road and increase the
likelihood that an error will be noticed and corrected
early enough.

Another system that helps lane control and mainte-
nance of the correct distance to preceding cars is called
the electronic drawbar. This is a nontactile coupling be-

Sign recognition

Change lane assistant

Automatic lane assistant

Electronic drawbar

Highway
autopilot

City center 
autopilot

Automatic distance keeper

Stop and go automatic

Fig. 34.8 Overview of an assistance system in a car
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Fig. 34.9 Adaptive, multifunctional driver-assistance
system

Table 34.2 Assisting systems in cars [34.8]

Modality/ Visual Acoustic Haptic Without information

assistance type

Intervention Antiblock system (ABS), Crash prevention,

servotronics, reflex belt pretensioner,

control, collision seat conditioning,

assistant sunroof

Command Lane control, Lane control,

problem report, distance keeping,

navigation order intersection assistant,

curve assistant

Consultation Navigation systems,

traffic jam alarm

Information Diagnoses systems

Table 34.3 Assisting systems in aircrafts [34.8]

Modality/ Visual Acoustic Haptic

assisting type

Intervention Maneuver delimiter,

quickening

Command Ground proximity Flight vector display,

warning system (GPWS) stick-shaker, callouts

Consultation Flight management

system (FMS), electronically

centralized aircraft

monitoring system (ECAM)

Information Navigation databank,

plane state variables

and maneuver borders

tween (usually commercial) vehicles based on sensors
and computer technology. The following vehicles fol-
low the leading vehicle automatically, as if they were
connected to the preceding vehicle with a drawbar. The
electronic drawbar should make it possible for just one
driver to lead and control a line of cars following each
other, all within a short distance. Due to the resulting
low aerodynamic residence, gas consumption should be
decreased.

Figure 34.9 shows a prototype adaptive, multifunc-
tional driver-assistance system in a car.

Advising navigation systems that react to the cur-
rent traffic situation are in serial production and show
increasingly better results. Integrated diagnosis sys-
tems refer to disturbances and maintenance intervals.
Table 34.2 presents the assisting functions accord-
ing to the realized assistant type. Moreover, this
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table shows which dialog system addresses with sense
modality.

The idea of the self-controlling vehicle has been
abandoned. Although technical control systems are gen-
erally available, public opinion has determined that
the driver is responsible for driving and not the lane
control or tailgate protection system. Possible legal con-
sequences in the case of failure of the technology are
difficult to assess.

The application area of aviation is traditionally
characterized by progressive technologies. As a result,
many assisting systems exist in the field. Table 34.3
presents an assistant type and the used modality for
some assisting functions in a plane.

On the level of plane stabilization, we find in-
tervening systems, including maneuver delimiter and
commanding systems such as light vector displays,
a stick-shaker, and callouts. Steering is supported by

collision-prevention commands and ground-proximity
warnings.

For the planning of the flight path, the flight
management system is supported by an informational
system that leads the pilot from the start to the
destination via previously entered travel points. The
electronically centralized aircraft monitoring (ECAM)
system is a consultation system that supports the pilot
actively when managing system resources and correct-
ing errors. Error messages are determined by individual
phases of the flight. Furthermore, a plan possesses
dialog systems through which the pilot executes the
flight path, the management of subsystems, and the
management of errors. More assisting systems concern
information exchange with air-traffic control, communi-
cation with the operating airline (company regulations),
and execution of braking maneuvers on the runway
(break-to-vacate).

34.3 Design Rules for Automation

The design of automated work systems are usually
geared to systematic work design. It is subject to spe-
cific requirements and methods, which will be presented
below.

34.3.1 Goal System for Work Design

The decision for a specific kind of design of a work sys-
tem – including the option of automation – is mainly
determined by the following three goals [34.35]:

1. Functional goals: Optimal accomplishment of func-
tions (for example, dependability, endurance, pre-
cision, and reproduction). The limited capabilities
of man regarding sensors (for example, no adequate
receptors for voltage, operations being fast, objects
being small) or motor functions (for example, re-
garding the height and endurance of body power)
often demand the use of technologies. Man’s broad
capabilities and flexibility, which allows him to di-
verge, if necessary, from fixed algorithms and to
react to changed situations, demand the inclusion of
a human being [34.36].

2. Human-oriented goals: Goals that concern human
health, as well as performance prerequisites (for
example, work safety, level of task demands, and
qualification).

3. Economic goals: Given function fulfillment with
preferably low costs, or best function fulfillment
with fixed costs.

It is not possible to derive a priority for a single design
goal in the goal system, as usually one has to choose
an optimum between opposing subgoals. In individ-
ual cases anthropocentric or technocentric approaches
of design result from the emphasis of different goals.
Here, we favor a anthropocentric (that is to say, human-
oriented) approach to design.

34.3.2 Approach to the Development
and Design of Automated Systems

Consideration of Life Cycles
The development of a man–machine system oc-
curs based on a formalized plan. The development
of a system is subdivided into individual phases
(Fig. 34.10):

• The process of development and design begins with
a prerun phase, during which a system concept is
processed. This phase aims to identify the current
problem, and to evaluate whether it is really nec-
essary to build the intended system and where it
should be used.
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• During the definition phase, the system is decon-
structed into subfunctions and subsystems. Specifi-
cations are developed, in which all characteristics
and performance features as well as demands for
man and technology have to be included. Perfor-
mance is related to the system’s different phases of
use, e.g., operation and maintenance [34.37]. With
regard to the predetermined aspects, the layout and
evaluation of alternative solutions are developed for
each subsystem.• During the development phase, a detailed design of
the subsystem’s hardware and software is realized.
The developed solutions are integrated into a com-
plete functional system.• The acquisition phase comprises production of
the system’s hard- and software, testing of the
technical subsystem’s functionality, integration of
mechanical components, and production of user and
maintenance instructions. Furthermore, staff will be
included in this phase.• During the use phase, usage of the system is
realized. Operational experiences, which include
a normal, disturbed, and maintained operation, form
the basis for improvement, modernization, and re-
design of similar systems.

A review at the end of each phase decides upon the start
of the next phase, when the development project has
achieved a definite level of maturity.

Design Projects
The following design projects are exercised for each
phase of a man–machine system (Fig. 34.9)

• With the help of system analysis the general goals
for the complete system are determined, then the
problem is firmly established and detailed.

Forerunner
phase

Task analyses Evaluation
Technological/technical/

organizational/ergonomical
design

Definition
phase

Developing
phase

Aquisition
phase

Utilization
phase

Fig. 34.10 Phases of an automated system and their development project

• Within the framework of the function analysis, the
system functions necessary to achieve the prede-
termined goals are established. The analyses of
individual functions and their allocation to the ma-
chine or to man is the task of the technological work
design.• The tasks for the human result from the assign-
ment of functions. Through a task analysis we have
to evaluate whether the function and its related
task can generally be conducted by the available
staff. A group of users has to be selected and
trained.• Technical, organizational, and ergonomic work de-
sign aims for optimal development of the system
components and work conditions through alignment
of the conditions to the user (Sect. 34.1.1).• An evaluation helps to verify the efficiency of the
enforced design measurements for the implemented
system. In order to achieve system optimization, the
design methods have to be adjusted in case of goal
divergence.

Emphasis on Human-Oriented Design
Within the realm of the human-oriented design of
a man–machine system, the functions and components
with a high degree of interaction between men and ma-
chine [34.38] are the most important. When designing
partly automated systems or assisting systems, the fol-
lowing tasks are mainly affected:

• Tasks for function division between man and ma-
chine as well as for structuring the task given to man
(i. e., technical/technological or organizational work
design)• Tasks for optimization of integration of communi-
cation at the interface of man and machine (i. e.,
ergonomic design)
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• Tasks to increase job or machine safety (i. e., tech-
nical design) by including hazardous factors of the
work environment (e.g., noise, climate, vibrations).

Task-specific criteria and requirements of human-
oriented work design as well as methodical approaches
will be discussed in the following sections.

34.3.3 Function Division
and Work Structuring

Subfunctions of a work system can be achieved by man
and by a machine. If man is the center of interest, the de-
sign of the work system is geared towards the following
levels of evaluation of human work [34.39]:

• Feasibility: anthropometrical, psychophysical, bio-
mechanical thresholds for brief workload duration
in order to prevent health damage• Tolerability: physiological and medical thresholds
for a long workload duration• Reasonability: sociological, group specific, and in-
dividual thresholds for a long workload duration• Satisfaction: individual sociopsychological thresh-
olds with long and short validity.

In manual assembly, for example the joining of parts,
certain thresholds result for the worker due to the re-
quired speed or accuracy of motions. Figure 34.11
presents this situation schematically.

Ergonomic optimization is desirable, if the com-
bination of stress parameters resulting from the work
task leads to tolerable work conditions (i. e., ergonomic

Satis-
fied?

Precision of movement

Speed of movement

Reasonable?

Automation
not possible

Ergonomical design
achievable and tolerable

Work structuring
achievable, not tolerable

Fig. 34.11 Dimensions of work design from an ergonomic
point of view [34.4]

design, see Sect. 34.1.1). If work can be done but
is not tolerable, mainly the content of the working
task has to be changed with the help of measure-
ments regarding work structuring (i. e., organizational
design, see Sect. 34.1.1). If the work task cannot be
fulfilled, automation (i. e., a technical/technological
design, see Sect. 34.1.1) of the work system is recom-
mended, which implies extensive transfer of functions
to a machine.

Further influences on the design of systems result
from technical and economical requirements. Due to
the numerous influences on the design, it is impossi-
ble to distinguish specific design dimensions from each
other. In factories we can find work systems with dif-
ferent degrees of automation among which are obvious
combinations of manual and automated systems (hybrid
systems).

When assigning functions within the man–machine
system, the psychological and physiological performance
requirements of the working man have to be taken into
consideration (Sect. 34.1.8). In this way overextension
of the worker can be avoided and health damage can
be averted. Appropriate work structuring also takes into
consideration not giving the man solely leftover func-
tions, where he compensates or conducts nonautomated
functions. Function division and work structuring there-
fore have to be developed in such a way that interesting,
motivating, and diversified task arise [34.40] and opti-
mal system effectiveness is guaranteed.

34.3.4 Designing a Man–Machine Interface

A central task when developing human-oriented auto-
mated work systems is the design of the man–machine
interface. Ergonomically designed workplaces and ma-
chines – both in regard to hardware and software with
the corresponding desktop – contribute to user-friendly
and efficient task accomplishment.

Workplace
The workplace is the place where the task will be ac-
complished. At workplaces on the production level the
following problems often occur:

• Inappropriate posture, forced posture due to limited
free space or awkward positioning of appliances• One-sided, repetitive movements• Inappropriate movement of arms and legs• Appliance of body forces.

In terms of ergonomic work design the demand arises to
adjust the workplace in regard to its dimensions, visual
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and active area, and the forces that have to be applied
to the conditions of the working man. The starting point
for workplace design is the working task. Depending
on the working task, specific demands arise in regard
to motor functions and visual perception. The demands
of the working task have to match man’s performance
prerequisites. Figure 34.12 shows factors that have to
be taken into consideration when designing a work-
place. The technologies or materials that are used can
lead to further demands in regard to the configuration
of the workplace, for example, lighting, ventilation, and
storage.

Anthropometric Design of Workplaces. The starting
point for anthropometric design of workplaces is the
size of the human body. In order to prevent forced
posture, e.g., intense bending forward or to the side,
workplaces have to be aligned with the body size of the
workers who work at that particular place.

When discussing the anthropometric design of the
workplace, it has to be clarified whether work will take
place sitting or standing (Fig. 34.13). A balanced posi-
tion can be achieved by a change of posture. Basically
it is important to set the human body size in relation to
the correct distance between floor or feet height, work-
ing height, and seat height. The working height has to
be adjusted to the conditions of the work task. In ad-
dition it is important to have sufficient horizontal and
vertical space.

If several persons work at different times at the same
workplace (for example, shift work), the workplace has
to be equipped with appropriate adjustability in order to
be adjusted to different body shapes and heights.

Physiological Design of Workplaces. Physical strength
also has to be taken into consideration at automated

Human

One person / collective
Gender, age, nationality

Capabilities

Working task

Movement, force,
preciseness, frequency

Working tool
component

Work-
place

Sitting / standing
Order and measurement

of tools
Dimensions

(visual and active space)
climate, sound Fig. 34.12 Factors for the design of

a workplace

a: height of 
 working space
b: height of the seat
e: distance of 
 working place
s: visual distance 
α: foot rest incline
t: floor space depth

α

ab

t

e
s
s

Fig. 34.13 Blueprint of a possible seat-standing workplace

workplaces, as the basis for lifting and carrying of loads
and operation of the system elements. Tasks that require
intensive body movements and a large amount of physi-
cal strength should be conducted in a standing position.
Tasks that require a high degree of preciseness (e.g.,
subtle assembly) and little physical strength can be con-
ducted while sitting. Information about the dimensions
of working tasks and their required physical strength is
given in ergonomic literature [34.1, 5, 41].

Anatomically Favorable Alignment of Working Tools.
Anatomically favorable alignment of appliances and
working tools avoids unnecessary movement and as-
sists balanced physical strain on the human body.
Figure 34.14 presents an example of how to align ap-
pliances in a partly automated workplace. Objects that
have to be grasped (bin with parts) are arranged within
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Fig. 34.14 Partly automated manufacturing workplace

a reachable distance and the machine is positioned in
the center.

Design of VDU Workplaces. Most of the time automated
work in an office is performed at visual display units
(VDUs). In addition to the working postures already
mentioned above, the following factors have to be taken
into account when working at a VDU [34.43]:

• Strain of the supporting apparatus or musculoskele-
tal system: Continuous, static sitting strains the
supporting apparatus and the musculoskeletal sys-
tem extremely and can lead to muscle tensions and
degeneration effects. Repetitive tasks such as data
entry can lead to pain in the wrist (for example,
repetitive strain injury) and chronic back pain.• Eyestrain: Frequent change of eye contact between
screen, draft, and keyboard (that is to say, accommo-
dation) and the resulting adjustment to the changing
light level (that is to say, adaptation) provoke enor-
mous strain on the eyes and can cause eye damage.• Psycho-mental strain: Man is stressed while carry-
ing out demanding informational tasks when being
exposed to (unintentional) interruptions, time pres-
sure, and fragmentation of the work task.

The demand to configure the daily work schedule with
a change of activities or regular breaks is very im-
portant for the human-oriented design of a workplace.
VDU tasks and other activities should be alternated
in order to avoid burden on the eyes and encourage
movement. If a change of activity cannot be realized,
regularly short breaks from work at the screen should
be included [34.27].

Man–Machine Communication
In the course of automation, interaction between man
and machine becomes an information exchange, i. e.,
man–machine communication. This information ex-
change is realized by man’s sensors (i. e., senses) and
actuating elements (i. e., effectors) on the one hand,
and input and display systems of the machine on the
other. This exchange of information is controlled by
the human or technical processing of the information.
Software ergonomic work design has the function of
designing input and display systems and the machine’s
processing of information according to ergonomic goals
(Sect. 34.3.3). While so doing, the task and conditions
of the working environment are taken into account. Ad-
ditional tasks result from the selection and education of
users who operate these systems.

Sensory, cognitive, and motor characteristics have
to be taken into account when designing man–machine
communication. The visual channel (the eye) can be ad-
dressed via optical displays, the auditory channel (the
ear) via acoustic displays, and the tactile channel (sense
of touch) via haptic displays. As the hand and foot mo-
tor functions are available for the mechanical input after
processing of information by the brain (cognition), so
language is available for linguistic input. Now input
via body movement (gestures) also plays an impor-
tant role, for example, through the use of the mouse
or via the measurement of hand, head, and eye move-
ment (movement tracking). According to Fig. 34.15, the

Processing of information

Dialogue control

Sensors Actuating elements

Display system Input system Input and
display systems

Dialogue system

Assisting system

User modeling

Task modeling

Situation identification

Risk analysis

Technical functions

Man

Machine

Fig. 34.15 Levels of man–machine communication [34.42]
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design of man–machine communication can be repre-
sented at three levels:

• The highest level shows the interface between man
and machine, the input and display systems, which
are often defined as the desktop.• The next level is the dialogue system, which creates
the connection between the input and display, and
which causes the machine’s control of information
flow.• The third level refers to the application of assisting
systems, which support the user when developing
processing strategies and system control.

The design of these levels has the goal of tuning the
technical system for the acceptance, processing, and
display of information for man and his tasks.

Input and Display Systems. The design of an input and
display system has to resolve three tasks [34.44]:

• It has to choose appropriate design parameters ac-
cording to human conditions when adjusting the
system to the human’s motor function and sensors.• It has to display the information codes that are nec-
essary for exchange of information between man
and machine; in this case, compatibility has to be
taken into account.• The organization of information designs the input or
output of connected information.

Appropriate input systems are those that use human ca-
pabilities for the transmission of information: exercise
of body force on objects, gestures, mimics, talking, and
writing. Technical input systems are also useful if they
can absorb and interpret the provided information. The
best available technology allows the extended utiliza-
tion of the previously mentioned human capabilities by
using switches, levers, hand wheels, dials, keys, key-
boards (for example, work at the VDU), etc. Speech
recognition systems have seen immense progress, so
that the use of speech signal input can be realized, for
example, when entering numeric codes. Writing input is
used with electronic notebooks.

When releasing information, visual, auditory, and
tactile kinesthetic sense modalities are addressed. Fur-
thermore, speech output is becoming increasingly
important. Haptic displays are mainly used to facili-
tate blind operation of switches. Due to the amount and
variability of the presented information and the optional
access options, optical displays – mostly in the form of
screens – play a dominant role. Multimedia forms of

communication connect the different forms of coding:
number, text, speech, and picture.

Compatibility of the design of (complex) input and
output display systems is extremely important. Com-
patibility can also be defined as the decoding process,
which the human has to achieve when evaluating the
different forms of information. Inner compatibility is
achieved when compatibility exists between man’s pe-
riphery and the inner models (i. e., associations and
stereotypes). A good example is the fact that one ex-
pects an increase in value when turning the adjusting
knob to the right. An outer compatibility is in place
when a display turns to the right according to the move-
ment of the operating element.

Dialogue Systems. Dialogue represents the interactive
exchange of information between man and machine
in order to achieve a task. Depending on the user’s
previous knowledge, different dialogue forms are pos-
sible: question–answer dialogue, form dialogue, menu
dialogue, key dialogue, command dialogue, and natu-
ral conversational dialogue. Dialogue forms as well as
a direct manipulation comprise concrete actions (for
example, display or sketching), pictures, and speech.
These demand less abstraction from the user than
text-based dialogues. There is always the possibil-
ity to adjust the dialogue system to a user-specific
demand.

Continuous technical progress leads to rapid in-
troduction of new program versions with dialogue
alternatives. In order to guarantee reliable utilization,
the user has to learn continuously. As printed instruc-
tion sheets are often ignored, integrated guidance of the
user in the dialogue is practical. This guidance should
be in line with the user’s learning progress and the as-
sisting and support systems, which the user can use in
the dialogue.

Assisting Systems. Man–machine communication is
generally designed as a dialogue, i. e., interaction be-
tween information input and output. Assisting systems
(or dialogue assistants) support the user during goal-
oriented use of a dialogue system by explaining the
system’s functions and user directions (Sect. 34.1.7). In
order to guarantee progress of the dialogue, data is taken
from the user (that is to say, user modeling), from the
task to be solved (that is to say, task modeling), and
from the present state of the system (that is to say,
situation identification). In so doing, the field of man–
machine communication comprises increasingly higher
levels of technical processing of information. Whereas
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at the beginning only the desktop was affected in the
form of display and input elements, nowadays the entire
design of informational–technical systems are directed
to the user.

Principles of Design
for Man–Machine Communication

The design of man–machine communication mainly
comprises aspects of dialogue development and control
hierarchy.

Dialogue Development. Software ergonomic develop-
ment of man–machine communication is geared to-
wards the following demands for appropriate dialogue
development [34.45]:

• Usability characterizes the degree to which a prod-
uct can be used effective, efficiently, and in a satis-
fying way.• Effectiveness determines the precision and com-
pleteness with which the user can achieve a certain
task goal. Errors can have a negative impact on
effectiveness. This is the case when the user is in-
capable of achieving the defined goal correctly or
completely.• Efficiency describes the cost-related effectiveness,
referring to the relation between the achieved pre-
cision and completeness of the effort used by the
user while attaining the goal. Deficiencies affect ef-
ficiency of utilization (fitness for use). The result is
correct, but the effort is inappropriate, as the user,
for example, can hardly avoid making mistakes.• Satisfaction is an indicator of the acceptance of uti-
lization.

Dialogue design

Functionality
(suitability for the task)

Usability
(suitability for learning)

Manipulation

Suitability for
individualization Controllability

Orientation

ClearnessError toleranceCompatibilitySelf-
descriptiveness

Fig. 34.16 Design principles of the
ISO 9241 standard for man–machine
communication

Central criteria for dialogue design are functionality
(i. e., the suitability of the task) and usability (i. e.,
suitability for learning). The ISO 9241 standard [34.3]
defines established principles for the design of man–
machine communication (Fig. 34.16):

• Suitability for the task: While working, the user
should experience support instead of interference or
unnecessary demands.• Self-descriptiveness: The dialogue should make it
clear what the user should do next.• Controllability: The user should be able to control
the pace and sequence of the interaction.• Compatibility, conformity with user expectations:
General experiences, schooling, experiences with
work processes or similar software are effectively
applicable. In terms of the expectation conformity,
boundaries of the technical system have to be trans-
parent (for example, safety functions).• Error tolerance: The dialogue should be forgiving.
In spite of defective input, the result will be achieved
with only a few corrections.• Suitability for individualization: The dialogue sys-
tem allows adjustments to the demands of the
working task, to the user’s individual preferences,
and to the utilization capability.• Suitability for learning: The user will be supported
and instructed while learning the dialogue system.

Burmester [34.46] recommends a simple and clear
presentation of information, direct and unambiguous
language, direct feedback, as well as user-oriented ter-
minology for the implementation of design principles.
In order to design the utilization capability of the man–
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machine system more intuitively, known objects, for
example, office folders, are displayed on the software’s
desktop.

Control Hierarchy. The embedding of the dialogue sys-
tem into the control hierarchy of a man–machine system
is as important as the dialogue design itself. Here we
have to clarify, if and how far the technical system is
allowed to limit man’s freedom to take decisions and
carry out actions. This question can be illustrated with
the help of the example of a driving assisting system,
which leads to increased safety for the driver when
maintaining an inappropriate distance to the preceding
vehicle and a reduction in speed.

Man’s capability to make a decision is dependent on
his position in the MMS. Decker [34.47] classifies three
different performance types:

• Restitution performances: Here, the machine en-
ables a disabled human being to achieve standard
performances. Examples are prosthesis for ampu-
tated body limbs.• Expansion performances: Here, man achieves to-
gether with the machine a higher level of per-
formance than a standard performance. A good
example is a databank system, which simplifies the
data management and data organization.• Substitution performances: The performance, which
so far has been accomplished by man, is now
achieved by a machine supervised by man. An ex-
ample is the autopilot in a plane.

Experts are of the opinion that, as long as it is not pos-
sible to completely substitute man by a machine, man
should have the highest level of decision making in
a man–machine environment [34.48]. This implies that
man will have the final decision. In this way, man can
correct the MMS in case of errors.

The following problem appears however with partly
automated MMS: During long working phases of un-
interrupted automated production, man is permanently
unchallenged and easily fatigued. If man then actually
has to interfere due to a breakdown of the automated
system, the once unchallenging situations transforms
into a too challenging one. Consequently, we should
aim for a continuous activity level, in order to guarantee
manual takeover of the controlling system. Moreover,
redundancy should assure that the entire system is
reliable.

34.3.5 Increase of Occupational Safety

Automation of working systems needs to take into
account occupational safety. Occupational safety is
a necessary requirement for work processing. Safe
working conditions should minimize or even prevent
health damage to the working man. Generally speak-
ing, the work result cannot be guaranteed if unsafe work
conditions exist. A high level of safety is guaranteed
by measures of machine safety. Occupational safety
comprises safety measures and rules of conduct, which
should provide the user of technical systems with the
highest protection possible.

Automation measures basically reduce the haz-
ardous risks to the worker. However, when breakdowns
occur, the untrained worker has to interfere under time
pressure, which can cause new danger situations.

The design of a man–machine interface with an ab-
stract representation of information between user and
system, and that also screens mechanical noises and
vibrations, results in the risk that man’s contact with
reality is weakened. It has been observed that some
drivers compensate for safety gained through assisting
systems by changing to a risky driving style [34.49]. As
a result we can state that the demand for increased oc-
cupational safety always has to be seen in the context of
system reliability.

System Reliability
The term system reliability defines the probability that
the system works without any errors in a defined
timeframe. An error can be defined as an intolerable
divergence from a defined level of quality. Human re-
liability describes man’s capability to accomplish a task
in an acceptable way under fixed conditions within
a defined time frame. Here a basic difference between
human and technical reliability becomes visible: man
works in a goal-oriented manner, whereas the machine
works in a functional way. Man is able to control his
actions autonomously. Human errors do not usually
lead to an immediate breakdown, but can be corrected
before they negatively affect system operations. The
technical design of systems should assure the reliabil-
ity of the machine and its components through optimal
construction and selection of appropriate materials. Hu-
man reliability can be increased by rapid identification
of errors by the technical system and a supporting
decision-making process. Man is able to recognize and
correct for his own errors prior to their interference with
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the system. He can also stop processes that seem to be
becoming problematic [34.50].

Design for Safety
Design Strategies. Adequate actions can contribute to
an increase in the safety level of automated working
systems and minimization of hazardous risks. The fol-
lowing kinds of risks have to be taken into account:

• Hazardous risks linked to the utilization of the work-
ing tool• Hazardous risks that emerge at the workplace due to
interaction of the working tools with each other• Hazardous risks caused by the working materials or
the working environment.

Here we have to conduct a risk analysis of the work-
ing tool at the predetermined workplace. We have to set
this analysis in relation to other working mediums and
take all operating conditions (i. e., normal mode, mal-
function mode, and reconnection) into consideration.

The following rules have to be followed when de-
signing for safety [34.43]:

• Elimination or minimization of hazardous risks
(i. e., indirect measures, for example, integration of
a safety concept when developing or constructing
a machine)• Implementing safety measures against risks that
cannot be eliminated (i. e., indirect measures)• Supply of information to users about remaining
risks due to the incomplete effectiveness of the im-
plemented safety measures; indication of eventual

Fig. 34.17 Disjunctive safety device at a palletizing
automaton

necessary special training and personal protection
equipment (i. e., information measures).

Risk Minimization of Mechanical Hazards. Mechan-
ical hazards are, for example, objects that fall or slide
out, dangerous surfaces and forms, moveable parts,
instability or material failure. Appropriate protective
measures have to been chosen for risk minimization of
mechanical hazards. Here we have to differentiate be-
tween inherently safe construction and technical safety
measures.

Inherently safe construction minimizes or elimi-
nates risks through an adequate design. Examples of
inherently safe constructions are the following:

• Avoidance of sharp edges• Consideration of geometric and physical factors (for
example, limitation of amount, speed, energy, and
noise)• Electrical supply of energy at extra-low voltage.

Technical safety measures should be used when the in-
herently safe constructions are not sufficient enough.
Technical safety measures differ between disjunctive
and nondisjunctive appliances [34.51].

A separating safety device is part of a machine
which is used as a special kind of bodily shield
(Fig. 34.17). Depending on its construction, a separat-
ing safety measure can be a cabinet, cover, shield, door,
casing, etc. The following two devices are examples of
separating safety devices [34.40]:

• Fixed separating safety device: These are either last-
ing (for example welded) or fixed to the machine
with the help of elements (for example, a bolt). They
block access to a dangerous area.• Movable separating safety device: These are mostly
mechanical in nature and connected to the machine
(by hinges, for example). They can be opened even
without the utilization of tools. A touch-sensitive
switch prevents the execution of dangerous machine
functions while the safety device is open.

The physical barrier between man and the hazardous
machine function is absent in the case of a nonsepa-
rating safety device. The worker will be recognized as
soon as he enters or reaches into the danger area. As
soon as the worker is recognized, the existing risk is
minimized or eliminated. We can differentiate between
the following nonseparable safety devices:

• Control device with automatic reset device: Control
devices that start and maintain operation of mechan-
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Fig. 34.18 Safety measure with approximation function
(light barrier) at a partly automated assembly area

ical parts only as long as a hand control or operating
element is actuated. Examples are hand drills and an
edge grinder:• Two-hand coupling: Control devices that demands
the use of both hands at the same time in order to
start or maintain the machine’s functions.• Protective device with approximation function: De-
vices that stop hazardous mechanical parts as soon
as a person or a part of the human body crosses
a well-defined boundary (for example, light barrier,
see Fig. 34.18).

Man–Machine Interface. Switches for the operation
mode and the removal of the energy supply are ap-
plied when designing a safe man–machine-interface
(Sect. 34.1.3). Consequently, we find the following spe-
cific design features:

• Switch for operation mode: Machines have to be re-
liably stopped in all functions or safety levels (for
example, maintenance, inspection).• Energy supply: The spontaneous restart of a ma-
chine after a breakdown of energy supply has to be
avoided, if this implies danger to the worker.

When designing a man–machine interface for safety,
displays have to be adjusted to human perceptive senses
so that relevant signals, warnings or information can
be quickly and reliably noticed. In order to evaluate
a situation, man allocates the role of key elements
to a multiplicity of sensations. These key elements
are incorporated into superior strategies. If complex
information is arranged in functional groups, decision-
making processes will be accomplished in a better way.
Man, for example, recognizes qualitative changes of
process parameters faster and is also able to assess them
better if they are presented in graphical patterns. The
combination of graphical elements produces a pattern in
which changes can be recognized right away. In the case
of a change in the pattern, man can selectively change
to the next deeper level of information processing, in
which detailed information about the situation and other
characteristics relevant to the decision such as quantita-
tive measures is available. A superior graphical model
functions as an early warning system.

34.4 Emerging Trends and Prospects for Automation

34.4.1 Innovative Systems
and Their Application

In the light of technical innovation it can be expected
that automation of the value-creation processes will in-
crease in all branches and application areas. When used
adequately, automation can contribute to the improve-
ment of product quality, the increase of productivity,
and the enhancement of quality of work [34.52]. With-
out automation technology, some fields of human work
would not be accomplishable. The operation of complex
control systems in modern aircrafts may exemplify this
circumstance.

With the help of efficient methods and procedures of
automation technology, new systems and products can
be obtained. Flexible automation, rather then the high-
est degree of automation, is the aim. Characteristics of
these systems and products are increasing complexity
and decentralization, a higher degree of cross-linking,
and dynamic behavior. However, they are only control-
lable with the help of automated appliances. Example
products can be found in the field of mechatronics. As
well as in the traditional application areas in the field
of process and production automation, automated solu-
tions are also frequently used in the service industries,
maintenance areas, and the field of leisure activities
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Fig. 34.19 Care-O-bot is a supporting system for the care
of elderly people (photo taken with permission of Fraun-
hofer IPA)

(Fig. 34.19). Appliances can be found in the following
fields:

• Health, e.g., intelligent prosthesis• Service industry, e.g., fueling, cleaning, and house-
hold robot• Building industry, e.g., energy optimizing systems• Biotechnology, e.g., monitoring systems• Technology of mobile systems, e.g., digital assis-
tants.

An automated product has to fulfill strong require-
ments regarding precision and reliability, utilization
characteristics, handling, and cost–value ratio [34.53].
Further development of all technical innovations de-
mands the central inclusion of man. All technology
should be geared to the human being, and his de-
mands and performance prerequisites. The develop-
ment of methods and procedures for ambient intelli-
gence [34.54] is associated with human-oriented de-
sign (ambient intelligence is a technological paradigm
which, first of all, is connected to the European re-
search program on Information Society Technologies.
It is related to the more hardware-oriented approach
of the US-American research project on Ubiquitous
Computing, as well as the industrial concept of per-
vasive computing). Ambient intelligence includes the

vision of the information society, which stresses the
factors of usability and efficiency of user support
with the help of intelligent systems, in order to fa-
cilitate interaction between men or between man and
computer.

One example application area is the intelligent
house, whose entire functions and appliances (e.g., heat,
kitchen appliances, and shutters) can be operated by
a computer and be adjusted to the inhabitants’ needs.

Natural and demand-oriented forms of interaction
with an intelligent environment should lead to the sit-
uation in which utilization of the computer does not
require more attention than the fulfillment of other daily
activities, such as walking, eating, or reading.

The technical core of ambient intelligence is the om-
nipresence of information technology and consequently
unlimited access to information and performance mea-
sures at any time, from any location. Man will thus be
surrounded by a multitude of artifacts with intelligent
and intuitive usable interfaces – from household objects
used daily to facilities in public spaces. They will be
able to recognize people and react actively to their in-
formational needs in a discrete and fast way [34.55]. It
is necessary that the ambient intelligence system regis-
ters the users’ presence and situation and reacts to their
needs, habits, gestures, and emotions in a sensitive and
adaptive way.

Hence, ambient intelligence systems differ from
present computer-based man–machine systems, whose
technology is mostly focused on the realization of the
task and forces the user to adjust to these requirements.

Ambient intelligence unifies a multiplicity of com-
plex technologies and methods from different disci-
plines, such as: multisensor ad hoc networks, social
user interfaces, dynamic integration of components for
speech, and gesture recognition, and invisible com-
puting. Further development of ambient intelligence
systems requires intensive cooperation of these disci-
plines. Ambient intelligence always puts the human
being with all his capabilities and needs at the center
of the technologies that need to be developed.

34.4.2 Change of Human Life
and Work Conditions

Continuous automation of different fields of life –
first and foremost at work – leads to significant
changes of human habits, task contents, and qualifica-
tion requirements.

In production, workplaces that have been replaced
by automation technology now demand higher and
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different qualifications from its workers. On the one
hand, we have to assume that repetitious use, charging,
disposal, and control functions, as well as administra-
tion and formalization of control tasks will continue
to decrease. On the other hand, it is likely that
maintenance work, demanding control functions, goal-
oriented tasks, programming, and analytical tasks will
increase [34.56].

As the importance of intellectually demanding tasks
at work increases, so will demands on the workers, and
stress will change. In the future, man will take a more
social, and communicative role.

As the level of automation increases, so does its
responsibility for business economics. The amount of
instrumentation necessary for production will increase.

From an economical point of view it is important to
achieve multilayered efficiency for this productive tech-
nology. As a result, the habits of workers doing shift
work and their rhythm of life have to change. The de-
mands of the level of organization and the peculiarity
of mutual responsibility will also increase correspond-
ingly.

Different forms of automation development can cre-
ate long-lasting effects that will diminish the separation
between white-collar and blue-collar work that has ex-
isted to date. In so doing, they overcome the fixed and
sometimes rigid separation of functions when work-
ing. The resulting changes regarding the content and
execution of work comprise an individual chance for
development for the working human.
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Machining Lin35. Machining Lines Automation

Xavier Delorme, Alexandre Dolgui, Mohamed Essafi, Laurent Linxe, Damien Poyard

This chapter deals with automation of machining
lines, sometimes called transfer lines, which are
serial machining systems dedicated to the produc-
tion of large series. They are composed of a set
of workstations and an automatic handling sys-
tem. Each workstation carries out one identical
set of operations every cycle time. The design of
transfer lines is comprised of several steps: prod-
uct analysis, process planning, line configuration,
transport system design, and line implementation.
In this chapter, we deal with line configuration.
Its design performance is crucial for companies to
compete in the market. The main problem at this
step is to assign the operations necessary to man-
ufacture a product to different workstations while
respecting all constraints (i. e., the line balanc-
ing problem). The aim is to minimize the cost of
this line while ensuring a desired production rate.
After a review of the existing types of automated
machining lines, an illustration of a developed
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methodology for line configuration is given us-
ing an industrial case study of a flexible and
reconfigurable transfer line.

Manufacturers are increasingly interested in the opti-
mization of their production systems. The objective is
to optimize some criteria such as total investment cost,
floor area, number of workstations, production rate,
etc.

The automatic serial line, often called a transfer
line, is a widely used production system in machin-
ing environments [35.1–6]. Transfer lines also exist in
the assembly industry. Their properties are defined, for
example, by Nof et al. [35.7]. In such a line, a repeat-
able set of operations is executed each cycle. The line
is composed of sequentially arranged workstations and
a transport system which ensures a constant flow of
parts along the workstations. This automatic handling
system is generally composed of conveyors fixed on
rails that transfer the part from one station to the next
with holder robots for part loading and unloading at sta-

tions. The transfer machining lines produce large series
of identical or similar items.

Automation of a machining line for a given product
family (or reconfiguration of an existing line for a new
product family) is a significant investment, and requires
a long period for its design (often 18 months). Manufac-
turers have to invest heavily when installing these lines
or for their reconfiguration. This investment influences
to a large extent the cost of the finished products over
the lifetime of the line. Therefore, profitability depends
directly on the success of the line design or reconfig-
uration. Investment cost should be minimized and the
configuration obtained should be as efficient as possi-
ble. Thus, optimization is a crucial issue at the transfer
line design or reconfiguration stage.

The design of transfer lines is comprised of several
steps: product analysis, process planning, line config-
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uration, transport system design, and line implementa-
tion. In this chapter, we deal with line configuration. Its
design performance is crucial for companies to compete
in the market.

As a rule, the configuration of a transfer line in-
volves two principle steps:

1. choice of line type
2. logical synthesis of the manufacturing process,

which consists of grouping the operations into sta-
tions (i. e., line balancing).

In this chapter, we focus on the second step of this
procedure, because the decisions made there define the
principal characteristics of the line. An error at this time
is too costly to rectify. A brief description of this prob-
lem is in order.

Automated machining lines are composed of a set of
serial workstations. The stations are visited in a given
order. The line investment cost depends on the num-
ber of stations and equipment of each station. Both
are defined via an assignment of operations to work-
stations. Usually, each task is characterized by: (1) its
time, (2) a set of operations which must be assigned

before (precedence constraints), (3) a set of operations
which must be executed on the same workstation (in-
clusion constraints), and (4) a set of operations which
cannot be executed on the same workstation (exclusion
constraints). Of course, in actual industrial problems,
various additional specific constraints may have to be
taken into account as well. Thus, at the line configu-
ration stage, it is necessary to solve the line balancing
problem, which consists of assigning the operations to
workstations, minimizing the line investment cost while
respecting the objective production rate as well as the
aforementioned constraints.

This chapter is organized as follows. In Sect. 35.1,
the fundamental assumptions and existing types of au-
tomated machining lines are introduced. In Sect. 35.2,
some challenges and a general methodology for de-
sign and reconfiguration of these lines are explained.
In Sect. 35.3, the role and importance of line balanc-
ing at the design or reconfiguration stage are presented.
Section 35.4 illustrates our approach and models on an
industrial case study. Moreover, in this section, a novel
and promising exact resolution method is suggested for
balancing of machining lines with parallel machines and
setup times.

35.1 Machining Lines

A machining line is a production system composed
of several sequential workstations; each workstation
contains various machining equipment. A given set of
operations is performed at each station to obtain the fi-
nal product. The most frequent machining operations
are:

• Drilling, to fabricate holes in parts• Milling of shapes or removal of material with var-
ious milling cutters to form concave or convex
grooves, etc.• Tapping, which involves cutting internal screw
threads in holes• Boring to enlarge a hole that has already been drilled
to precise dimensions.

A combination of these operations is usually needed
to manufacture complex parts such as cylinder heads,
cylinder blocks; see, for example, Fig. 35.1.

The machining process has numerous specific prop-
erties that directly influence the organization of the
automated machining lines. Because of the complex-

ity involved, special studies and decision-aid tools are
required for competitive design and reconfiguration of
these lines.

There are three principal types of automated ma-
chining lines for large series, namely, dedicated, flexi-
ble, and reconfigurable transfer lines. Each of these has
its own characteristics and assumptions, which will be
briefly detailed in the following.

35.1.1 Dedicated Transfer Lines

A dedicated transfer line (DTL) is the most economic
form of machining systems with a large productivity
and profitability if there is enough volume. DTLs are
used for the production of a single type of product (or
close variants) in large series: a large quantity of iden-
tical products is manufactured with the same sequences
of operations on stations. The stations are arranged se-
rially. Each station is equipped with multispindle heads.
Each multispindle head executes several operations si-
multaneously. Depending on the architecture of the line,
spindle heads can be activated at each station in parallel
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Fig. 35.1 Examples of parts produced by automated ma-
chining lines

or in sequence. An example of such a multispindle head
is shown in Fig. 35.2.

When customer demand is significant and stable for
a number of years, this type of machining line is the
most profitable solution.

One of the design principles for the dedicated lines
is the reduction of the cycle time and minimizing the
amount of equipment (machines, spindle heads, tools,
etc.) which, as mentioned above, has a direct influence
on the reduction of the unit production cost.

Principal advantages of dedicated transfer lines
are:

• High precision: these lines are designed to maxi-
mize the accuracy when machining of the part.• Quality: there are no tool changes; therefore, once
quality is established, it is stable.• Mass production: the annual production can be in
the millions.

Fig. 35.2 A multispindle head for a dedicated transfer line
(property of PCI/SCEMM)

• Simplifying handling operations reduces the needs
for flow management and production control.

Disadvantages of these lines are:

• The dedicated transfer lines demand large invest-
ments and must have a long lifetime to be profitable,
the ramp up of the production is relatively long
(2–4 weeks).• Taking into account specific aspects of the product
during the line design stage is possible, but once
the line is defined it is very difficult to modify (line
reconfiguration is costly).• Breakdowns are a crucial problem; when a break-
down occurs in a single station, the entire line is
stopped (in addition, if the corresponding operation
did not end on time because of this breakdown, the
product is automatically defective).

Note that for these lines the criterion to be optimized
is easy to identify and calculate: minimizing the invest-
ment cost. Moreover, the interest in studying DTLs lies
in the fact that their structure represents a basic form
of organization for other machining systems. Indeed,
all the problems that appear during the optimization of
a dedicated transfer line are present in the design of
other automated machining lines.

35.1.2 Flexible Transfer Lines

The flexible transfer line (FTL) is a special case of
a flexible manufacturing system (FMS). The flexibility
of a FMS is ensured thanks to the utilization of com-
puter numerical control (CNC) machines (machining
centers), automated transport, and warehousing systems
with sophisticated control software [35.8]. An exam-
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ple of a flexible machining center with the devices for
change of tools is shown in Fig. 35.3.

FMS can produce several types of products, belong-
ing to a broad family. By family we mean products
having comparable dimensions and similar geometric
characteristics, as well as the same tolerances. These
related products can be manufactured by the same
equipment. Software takes care of possible changes by
reprogramming the machining or rescheduling the prod-
ucts to be manufactured.

There are three basic types of FMS [35.7]:

• Flexible lines: these consist generally of sequen-
tially arranged workstations with programmable
CNC machines (machining centers) and are used es-
pecially for products with several product variations
and a short lifetime for each variation.• Flexible cells: such a system is composed of discon-
nected programmable cells, where each cell consists
of one or several machining centers and carries out

Fig. 35.3 Machining center Meteor ML (property of
PCI/SCEMM)

processes that comprise complete or almost com-
plete tasks. The number of distinct parts in such
a cell is often restricted, from eight to ten. This is
due to a limited capacity of the cells.• Flexible systems: are composed of linked flexi-
ble cells. There are two types of linkage: (1) with
a rigid sequence of linking (cells are connected in
a given invariable order); (2) with linkages that can
be adapted to any particular production and/or as-
sembly process.

The main objective of flexible transfer lines (FTLs) is to
be able to produce several variations of the same prod-
uct in large series. These lines assure a quick passage
from one variation to another. FTLs are also able to
change production volumes, if necessary, within a given
range. The ramp up of production is short (1–2 days).
However, they present a certain number of drawbacks:

1. These systems are very expensive mainly because
they are composed of CNC machines. These ma-
chines are designed for a forecasted family of parts
and produced without optimal process planning for
each actual part. At the line design stage, the ma-
chining specifications are not accurately known.
Therefore, the designer tends to insert more func-
tions than necessary. Obviously, this increases the
cost.

2. The development of software for the line control
system is also very expensive because this flexible
equipment requires sophisticated rules of manage-
ment for each machine as well as for the entire line.

3. Contrary to dedicated machines, which contain mul-
tispindle heads with fixed tools, CNC machines use
single spindle heads with frequent tool changes.
Therefore, it is often difficult to maintain the level
of precision in machining operations equal to that
of dedicated lines.

4. Owing to rapid technological advances, these so-
phisticated and costly machines are quickly subject
to obsolescence.

5. Because of their complexity, these flexible transfer
lines tend to be less reliable.

35.1.3 Reconfigurable Transfer Lines

The concept of reconfigurable manufacturing systems
(RMS) was introduced in Koren et al. [35.9]. The
authors highlight the industry’s new requirements for
machining systems given the increasingly shorter prod-
uct runs and the need for more customization. From
the beginning, an RMS is designed to be able to make
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changes in its physical configuration to answer market
fluctuations in both volume and type of product.

For RMS, and especially for reconfigurable transfer
lines (RTL), the principal characteristics are:

• Modularity: in a reconfigurable manufacturing sys-
tem, all the major components are modular (system,
software, control, machines, and process). Selection
of basic modules and the way they can be connected
provide systems that can be easily integrated, diag-
nosed, customized, and converted.• Integrability: to aid in designing reconfigurable
systems, a set of system configurations and their in-
tegration rules must be established. Initially, such
rules were developed for configurable comput-
ing [35.10]. In the machining domain, these rules
should allow designers to relate clusters of part fea-
tures and their corresponding machining operations
to workstations and machine modules, thereby en-
abling product–process integration.• Customization: this characteristic distinguishes
RMS from FMS and DTL, and can reduce system
and machine costs. This type of system provides
customized flexibility for a particular part family,
and is open ended.• Convertibility: rapid changeover between members
of the existing part family and quick system adapt-
ability for future products.

Flexible transfer
lines

Reconfigurable
transfer lines

Dedicated transfer
lines

Frequency of changes

Production rate

Fig. 35.4 Trade-off between production rate and frequency of mar-
ket changes

• Diagnosability: detects machine failure and identi-
fies causes of unacceptable part quality.

RTLs are usually conceived when there is lit-
tle or no knowledge of future production volume
or product changes. In this sense, they can be
viewed as a compromise between the DTL and FTL
(see Fig. 35.4). On the other hand, as they allow
hardware reconfiguration in addition to software re-
configuration of FTL, some authors judge them more
flexible.

35.2 Machining Line Design

We will now consider the preliminary design of
transfer lines: corresponding challenges and general
methodology.

35.2.1 Challenges

Usually for this type of project, the procedure is as
follows: a company (client) contacts the transfer line
manufacturer. The client gives the parts properties (part
plans, characteristics, etc.) and the required output
(production rate). Then comes the critical phase: the
manufacturer should quickly offer a complete prelimi-
nary design solution for the corresponding line in terms
of line architecture, number of machines, etc., and an
approximate line cost. The acceptance of this solution
by the client, and consequently the continuation of the
negotiation and further development of the project, de-
pends on the quality of this early solution. The temporal

progress of the negotiation process and its critical phase
are illustrated in Fig. 35.5.

The manufacturer’s objective is to reduce the pre-
liminary design time while minimizing the cost of the
potential line. This is decisive, due to strong compe-
tition among manufacturers in this domain. Moreover,
these lines are technically very complex and require
huge investments.

If a preliminary solution is more expensive than
those of the competitors, then the contract (several hun-
dred million euros) may be lost. If it is cheaper, then
the manufacturer increases the chances of obtaining the
contract. However, if the proposal is not feasible, be-
cause some constraints were not considered due to the
lack of time, then this can generate additional costs for
the manufacturer in correcting the solution. Therefore,
this contract may be not profitable. Thus, the manufac-
turer is under a deadline to produce an initial feasible
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0

1–3 weeks

6

Preliminary solution:
• Line architecture
• Number of machines
• Line cost

Customer demand:
• Part
• Production rate
• Possible process plans

• Process planning
• Line balancing

• Negotiation with customer
• Possible part modifications

t (months)

Customer order

Beginning of the
construction of the
machining line

Fig. 35.5 Negotiation process: the critical phase

solution at the lowest possible cost within a very short
time period.

In addition, after the preliminary design, almost
always the product to be manufactured undergoes
some modifications during the stage of detailed de-
sign of the line. The line manufacturer must con-
tinuously take into account these modifications. Fur-
thermore, modifications of the design solution are
difficult and time consuming. Therefore, decision-
aid models are eminently useful for the preliminary
design and to take into account the modifications dur-
ing the detailed design. We will now present the
methodology as applied to one such decision-making
process.

35.2.2 General Methodology

Independent of the type of transfer line considered (ded-
icated, flexible or reconfigurable), its design demands
an overall approach requiring the resolution of sev-
eral interconnected problems [35.2]. Ideally, decisions
relating to all these problems must be considered simul-
taneously. However, the total problem is very complex.
Therefore, it is necessary to decompose this problem
into several subproblems, each engendering less com-
plex decisions [35.3].

Note that only the preliminary design stage is
considered in this chapter, i. e., when all principal de-
cisions are made concerning line architecture and its
elements. Usually, this is followed by a detailed design
(specifications for mechanical elements, tools, spindle
heads, etc.), which is outside the scope of this chapter
(see [35.4, 5] for a presentation).

The following general steps can summarize the pre-
liminary design process. Note that the importance of

each step depends on the type of transfer line consid-
ered. Some steps can be omitted.

• Product analysis: this gives a complete description
of the operations that have to be executed for the
future products.• Process planning: covers the selection of processes
required to transform raw parts into finished prod-
ucts. Here, technological constraints are defined.
For instance, during process planning, partial order
between operations, inclusion and exclusion con-
straints are established. This requires an accurate
understanding of the functional specifications for
the products and technological conditions for the
operations.• Configuration design and balancing problem: selec-
tion of the type of machining line and the resolution
of the balancing problem, i. e., the allocation of
operations to workstations in order to obtain the
necessary production rate meeting demand while
achieving the quality required. It is imperative to
consider here all the constraints, particularly those
of precedence.• Dynamic flow analysis and transport system design:
simulation is used to study the flow of products
taking into account random events as well as vari-
ability in production. The objective is to analyze
the dynamic flows and choose the material handling
system as well as optimize the facilities layout, i. e.,
placement of machines. The decisions must be co-
herent with those defined at the previous steps.• Detailed design and implementation of the line.

In addition, for flexible lines, a scheduling step also
has to be considered [35.11]. After the implementa-
tion, if product and/or volume change, a similar analysis
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should be performed for the optimal reconfiguration
of the transfer line (note that this is rarely consid-
ered for dedicated lines of mass production; more
precisely, a reconfiguration of a dedicated line deals
with specific engineering approaches). As illustrated
in Fig. 35.6, these steps are executed sequentially. Of
course, the designer can return to the previous steps as
often as necessary (i. e., the decision-making process is
iterative).

Such a methodology was already implemented in
a decision-aid software tool for the preliminary de-
sign of dedicated transfer lines [35.12]. The developed
software includes a database of parameterized features
for product analysis. The product analysis provides
a set of features which will be used at the process
planning step. The process planning generates sev-
eral process plans with the best one chosen for each
feature. A set of operations and constraints are ob-
tained. Then, a type of transfer line is selected by
considering the process plans, part dimensions, re-
quired productiveness, cost of equipment, variability
and longevity of market demand, etc. For the obtained
process plans and production system type, the corre-
sponding line balancing problem is solved. Finally, an
estimation of the cost of the production system is made.
If the solution or the cost is unsatisfactory, the de-
signer can modify the data and constraints and restart
the procedure.

Definition of operations

Process planning

Detailed design and
implementation of the line

Evaluation and
simulation

Choice of line type

Balancing the line

New product

Fig. 35.6 Design of transfer lines

While this software was initially developed to de-
sign dedicated transfer lines, the general methodology
is valid for all transfer lines (dedicated, flexible or re-
configurable). The difference is that for the dedicated
transfer line it is applied once (at the preliminary de-
sign stage). In the case of flexible transfer lines, this tool
should be used in real time, each time a new product is
launched. For reconfigurable transfer lines, it is useful
for each physical reconfiguration of the line.

This approach is based on a set of engineering
procedures, knowledge-based constraints, and some op-
timization techniques for transfer line balancing. The
optimization techniques are the core (and originality) of
this methodology, which is why, the rest of this chapter
will consider this aspect.

35.3 Line Balancing

As aforementioned, the line balancing (assignment of
operation to workstations) is the key problem in the
design of transfer lines.

Historically, the line balancing problem was first
stated for assembly lines. As far as we know, the earli-
est publication on assembly line balancing (ALBP) was
presented by Salveson [35.13]. Furthermore, exhaustive
studies were made by several researchers in the last
50 years, with many interesting applications covered.
One comprehensive state of the art has been presented
in a special issue [35.14]. Several articles provide broad
surveys of this problem; see, for example [35.15–20].
To summarize, the ALBP is NP-hard; see, for exam-
ple [35.21]. Much research has been generated to solve
the problem by developing approximate or exact meth-
ods [35.22–32].

The problem of machining line balancing is rather
recent. This problem was mentioned in [35.33]. In Dol-

gui et al. [35.34], it was defined for dedicated transfer
lines and first called transfer line balancing problem
(TLBP).

Industry favors solving TLBP because the machin-
ing lines become too expensive otherwise. The TLBP
consists of answering the following questions:

1. Which machining units are to be chosen to execute
the required operations?

2. How many workstations are necessary?
3. How should the machining units be assigned to the

stations?

These questions can be answered by an intelligent
assignment of operations and machining units to work-
stations, minimizing the line cost while satisfying the
objective production rate as well as respecting all other
constraints.
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Several exact and approximate (or heuristic) meth-
ods for TLBP have been proposed. Exact methods are
useful to better understand the problem, however for
large-scale problems they require excessive computa-
tion time. Contrarily, approximate methods can provide
quicker results but do not guarantee the optimality of
solutions. Additionally, a heuristic algorithm is often
easier to develop than optimal procedures.

The most significant methods for an exact resolution
of the TLBP are:

• Linear programming in mixed variables: the prob-
lem is modeled as a mixed integer program and
solved with an optimization tool such as ILOG
Cplex [35.35–37].• Dynamic programming: a recursive method used
for the resolution of problems having an additive
objective function. Examples of this approach for
TLBP are given in [35.33, 34, 38, 39], where the
initial problems were transformed into constrained
shortest-path problems and solved with appropriate
algorithms.• Branch and bound: an implicit enumerative proce-
dure which avoids verifying all solutions. Several
works use this approach for the resolution of the
TLBP; see, for example, [35.40, 41].

Also, the column generation method can be used for
TLBP. Indeed, it was already successfully used for as-
sembly line balancing; see, for example, [35.42].

For large-scale problems, or when the allocated
computing time is severely limited (e.g., for flexi-
ble transfer lines), several approximate methods have
been designed. We classify these methods into two
categories:

1. Heuristics based on priority rules derived from the
methods for ALBP. There are several heuristic algo-
rithms, which differ in the rule(s) used:
– Ranked positioned weight (RPW) [35.22]):

based on the weights of the operations cal-
culated from their execution time and the
operational times of their successors [35.43].

– Computer method of sequencing operations for
assembly lines (COMSOAL) [35.24]): solutions
are generated by assigning operations randomly
to the stations [35.44–47].

2. Metaheuristics, i. e., solving strategies applicable
to a wide range of combinatorial optimization
problems:
– A multistart decomposition approach was sug-

gested in [35.43, 48].

An example of machining line balancing via simulation
can be found in [35.49].

Note that most of these methods were developed
for dedicated transfer lines. In the next section, we will
show how this approach can be applied to flexible and
reconfigurable transfer lines. To illustrate, an industrial
case study will be presented with a mixed integer pro-
gramming model.

35.4 Industrial Case Study

35.4.1 Description of the Case Study

In Fig. 35.7, the machining line considered in this case
study is presented. This line is designed to manufacture
automotive cylinder heads. It is equipped with CNC ma-
chines (machining centers) for the output of 1250 parts
per day. All the machines are identical (line modularity
principle), with some exceptions. In contrast to dedi-
cated transfer lines with multispindle machines, here,
each machine contains one spindle and a magazine for
tools. For each machine, to pass from one operation to
the next it is necessary to consider an additional time
due to tool changes and displacements or/and the ro-
tation of the part (setup time). Taking into account the
fact that a part is held at a machine with some fixtures in
a given position (part fixing and clamping), some faces

and elements of the part are not accessible for machin-
ing even after part displacement or rotation. Whatever
positioning and clamping are chosen some areas on the
part will be hidden or covered. Therefore, the choice of
a part position for part fixing should be also considered
in the optimization procedure.

In Fig. 35.7, lines (1) represent the transport sys-
tem composed of conveyors. Robots are used for part
loading and unloading. The boxes (2) represent the
CNC machines. Machines in a group aligned vertically
represent a workstation. Then a workstation can com-
prise more than one machine; in this case, the same
operations are duplicated and executed on different ma-
chines. With the parallel machines at each station, the
line is easily reconfigurable. The line cycle time can
be modified, if necessary, and even be shorter than the
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(2)

(3)

(1)

80000

42000

•  1250 parts/day
•  32 machines

Fig. 35.7 Schema of a line for machining cylinder heads (PCI/SCEMM)

time of an operation. The boxes (3) represent dedi-
cated stations for specific operations such as assembly
or washing.

To help the designer of this line, we developed
a model for line balancing. The input data used were:

• Cycle time (takt time) imposed by the objective pro-
duction rate: one part is produced at each cycle.• Precedence constraints: relations of order between
operations. These relations define feasible se-
quences of operations.• Inclusion constraints: the need to carry out fixed
groups of operations on the same workstation.• Exclusion constraints: the impossibility of carry-
ing out certain subsets of operations at the same
workstation.• Accessibility constraints: these are related to the
positioning of the part; indeed, for a position
some part sides are not accessible, and thus opera-
tions on these sides cannot be carried out without
repositioning. In the considered machining line,
only one part fixing position is defined for each
workstation (part repositioning occurs between two
stations).• Sequence-dependent setup times: the time required
for the execution of two sequential operations is not

equal to the sum of their times but also depends on
the order in which they are done, because the time
needed for the displacement/change of tool and part
rotation are not negligible.• Parallel machines: at each workstation several iden-
tical CNC machines are installed. Thus, the local
cycle time of the workstation is equal to the num-
ber of parallel machines multiplied by the line cycle
time (takt time). The machines of the same work-
station execute the same operations (in parallel on
different product units).

Hence, here, we have a special case of line balancing
with a sequential execution of operations, setup times,
parallel machines, as well as accessibility, exclusion,
and inclusions constraints.

The line of the case study can be regarded as re-
configurable. Indeed, while designed for the production
of a single product, if there are changes on the prod-
uct characteristics, the reconfiguration of this line is
possible and easy thanks to:

• The use of standard and identical CNC machining
centers, which simplifies the reallocation of opera-
tions to the workstations.• At each station, machining centers can be added or
eliminated as needed thanks to this modularity.
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Now, we present a mixed integer programming
(MIP) model for the design of this line for a given prod-
uct. Furthermore, at the end of this section, we will give
an extension of this model which can be used when
reconfiguring the line for another product.

35.4.2 Mixed Integer Programming (MIP)

To summarize the optimization problem, we will enu-
merate its main assumptions.

The set of all operations N to be executed at the line
is determined by the process plans for the product for
which the line is designed. A part to be machined will
pass through a sequence of workstations in the order of
their installation. Each workstation is provided with at
least one machine which carries out operations during
the line cycle time. In the case where workload time of
a workstation exceeds the line cycle time, parallel and
identical machines are installed. In this case, the local
cycle time is equal to the number of parallel machines
multiplied by the line cycle time. All machines of the
same station execute the same operations.

There are four types of additional constraints on
the assignment of the operations (as detailed earlier),
namely:

• Precedence constraints• Exclusion constraints• Inclusion constraints• Accessibility constraints.

The time required for the execution of two operations is
not equal to the sum of their times but depends on the
sequence in which they are executed (Fig. 35.8).

The optimization problem consists of assigning op-
erations to workstations to minimize the total number
of machines on the line while respecting the given
constraints.

Mathematical Model
We will introduce the following notations.

tli + tij ≠ til + tlj

til tlj
i l j

tli tij
l i j

Fig. 35.8 Sequence-dependent setup times

Indexes:

• i, j for operations• q for the place (order) of an operation in the se-
quence of assigned operations• n for the number of parallel machines at a worksta-
tion• k for the workstations• a for the part fixing positions

Parameters:

• N , the set of operations to be assigned (i, j =
1, . . ., |N |)• A, the set of possible part positions for part fixing
in a machining center; only one of these positions is
chosen for each workstation; a part fixing position
defines the accessibility constraints for the part (a =
1, . . ., |A|)• l0, the maximum number of operations authorized
to be assigned to a workstation: each workstation
created cannot contain more than l0 operations• n0, the maximum number of machines on a work-
station• m0, the maximum number of workstations• q0 = l0 ·m0, the maximum number of possible as-
signments (places) for operations• ti , the operational time for operation i (i =
1, . . . , |N |)• tij , the setup time when operation j is processed
directly after operation i at the same workstation• T0, the objective line cycle time (takt time)• Pi , the set of direct predecessors of operation i• P∗

i , the set of all predecessors of i (direct and indi-
rect predecessors)• F∗

i , the set of all successors of i (direct and indirect
successors)• ES, the collection of subsets e (e ⊂ N) of operations
which must be imperatively assigned to the same
workstation• ES, the set of pairs of operations (i, j) which cannot
be assigned to the same workstation• A(i), the set of the possible part fixing positions for
which the execution of operation i is possible• S(k), the set of possible places for operations
at workstation k; this set is given by an in-
terval of indexes; the maximum possible inter-
val is S(k) = {l0(k −1)+1, l0(k −1)+2, . . ., l0k};
∀k = 1, 2, . . .,m0• K (i), the set of workstations on which operation i
can be processed: K (i) ⊆ {1, 2, . . .,m0}
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Machining Lines Automation 35.4 Industrial Case Study 609

• Q(i), the set of possible places for operation i in the
sequence of all operations: Q(i) ⊆ {1, 2, . . ., l0m0}• N(k), the set of operations which can be processed
at workstation k• M(q), the set of operations which can be assigned
to the place q in the sequence• Ei , the earliest workstation to which operation i can
be assigned• Li , the last workstation to which operation i can be
assigned

Variables:

• xiq = 1, if operation i is in qth place (q is its order in
the overall assignment sequence), otherwise xiq =
0;• τq , the setup time required between operations as-
signed to the same workstation in place q and q +1
(Fig. 35.9);• ynk = 1, if there are n parallel machines at the work-
station k, 0 otherwise;• zka = 1, if for the part of the workstation k the fixing
position a is used, 0 otherwise.

Note that, if an operation is assigned to place q, it is
the q − (

⌈
q/l0

⌉−1) · l0th operation of the workstation
 q/l0".

The optimization model is as follows:

• The objective function (35.1) minimizes the total
number of machines

Minimize
m0∑

k=1

n0∑
n=1

n · ynk . (35.1)

• Equation (35.2) verifies that there is only one
value for the number of parallel machines on each
workstation

n0∑
n=1

ynk ≤ 1, ∀k = 1, 2, . . . ,m0 . (35.2)

τq–1 = tli τq = tij
l i

Position q

Workstation k

Position q–1 Position q+1

j

Fig. 35.9 Definition of the parameter τq

• Equation (35.3) assures that a workstation is open
only if the preceding workstation is also open

n0∑
n=1

ynk ≥
n0∑

n=1

yn(k+1) , ∀k = 1, 2, . . . ,m0 −1 .

(35.3)

• Equation (35.4) assures that each operation i is as-
signed once and only once∑
q∈Q(i)

xiq = 1 , ∀i ∈ N . (35.4)

• The constraints (35.5) assure that a place in the se-
quence is occupied by only one operation∑
i∈M(q)

xiq ≤ 1 , ∀q = 1, 2, . . . , q0 . (35.5)

• Equation (35.6) assures that an operation is assigned
to a place only if another operation is assigned to the
preceding place of the sequence (there is no empty
place in the sequence of assigned operations)∑
i∈M(q−1)

xi(q−1) ≥
∑

i∈M(q)

xiq ,

∀q ∈ S(k)\min{S(k)} , ∀k = 1, 2, . . . ,m0 .

(35.6)

• Equation (35.7) verifies that only one part fixing
position is chosen for each workstation∑
a∈A

zka ≤ 1 , ∀k = 1, 2, . . . ,m0 . (35.7)

• Equation (35.8) assures that accessibility constraints
are respected (the part fixing position chosen for
a workstation authorizes the execution of every op-
eration assigned to this station)

∑
q∈S(k)

xiq ≤
∑

a∈A(i)

zka , ∀k = 1, 2, . . . ,m0, ∀i ∈ N .

(35.8)

• Equation (35.9) calculates the additional time be-
tween operation i and operation j when operation
j is processed directly after operation i at the same
workstation

τq ≥ tij · (xiq + x j(q+1) −1) ,

∀i ∈ M(q) , ∀ j ∈ M(q +1) ,

∀q ∈ S(k)\max
{

S(k)
}
,

∀ k = 1, 2, ..., m0 . (35.9)
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• Equation (35.10) assures that the workload time of
every workstation does not exceed the local cycle
time, which corresponds to the number of installed
parallel machines at this workstation multiplied by
the objective cycle time of the line∑
q∈S(k)\max{S(k)}

τq +
∑

i∈N(k)

∑
q∈S(k)

ti · xiq

≤ T0 ·
n0∑

n=1

n · ynk , ∀k = 1, 2, . . . ,m0 .

(35.10)

• Equation (35.11) defines the precedence constraints
between operations

∑
q∈Q( j)

q · x jq ≤
∑

q∈Q(i)

q · xiq, ∀i ∈ N , ∀ j ∈ Pi .

(35.11)

• Equation (35.12) represents the inclusion constraints∑
q∈S(k)∩Q(i)

xiq =
∑

q∈S(k)∩Q( j)

x jq ,

∀i, j ∈ e , ∀e ∈ ES , ∀k ∈ K (i) . (35.12)

• Equation (35.13) represents the exclusion constraints∑
q∈S(k)

(xiq + x jq) ≤ 1 ,

∀ (i, j) ∈ ES , ∀k ∈ K (i)∩ K ( j) . (35.13)

• Equations (35.14)–(35.17) provide additional con-
straints on the possible values of variables

τq ≥ 0 , ∀q = 1, 2, . . . , q0 , (35.14)

xiq ∈ {0, 1} , ∀i ∈ N , ∀q ∈ Q(i) , (35.15)

ynk ∈ {0, 1} ,
∀n = 1, 2, . . . , n0 , ∀k = 1, 2, . . . ,m0 , (35.16)

zka ∈ {0, 1} , ∀k = 1, 2, . . . ,m0 , ∀ a ∈ A .

(35.17)

35.4.3 Computing Ranges for Variables

The model (35.1–35.17) can be solved using a stan-
dard operational research solver, for example, ILOG
Cplex. Nevertheless, the calculation time is prohibitive.
The resolution time for the model (35.1–35.17) can be
greatly decreased using efficient techniques to reduce
the number of variables (the size of the model) and

consequently to accelerate the search for an optimal
solution.

We propose a technique for calculating bounds for
the possible indexes for the variables of the mathemat-
ical model. This can simplify the problem and thus
reduce the calculation time.

Taking into account the different constraints be-
tween operations, we can calculate the sets K (i), N(k),
S(k), Q(i), and M(q) more precisely. Note that these
sets give intervals of possible values for the correspond-
ing indexes.

The following additional notations can be defined:

• Ei [r] is a recursive variable for the step by step cal-
culation of the value of Ei taking into account setup
times between operations, r = 0, 1.• Li [r] is a recursive variable for the step by step cal-
culation of the value of Li taking into account setup
times between operations, r = 0, 1.

With P∗
i , which is the set of all predecessors of oper-

ation i, and F∗
i , which is the set of all successors of

operation i, we can also introduce:

• Spi [r]: the sum of the
(∣∣P∗

i

∣∣− Ei [r]+1
)

shortest
setup times between the operations of the set P∗

i ∪
{i} composed of operation i and all its predecessors,
i ∈ N• Sf i [r]: the sum of the

(∣∣F∗
i

∣∣−m0 + Li [r]
)

shortest
setup times between the operations of the set F∗

i ∪
{i} composed of operation i and all its successors,
i ∈ N• d[i, j]: a parameter (distance) which has the follow-
ing property: if (i, j) or ( j, i) ∈ ES, then d[i, j] = 1,
else d[i, j] = 0.

The total operational time Tsum without considering the
setup times between operations is calculated as follows

Tsum =
∑
i∈N

ti .

A lower bound on the number of workstations can be
calculated by supposing that each workstation contains
n0 machines. Therefore, the local cycle time of each
workstation is equal to (T0 ·n0). The line becomes a se-
rial line composed of identical workstations with a cycle
time which is equal to (T0 ·n0). Then, a lower bound on
the number of workstations L Bws can be calculated as
follows

L Bws =
⌈

Tsum/(T0 ·n0)
⌉
,
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where the notation
⌈

x
⌉

indicates the lowest integer
value higher than or equal to x.

In the same way, a lower bound on the number of
machines in the line (L Bm) can be determined by the
following expression

L Bm = ⌈Tsum/T0
⌉
.

Thus, the following procedure calculates the sets K (i),
Q(i), M(q), N(k), and S(k). Note that the operations are
numbered in order of precedence graph ranks (in topo-
logical order). Some lines are annotated with comments.
The symbol “// ” is used to mark the beginning and the
end of these comments.

Algorithm
Step 1 // step-by-step calculation of Ei and Li , taking
into account precedence constraints and setup times//
for all i ∈ N do

begin
// calculate the earliest workstation Ei [0] on which

operation i can be processed taking into account the
precedence constraints; note that an operation cannot be
processed before its predecessors //

Ei [0] ←
⌈

(ti + ∑
j∈P∗

i

t j )/(n0 ·T0)

⌉
;

// calculate the latest workstation Li [0] on which op-
eration i can be processed considering the precedence
constraints, note that an operation cannot be processed
after its successors //

Li [0] ← m0 −
⌈

(ti + ∑
j∈F∗

i

t j )/(n0 ·T0)

⌉
+1;

// calculate Ei [1], which are new values of Ei ob-
tained by taking into account in addition setup times
between operations //

Ei [1] ←
⌈

(ti + Spi [0]+ ∑
j∈P∗

i

t j )/(n0 ·T0)

⌉
;

// calculate Li [1], which are new values of Li ob-
tained by taking into account in addition setup times
between operations //

Li [1]← m0 −
⌈

(ti + S fi [0]+ ∑
j∈F∗

i

t j )/(n0 ·T0)

⌉
+1;

// updating the values of Ei //

if Ei [1] 
= Ei [0] then Ei ← max

(
Ei [0]+1,⌈

(ti + Spi [1]+ ∑
j∈P∗

i

(t j ))/(n0 ·T0)

⌉)

else Ei ← Ei [1];
// updating the values of Li //

if Li [1] 
= Li [0] then Li ← min

(
Li [0]−1,

m0 −
⌈(

ti + S fi [1]+ ∑
j∈F∗

i

t j
)
/(n0 ·T0)

⌉
+1

)

else Li ← Li [1];
end

Step 2 // step-by-step calculation of Ei , taking into ac-
count exclusion and inclusion constraints//
jcur ← 1;
do

jmin ← jcur;
jcur ← |N |;
// new values of Ei are calculated by considering
exclusion constraints //
for j ← jmin +1, . . . , |N | do

E j ← max

(
max
i∈P∗

j

{
Ei +d[i, j]}, E j

)
;

for each e ∈ ES
begin
Ee ← max

j∈e
(E j );

for each j ∈ e if E j < Ee then
begin
// new value of Ei is calculated, now taking
into account an inclusion constraint//
E j ← Ee;
jcur ← min{ jcur, j};
end

end
until jcur = |N |.

Step 3 // step-by-step calculation of Li , taking into ac-
count inclusion and exclusion constraints //
jcur ← |N |;
do

jmax ← jcur;
jcur ← 1;
// new values of Li are calculated by considering
exclusion constraints //
for j ← jmax −1, . . ., 1 do

L j ← min
(
min
i∈F∗

j

{
Li −d[ j, i]}, L j

)
;

for each e ∈ ES
begin
Le ← min

j∈e
(L j );

for each j ∈ e if L j > Le then
begin
// new values of Li are again calculated, now
taking into account inclusion constraints //
L j ← Le;
jcur ← max{ jcur, j};
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Fig. 35.10 An example of initial values for Ei and Li

Ei, El = 1
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Fig. 35.11 Modified values of Ei and Li taking into account setup
times

end
end

until jcur = 1 .

Step 4 // calculation of the sets K (i), N(k), S(k), Q(i),
and M(q) //
for all i ∈ N do

K (i) ← [Ei , Li ];
for k ← 1, 2, . . .,m0 do

Ej ≥ Ei + 1

j jl

and

(i, j) ∈ ES

or

i li

jliji

Fig. 35.12 An example of modifications of Ei by considering an exclusion constraint

begin
N(k) ← {i|i ∈ N, k ∈ K (i)};
S(k) ←

[
1+

k−1∑
k′=1

∣∣S(k′)
∣∣, min

(∣∣N(k)
∣∣, l0
)

+
k−1∑
k′=1

∣∣S(k′)
∣∣] ;

end
for all i ∈ N do

Q(i) ← [
min

{
S(Ei )

}
,max

{
S(Li )

}];
for q ← 1, 2, . . .,max{S(m0)} do

M(q) ←{i|q ∈ Q(i)};
End of algorithm.

Some illustrations of the algorithm rules are pre-
sented in Figs. 35.10–35.13.

Numerical Example
In order to better explain the suggested algorithm, we
present a numerical example with ten operations. Fig-
ure 35.14 shows the precedence graph and operational
times.

The objective line cycle time is: T0 = 16 units of
time; the maximum number of stations m0 = 6; the
maximum number of machines to be installed on a sta-
tion n0 = 3; the maximum number of operations to be
assigned to a station l0 = 8.

The inclusion constraints are: ES = {(2, 4); (8, 9);
(5, 6)}.

The exclusion constraints are: ES = {(2, 7); (3, 4)}.
The setup times are reported in Table 35.1. For ex-

ample, the setup time t4,5 = 3 corresponds to the time
that is required to perform operation 5 immediately after
operation 4.

The total operational time, Tsum = ∑
i∈N

ti = 161 units

of time.
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(l, j) ∈ ES

Ei, El = 1 Ej = 2 Ej = 1

jl

tl

i

titi tl titi

til

El, Ej = 2

jli
tlj

Fig. 35.13 An example of modification for Ei by taking into account an inclusion constraint
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Fig. 35.14 Precedence graph

Table 35.1 Setup times

i j 1 2 3 4 5 6 7 8 9 10

1 – 4 4 3 2 1 1 2 1.5 1.5

2 5 – 1.5 1 1 2.5 3 3 3 3.5

3 1.5 3.5 – 2.5 1.2 3.4 4 4.2 3 2.2

4 4.5 4 3 – 3 1.5 3 2 4.5 1.8

5 4 4 5 5 – 2.5 2 2 4.5 1

6 25 1.5 3 1.2 1 – 2 2 3 4

7 4 3.8 3 1.8 4 3 – 4.7 4 1.4

8 3 2.5 4 3.4 3.2 2.4 1.6 – 2 4

9 3 4.9 4 2.3 1.6 3.6 3 1.2 – 3

10 1.5 4 1.5 4.6 3.7 2.2 2.7 1.2 4.8 –

A lower bound on the number of workstations is:
L Bws =

⌈
Tsum/(T0 ·n0)

⌉=  161/(16 ·3)" = 4.
Thus, the optimal solution cannot have fewer than

four workstations.

Ei = 3, Li = 5

Ei = 1, Li = 5

7

Ei = 1, Li = 5

2 Ei = 4, Li = 6Ei = 4, Li = 6

9 10

Ei = 1, Li = 4

Ei = 2, Li = 5Ei = 2, Li = 5Ei = 1, Li = 4Ei = 1, Li = 4

1

6543

8

Fig. 35.15 Values of Ei and Li obtained considering precedence constraints and setup times

A lower bound on the number of machines is:
L Bm = ⌈Tsum/T 0

⌉=  161/16" = 11.
Then, the optimal solution cannot have fewer than

11 machines.
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Ei = 4
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Ei = 2Ei = 2Ei = 2Ei = 1

1

6543

8

Fig. 35.16 Values of Ei considering exclusion and inclusion constraints
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2 Li = 6Li = 5
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Li = 4
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6543

8

Fig. 35.17 Values of Li considering exclusion and inclusion constraints

Now, the procedure of range calculation for indexes
is applied:

• Step 1 The initial values of Ei and Li for each opera-
tion are calculated considering set-up times between
operations and precedence constraints (Fig. 35.15).• Step 2 The new values of Ei are obtained by
considering the exclusion and inclusion constraints
(Fig. 35.16).• Step 3 The new values of Li are calculated by
considering the exclusion and inclusion constraints
(Fig. 35.17).• Step 4
– Sets K (i) for operations i ∈ N are obtained (Ta-

ble 35.2)

Table 35.2 The ranges K (i) for the operations

Operation i 1 2 3 4 5 6 7 8 9 10

K (i) [1,4] [2,4] [1,3] [2,4] [2,5] [2,5] [3,5] [4,5] [4,5] [4,6]

Table 35.3 The set of operations N(k) for each station

Station k 1 2 3 4 5 6

N(k) {1,3} {1,2,3,4,5,6} {1,2,3,4,5,6,7} {1,2,4,5,6,7,8,9,10} {5,6,7,8,9,10} {10}

Table 35.4 The ranges of places S(k) for stations

Station k 1 2 3 4 5 6

S(k) [1,2] [3,8] [9,15] [16,23] [24,29] [30,30]

– Sets of operations N(k) for stations k =
1, 2, . . .,m0 are defined (Table 35.3)

– Range of places S(k) for operations of station k
is calculated, k = 1, 2, . . .,m0 (Table 35.4)

– Finally, the range of places Q(i) for operation i
is found, for all i ∈ N (Table 35.5).

35.4.4 Reconfiguration of the Line

As indicated at the beginning of this section, the stud-
ied line is reconfigurable. After the implementation of
the line, if there are changes in the product character-
istics or if there is a new product to be machined, the
line can be reconfigured. Such a reconfiguration prob-
lem consists of reassigning operations to the stations
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Table 35.5 The ranges of places Q(i) for operations

Operation i 1 2 3 4 5 6 7 8 9 10

Q(i) [1,23] [3,23] [1,15] [3,23] [3,29] [3,29] [9,29] [16,29] [16,29] [16,30]

while minimizing the number of additional machines
and/or those that move from a workstation to another
in order to rebalance the line. This problem is similar
to the design problem considered in the previous sec-
tions. Therefore, the proposed MIP model (35.1–35.17)
can be easily adapted for this new problem.

The following modifications are made in the model
(35.1–35.17): a new objective function is considered
(35.1’) along with additional constraints (35.18) and
a new set of variables (35.19) which represents the gap
between the number of machines for each station in the

line before reconfiguration (yOld
nk ), and their number in

the line reconfigured.

Minimize
m0∑

k=1

(
δ+k + δ−k

)
, (35.1’)

n0∑
n=1

n · ynk −
n0∑

n=1

n · yOld
nk = δ+k − δ−k ,

∀k = 1, 2, . . . ,m0 , (35.18)

δ+k , δ−k ≥ 0 , ∀k = 1, 2, . . . ,m0 (35.19)

35.5 Conclusion and Perspectives

Transfer lines are used in many manufacturing domains,
especially in machining systems, to efficiently effectu-
ate high-quality and economical production. In today’s
competitive business environment, several manufactur-
ers have opted for transfer lines to benefit from their
advantages, namely precision, quality, productivity, re-
duction of handling cost, etc. However, transfer lines
also present some drawbacks, such as requiring a large
investment. Normally, transfer lines are highly auto-
mated, but the level of automation depends on the type
of customer demand. Three types of transfer lines ex-
ist: dedicated, flexible, and reconfigurable. Dedicated
lines are composed of workstations with multispindle
heads. Flexible transfer lines have several types of CNC
machines. Reconfigurable lines offer a mix of different
types of machines (special machines, CNC machines,
machining units, etc.) and can have different architec-
tures (simple line, U-line, parallel stations, etc.).

With increasing technological progress and de-
velopment of ever more sophisticated and efficient
machining equipment, the problem of automated ma-
chining line design is exceptionally pertinent. Indeed,
the concepts for machining lines are continuously
improved through the development of new types of ar-
chitectures and machines. Unfortunately, there is a gap
between industrial cases and research problems treated.
In contrast with assembly systems, in the domain of
machining lines, the gap is often due to the lack
of collaboration between the industrial and academic
worlds.

In this chapter, written jointly by academic
(Ecole des Mines de Saint Etienne) and industrial
(PCI/SCEMM) partners, a general overview of the au-
tomated machining lines is presented. The principal
characteristics of these lines and a general methodol-
ogy for their design are introduced. This methodology
is valid independent of the type of the line: dedicated,
flexible or reconfigurable. The goal is to help machining
line manufacturers to design efficient lines and become
more competitive.

On receipt of a customer demand for a line which
includes a part description (plans, characteristics, etc.)
and the required output, the machining line manufac-
turer must be able to propose a complete solution within
a very short time interval. This preliminary solution
concerns the line architecture, number of machines,
and equipment, with a line cost evaluation. A major
difficulty deals with line balancing, which is a hard
combinatorial optimization problem. All types of trans-
fer lines are concerned. In this chapter, a short survey
of general line balancing approaches is given. The
methods developed for the balancing of the automated
machining lines are enumerated and commented. Then,
an industrial case study is presented. It illustrates and
highlights the importance of the line balancing problem.
Afterwards, a mixed integer program for the considered
case is proposed. The presented model and approach
are useful from a practical perspective. They gener-
ate more appropriate preliminary solutions to customer
needs within a very short timeframe. From an academic
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point of view, this is a new formulation of the line bal-
ancing problem with sequence-dependent setup times
and parallel machines.

For future research work, beside the improvement
of the models and resolution algorithms, numerous re-
search perspectives have yet to be studied in this field.
Among them, the combination of optimization methods

and discrete-event simulation seems promising. Simu-
lation is a powerful method to illustrate and study the
flow of material on the line and to determine the effect
of its architecture on line reliability and performance.
Also, the development of interactive and iterative soft-
ware could provide useful decision-aid systems for
industry.
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Large-Scale C36. Large-Scale Complex Systems

Florin-Gheorghe Filip, Kauko Leiviskä

Large-scale complex systems (LSS) have tradi-
tionally been characterized by large numbers of
variables, structure of interconnected subsys-
tems, and other features that complicate the
control models such as nonlinearities, time de-
lays, and uncertainties. The decomposition of LSS
into smaller, more manageable subsystems al-
lowed for implementing effective decentralization
and coordination mechanisms. The last decade re-
vealed new characteristic features of LSS such as
the networked structure, enhanced geographical
distribution and increased cooperation of subsys-
tems, evolutionary development, and higher risk
sensitivity. This chapter aims to present a balanced
review of several traditional well-established
methods and new approaches together with typ-
ical applications. First the hierarchical systems
approach is described and the transition from
coordinated control to collaborative schemes is
highlighted. Three subclasses of methods that
are widely utilized in LSS – decentralized control,
simulation-based, and artificial-intelligence-
based schemes – are then reviewed. Several basic
aspects of decision support systems (DSS) that are
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meant to enable effective cooperation between
man and machine and among the humans
in charge with LSS management and control
are briefly exposed. The chapter concludes by
presenting several technology trends in LSS.

There is not yet a universally accepted definition of
the large-scale complex systems (LSS) though the LSS
movement started more than 40 years ago. However, by
convention, one may say that a particular system is
a large and complex one if it possesses one or several
characteristic features. For example, according to To-
movic [36.1], the set of LSS characteristics includes the
structure of interconnected subsystems and the presence
of multiple objectives, which, sometimes, are vague and
even conflicting. A similar viewpoint is proposed by
Mahmoud, who describes a LSS as [36.2]:

A system which is composed of a number of smaller
constituents, which serve particular functions, share
common resources, are governed by interrelated
goals and constraints and, consequently, require
more than one controllers.

Šiljak [36.3] states that a LSS is characterized by
its high dimensions (large number of variables), con-
straints in the information infrastructure, and the
presence of uncertainties. At present there are soft-
ware products on the market which can be utilized
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620 Part D Automation Design: Theory and Methods for Integration

to solve optimization problems with thousands of
variables. A good example is Solver.com [36.4].
Complications may still be caused by system non-

linearities, time delays, and different time constants,
and, especially over recent years, risk sensitivity
aspects.

36.1 Background and Scope

In real life one can encounter lots of natural, man-
made, and social entities that can be viewed as LSS.
From the early years of the LSS movement, the LSS
class has included several particular subclasses such
as: steelworks, petrochemical plants, power systems,
transportation networks, water systems, and societal
organizations [36.5–7]. Interest in designing effective
control schemes for such systems was primarily moti-
vated by the fact that even small improvements in the
LSS operations could lead to large savings and impor-
tant economic effects.

The structure of interconnected subsystems has ap-
parently been the characteristic feature of LSS to be
found in the vast majority of definitions. Several sub-
classes of interconnections can be noticed (Fig. 36.1).

Resources
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Fig. 36.1a–c Interconnection patterns: (a) resource sharing, (b) di-
rect interconnection, (c) flexible interconnection; SSy = subsystem,
m = control variable, y = output variable, w = disturbance, u =
interconnection input, z = interconnection output, g(·) = stock dy-
namics function, h(·) = interconnection function

First there are the resource sharing interconnections
described by Findeisen [36.8], which can be identi-
fied at the system level as remarked by Takatsu [36.9].
Also, at the system level, subsystems may be inter-
connected through their common objectives [36.8].
Subsystems may also be interconnected through buffer
units (tanks), which are meant to attenuate the ef-
fects of possible differences in the operation regimes
of plants which feed or drain the stock in the buffer.
This type of flexible interconnection can frequently
be met in large industrial and related systems such
as refineries, steelworks, and water systems [36.10].
The dynamics of the stock value s in the buffer unit
can be modeled by a differential equation. In some
cases buffering units are not allowed because of tech-
nological reasons; for example, electric power cannot
be stocked at all and reheated ingots in steelworks
must go immediately to rolling mills to be processed.
When there are no buffer units, the subsystems are
coupled through direct interconnections, at the process
level [36.9].

In the 1990s, integration of systems continued and
new paradigms such as the extended/networked/virtual
enterprise were articulated to reflect real-life develop-
ments. In this context, Mårtenson [36.11] remarked
that complex systems became even more complex.
She provided several arguments to support her remark:
first, the ever larger number of interacting subsystems
that perform various functions and utilize technolo-
gies belonging to different domains such as mechanics,
electronics, and information and communication tech-
nologies (ICT); second, that experts from different
domains can encounter hard-to-solve communication
problems; and also, that people in charge of control and
maintenance tasks, who have to treat both routine and
emergence situations, possess uneven levels of skills
and training and might even belong to different cultures.

Nowadays, Nof et al. show that [36.12]:

There is the need to create the next generation man-
ufacturing systems with higher levels of flexibility,
allowing these systems to respond as a component
of enterprise networks in a timely manner to highly
dynamic supply-and-demand networked markets.
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Large-Scale Complex Systems 36.1 Background and Scope 621

Table 36.1 Summary of methods described in this chapter

Decomposition-coordination-based Mesarovic, Macko, Takahara [36.7]; Findeisen et al. [36.16];

methods Titli [36.17]; Jamshidi [36.6]; Brdys, Tatjewski [36.18]

Optimization-based methods Dourado [36.19]; Filip, et al. [36.20]; Filip et al. [36.21];

Guran et al. [36.22]; Peterson [36.23]; Tamura [36.24]

Decentralized control Aybar et al. [36.25]; Bakule [36.26]; Borrelli et al. [36.27];

Inalhan et al. [36.28]; Krishnamurthy et al. [36.29];

Langbort et al. [36.30]; Šiljak et al. [36.31]; Šiljak et al. [36.32]

Simulation-based methods Arisha and Yong [36.33]; Chong et al. [36.34]; Filip et al. [36.20];

Gupta et al. [36.35]; Julia and Valette [36.36]; Lee et al. [36.37];

Leiviskä et al. [36.38, 39]; Liu et al. [36.40];

Ramakrishnan et al. [36.41]; Ramakrishnan and Thakur [36.42];

Taylor [36.43]

Intelligent methods

• Fuzzy logic Ichtev [36.44]; Leiviskä [36.45]; Leiviskä and Yliniemi [36.46];

• Neural networks Arisha and Yong [36.33]; Azhar et al. [36.47]; Hussain [36.48];

Liu et al. [36.49]

• Genetic algorithms Dehghani et al. [36.50]; El Mdbouly et al. [36.51]; Liu et al. [36.40]

• Agent-based methods Akkiraju et al. [36.52]; Hadeli et al. [36.53]; Heo and Lee [36.54];

Mařı́k and Lažanský [36.55]; Park and Lim [36.56]; Parunak [36.57]

They also emphasize that e-Manufacturing is highly
dependent on the efficiency of collaborative human–
human and human–machine e-Work. See Chap. 88 on
Collaborative e-Work, e-Business, and e-Service. In
general, there is a growing trend to understand the
design, management, and control aspects of complex
supersystems or systems of systems (SoS). Systems
of systems can be met in space exploration, mili-
tary and civil applications such as computer networks,
integrated education systems, and air transportation sys-
tems. There are several definitions of SoS, most of
them being articulated in the context of particular ap-
plications; for example, Sage and Cuppan [36.13] state
that a SoS is not a monolithic entity and possesses
the majority of the following characteristics: geographic
distribution, operational and management independence
of its subsystems, emergent behavior, and evolutionary
development. All these developments obviously im-
ply ever more complex control and decision problems.
A particular case which has received a lot of attention
over recent years is large-scale critical infrastructures
(communication networks, the Internet, highways, wa-
ter systems, and power systems) that serve not only the
business sector but society in general [36.14, 15]. All

of these recent developments are likely to provide fresh
strong stimuli for new research in the LSS domain.

36.1.1 Approaches

The progresses made in information and commu-
nication technologies have enabled the designer to
overcome several difficulties he might have encountered
when approaching a LSS, in particular those caused
by a large number of variables and the low perfor-
mance (with respect to throughput and reliability) of
communication links. However, as Cassandras points
out [36.58]:

The complexity of systems designed nowadays is
mainly defined by the fact that computational power
alone does not suffice to overcome all difficulties
encountered in analyzing, planning and decision-
making in the presence of uncertainties.

A plethora of methods have been proposed over
the last four decades for managing and controlling
large-scale complex systems such as: decomposition,
hierarchical control and optimization, decentralized
control, model reduction, robust control, perturbation-
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622 Part D Automation Design: Theory and Methods for Integration

based techniques, usage of artificial-intelligence-based
techniques, integrated problems of system optimiza-
tion and parameter estimation [36.59], and so on. Two
common ideas can be found in the vast majority of
approaches proposed so far:

a) Replacing the original problem with a set of sim-
pler ones which can be solved with the available
tools and accepting the satisfactory, near optimal
solutions

b) Exploiting the particular structure of each system to
the extent possible.

Table 36.1 presents a summary of the main methods
to be described in this chapter.

36.1.2 History

Though several ideas and methods for controlling LSSs
were proposed in the 1960s and even earlier, it is ac-
cepted by many authors that the book of Mesarovic
et al. published in 1970 [36.7] triggered the LSS move-

ment. The concepts revealed in that book, even though
they were strongly criticized in 1972 by Varaiya [36.60]
(an authority among the pioneers of the LSS move-
ment), have inspired many academics and practitioners.
A series of books including those of Wismer [36.61],
Titli [36.17], Ho and Mitter [36.62], Sage [36.63],
Šiljak [36.3,64], Singh [36.65], Findeisen et al. [36.16],
Jamshidi [36.6], Lunze [36.66], and Brdys and Tat-
jewski [36.18] followed on and contributed to the
consolidation of the LSS domain of research and paved
the way for practical applications.

In 1976, the first International Federation of Au-
tomatic Control (IFAC) conference on Large-Scale
Systems: Theory and Applications was held in Udine,
Italy. This was followed by a series of symposia which
were organized by the specialized Technical Commit-
tee of IFAC and took place in various cities in Europe
and Asia (Toulouse, Warsaw, Zurich, Berlin, Beijing,
London, Patras, Bucharest, Osaka, and Gdansk). The
scientific journal Large Scale Systems published by
North Holland played an important role in the devel-
opment of LSS domain, especially in the 1980s.

36.2 Methods and Applications

36.2.1 Hierarchical Systems Approach

The central idea of the hierarchical multilevel systems
(HMS) approach to LSS consists of replacing the orig-
inal system (and the associated control problem) with
a multilevel structure of smaller subsystems (and asso-
ciated less complicated problems). The subproblems at
the bottom of the hierarchy are defined by the interven-
tions made by the higher-level subproblems, which in
turn utilize the feedback information they receive from
the solutions of the lower-level subproblems.

There are three main subclasses of hierarchies
which can be obtained in accordance with the complex-
ity of description, control task, and organization [36.7].

Levels of Description
The first step in analyzing an LSS and designing the
corresponding control scheme consists of model build-
ing. As Steward [36.67] points out, practical experience
witnessed there is a paradoxical law of systems. If the
description of the plant is too complicated, then the de-
signer is tempted to consider only a part of the system or
a limited sets of aspects which characterize its behavior.
In this case it is very likely that the very ignored parts

and aspects have a crucial importance. Consequently it
emerges that more aspects should be considered, but
this may lead to a problem which is too complex to be
solved in due time. To solve the conflict between the
necessary simplicity (to allow for the usage of exist-
ing methods and tools with a reasonable consumption
of time and other computer resources) and the accept-
able precision (to avoid obtaining wrong or unreliable
results), the LSS can be represented by a family of mod-
els. These models reflect the behavior of the LSS as
viewed from various perspectives, called [36.7] levels of
description or strata, or levels of influence [36.63, 68].
The description levels are governed by independent
laws and principles and use different sets of descrip-
tive variables. The lower the level is, the more detailed
the description of a certain entity is. A unit placed on
the n-th level may be viewed as a subsystem at level
n −1. For example, the same manufacturing system can
be described from the top stratum in terms of economic
and financial models, and, at the same time, by control
variables (states, controls, and disturbances) as viewed
from the middle stratum, or by physical and chem-
ical variables as viewed from the bottom description
level (Fig. 36.2).
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Large-Scale Complex Systems 36.2 Methods and Applications 623

Levels of Control
In order to act in due time even in emergency situ-
ations, when the available data are uncertain and the
decision consequences are not fully explored and eval-
uated, a hierarchy of specialized control functions can
be an effective solution as shown by Eckman and
Lefkowitz [36.70]. Several examples of sets of levels of
control are:

a) Regulation, optimization, and organization [36.71]
b) Direct control, supervisory control, optimization,

and coordination [36.72]
c) Stabilization, dynamic coordination, static opti-

mization, and dynamic optimization [36.8]
d) Measurement and regulation, production planning

and scheduling, and business planning [36.73].

The levels of control, also called layers by
Mesarovic et al. [36.7], can be the result of a time-scale
decomposition. They can be defined on the basis of
time horizons taken into consideration, or the frequency
of disturbances which may show up in process vari-
ables, operation conditions, parameters, and structure
of the plant as stated by Schoeffler [36.68], as shown
in Fig. 36.2.

Organization layers
(echelons)

General
management

Production
control

Unit process
control

Economic representations

Regulation Disturbance frequency in
… process variables

… input variables

… plant structure

Optimization

Organization

Control models
Physical variables

Description levels
(strata)

Control levels
(layers)

Fig. 36.2 A hierarchical system approach applied to an industrial plant (after [36.69])

Levels of Organization
The hierarchies based on the complexity of orga-
nization were proposed in mid 1960s by Brosilow
et al. [36.74] and Lasdon and Schoeffler [36.75] and
were formalized in detail by Mesarovic et al. [36.7].
The hierarchy with several levels of organization,
also called echelons by Mesarovic et al. [36.7], has
been, for many years, a natural solution for man-
agement of large-scale military, industrial, and social
systems, which are made up of several intercon-
nected subsystems when a centralized scheme can-
not be either technically possible or economically
acceptable.

The central idea of the multiechelon hierarchy is
to place the control/decision units, which might have
different objectives and information bases, on several
levels of a management and control pyramid. While
the multilayer systems implement the vertical divi-
sion of the control effort, the multiechelon systems
include also a horizontal division of work. Thus, on
the n-th organization level the i-th control unit, CUn

i ,
has limited autonomy. It sends coordination signals
downwards to a well-defined subset of control units
which are placed at the level n −1 and it receives co-
ordination signals from the corresponding unit placed
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Fig. 36.3 A simple two-level multilevel control system (CU =
control unit, SSy = controlled subsystem, H = interconnection
function, m = control variable, u = input interconnection variable,
z = output interconnection variable, y = output variable, w = dis-
turbance)

on level n + 1. The unit on the top of the pyra-
mid is called the supremal coordinator and the units
to be found at the bottom level are called infimal
units.

Manipulation
of Complex Mathematical Problems

To take advantage of possible benefits of hierarchical
multilevel systems a systematic decomposition of the
original large-scale system and associated control prob-
lem is necessary. There are many situations when the
control problem may be formulated as (or reduced to) an
optimization problem (P1), which is, defined in general
terms as

(P1) : extr
v

J(v) ; v ∈ V , (36.1)

where v is the decision variable (a scalar, or a vector),
V is the admissible variation domain (which can be
defined by differential or difference equations and/or al-
gebraic inequations), and J is the performance measure
(which can be a function or a functional).

The decomposition methods are based on var-
ious combinations of several elementary manipula-
tions [36.76]. There are two main subsets of elementary
manipulations:

a) Transformations, which are meant to substitute the
original large-scale complex problem by a more ma-
nipulable one

b) Decompositions, which are meant to replace a large-
scale problem by a number of smaller subproblems.

In the sequel several elementary manipulations
will be reviewed following the lines exposed by
Wilson [36.76].

The variable transformation replaces the original
problem (P1) by an equivalent one (P2) through the
utilization of a new variable y = f (x) and a new per-
formance measure Q(y) and admissible domain Y , so
that there is the inverse function v = f −1(v). The new
problem is defined as

(P2) : extr
y

Q(y) ;
(y ∈ Y ) , (∀y) = f (v)[Q(y) = J(v)] .

(36.2)

The Lagrange transformation can simplify the admissi-
ble domain; for example, let the domain V be defined
by complicated equalities and inequalities

V = {v : (v ∈ V1) , (g0(v) , g−(v) ≤ 0)
}
, (36.3)

where V1 is a certain set, g0 and g− represent equality
and inequality constraints, respectively.

A Lagrangian can be defined

L(v, π, γ ) = J(v)+〈π, g0(v)〉−〈γ , g−(v)〉 , (36.4)

where π are the Lagrange multipliers, γ are the Kuhn–
Tucker multipliers, and 〈·, ·〉 is the scalar product.

If L possesses a saddle point, the solution of (P1)
is also the solution of the transformed problem (P2)
defined as

(P2) : max
πγ

min
v

[L(v, π, γ )] ; v ∈ V1 . (36.5)

The manipulation called evolving the problem is uti-
lized when not all parameters are known or the priorities
and the constraints are subject to alteration in time. In
such situations, the problem is solved even under uncer-
tainties and then is reformulated to take into account the
accumulation of new information. The repetitive control
proposed by Findeisen et al. [36.16] is based on such
a transformation.

Having transformed the original problem into a con-
venient form, a subset of smaller subproblems can be
obtained through decomposition as shown in the sequel.

The partitioning of the large-scale problem can be
applied if several subsets of independent variables can
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be identified; for example, let (P1) be defined as

(P1) : extr[J1(v1)+ J2(v2)] ; v1 ∈ V 1 ; v2 ∈ V 2 ,

(36.6)

then, two independent subproblems (P21) and (P22) can
be obtained

(P21) : extr[J1(v1)] ; v1 ∈ V 1 , (36.7)

(P22) : extr[J2(v2)] ; v2 ∈ V 2 . (36.8)

This decomposition is utilized in assigning separate
subproblems to the controllers which are situated at
the same level of a hierarchical pyramid or in de-
centralized control schemes where the controllers act
independently.

The parametric decomposition divides the large-
scale problem into a pair of subproblems by setting
temporary values to a set of coupling parameters. While
in one problem of the pair the coupling parameters are
fixed and all other variables are free, in the second sub-
problem they are free and the remaining variables are
fixed as solutions of the first subproblem. The two sub-
problems are solved through an iterative scheme which
starts with a set of guessed values of the coupling pa-
rameters; for example, let the large-scale problem be
defined as follows

(P1) : extr
v

[J(v)] ; v = (α, β) ; (α ∈ A) , (β ∈ B) ;
αRβ ,

where α and β are the components of v, A and B are
two admissible sets, β is the coupling parameter, and R
is a relation between α and β. The problem (P1) can be
divided into the pair of subproblems (P2) and (P3)

(P2) : extr
α

[
J

(
α,

∗
β

)]
; (α ∈ A) , (αRβ) ,

(P3) : extr
β

[
J
(∗
α (β), β

)]
; (β ∈ B) ,

{
∃ ∗
α
[(∗

α∈ A
)

,
(∗
α Rβ

)]}
,

where
∗
α (β) is the solution of (P2) for the given value

β= ∗
β and

∗
β is the solution of (P3) for the given value

α= ∗
α.
The parametric decomposition is utilized to divide

the effort between a coordinating unit and the subset
of coordinated units situated at lower organization level
(echelon).

The structural decomposition divides the large-
scale problem into a pair of subproblems through

modifying the performance measure and/or con-
straints. While one subproblem consists in setting the
best/satisfactory formulation of the performance mea-
sure and/or admissible domain, the second one is to find
the solution of the modified problem. This manipulation
is utilized to divide the control effort between two levels
of control (layers).

From Coordination to Cooperation
The traditional multilevel systems proposed in the
1970s to be used for the management and con-
trol of large-scale systems can be viewed as pure
hierarchies [36.77]. They are characterized by the
circulation of feedback and intervention signals only
along the vertical axis, up and down, respec-
tively, in accordance with traditional concepts of
the command and control systems. They consti-
tuted a theoretical basis for various industrial dis-
tributed control systems which possess at highest
level a powerful minicomputer. Also the multilayer
and multiechelon hierarchies served in the 1980s
as a conceptual reference model for the efforts to
design computer-integrated manufacturing (CIM) sys-
tems [36.78, 79].

Several new schemes have been proposed over the
last 25 years to overcome the drawbacks and limits of
the practical management and control systems designed
in accordance with the concepts of pure hierarchies
such as: inflexibility, difficult maintenance, and lim-
ited robustness to major disturbances. The more recent
solutions exhibit ever more increased communication
and cooperation capabilities of the management and
control units. This trend has been supported by the
advances in communication technology and artificial in-
telligence; for example, even in 1977, Binder [36.80]
introduced the concept of decentralized coordinated
control with cooperation, which allowed limited com-
munication among the control unit placed at the same
level. Several years later, Hatvany [36.81] proposed the
heterarchical organization, which allows for exchange
of information among the units placed at various levels
of the hierarchy.

The term holon was first proposed by Koestler in
1967 [36.82] with a view to describing a general orga-
nization scheme able to explain the evolution and life of
biological and social systems. A holon cooperates with
other holons to build up a larger structure (or to solve
a complex problem) and, at the same time, it works to-
ward attaining its own objectives and treats the various
situations it faces without waiting for any instructions
from the entities placed at higher levels. A holarchy is
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a hierarchy made up of holons. It is characterized by
several features as follows [36.83]:

• It has a tendency to continuously grow up by attract-
ing new holons.• The structure of the holarchy may permanently
change.• There are various patterns of interactions among
holons such as: communication messages, negotia-
tions, and even aggressions.• A holon may belong to more than one holarchy if it
observes their operation rules.• Some holarchies may work as pure hierarchies and
others may behave as heterarchical organizations.

Figure 36.4 shows an object-oriented representation of
a holarchy. The rectangles represent various classes of
objects such as pure hierarchies, heterarchical systems,
channels, and holons. This shows that the class of ho-
larchies may have particular subclasses such as pure
hierarchies and heterarchical systems. Also a holarchy
is composed of several constituents (subclasses) such
as: holons (at least one coordinator unit and two infi-
mal/coordinated units in the care of pure hierarchies)
and channels for coordination (in the case of pure hier-
archies) or channels for cooperation (in the case of pure
heterarchies). Coordination channels link the supremal
unit to, at least, two infimal units. While there are, at
least, two such coordination links in the case of pure
hierarchies, a heterarchical system may have no such
link. While, at least, one cooperation channel is present
in a heterarchical system, no such a link is allowed in
a pure hierarchy.

0+ 2+ 2+ 1+3+

n+

higher class has as particular forms…

higher class is made up of…

there may be n or more objects related to the class…

there may be none, one or more objects related to the class…

Holarchy

Heterarchical systemPure hierarchy

Horizontal channel
for cooperation

Vertical channel
for coordination

Holon

Fig. 36.4 Holarchies: an object-oriented description

Management and control structures based on
holarchy concepts were proposed by Van Brussel
et al. [36.84], Valckenaers et al. [36.85] for implemen-
tation in complex discrete-part manufacturing systems.

To increase the autonomy of the decision and
control units and their cooperation the multiagent tech-
nology is recommended by Parunak [36.57] and Hadeli
et al. [36.53]. An intelligent software agent encapsu-
lates its code and data, is able to act in a proactive
way, and cooperates with other agents to achieve a com-
mon goal [36.86]. The control structures which utilize
the agent technology have the advantage of simplify-
ing industrial transfer by incorporating existing legacy
systems, which can be encapsulated in specific agents.
Mařı́k and Lažanský [36.55] make a survey of industrial
applications of agent technologies which also considers
pros and cons of agent-based systems. They also present
two applications:

a) A shipboard automation system which provides
flexible and distributed control of a ship’s equip-
ment

b) A production planning and scheduling system
which is designed for a factory with the possi-
bility of influencing the developed schedules by
customers and suppliers.

36.2.2 Other Methods and Applications

Decentralized Control
Feedback control of large-scale systems poses the stan-
dard control problem: to find a controller for a given
system with control input and control output ensur-
ing closed-loop systems stability and reach a suitable
input–output behavior. The fundamental difference be-
tween small and large systems is usually described by
a pragmatic view: a system is large if it is conceptually
or computationally attractive to decompose it into inter-
connected subsystems. Such subsystems are typically of
small size and can be solved easier than the original sys-
tem. The subsystem solutions can be combined in some
manner to obtain a satisfactory solution for the overall
system [36.87].

Decentralized control has consistently been a con-
trol of choice for large-scale systems. The prominent
reason for adopting this approach is its capability to
solve effectively the particular problems of dimen-
sionality, uncertainty, information structure constraints,
and time delays. It also attenuates the problems that
communication lines may cause. While in the hierar-
chical control schemes, as shown above, the control
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units are coordinated through intervention signals and
may be allowed to exchange cooperation messages,
in decentralized control, the units are completely in-
dependent or at least almost independent. This means
that the information flow network among the control
units can be divided into completely independent par-
titions. The units that belong to different subnetworks
are completely separate from each other. Only restricted
communication at certain time moments or intervals or
limited to small part of information among the units
is allowed. Decentralized structures are often used but
their performance is worse compared with the central-
ized case. The basic decentralized control schemes are
as follows:

• Multichannel system. The global system is con-
sidered as one whole. The control inputs and the
control outputs operate only locally. This means that
each channel has available only local information
about the system and influences only a local part of
the system.• Interconnected systems. The overall system is de-
composed according to a selected criterion. Then
local controllers are designed for each subsystems.
Finally, the local closed-loop subsystems and inter-
connections are tested to satisfy the desired overall
system requirements.

At present a serious problem is the lack of rele-
vant theoretic and methodological tools to support
the scalable solution of new networked complex
large-scale problems including asynchronous issues.
The recent accomplishments are aimed at broaden-
ing the scope of decentralized control design methods
using linear matrix inequalities (LMIs) [36.31], dy-
namic interaction coordinator design to ensure the
desired level of interconnections [36.32], advanced de-
centralized control strategies for complex switching
systems [36.26], hybrid large-scale systems [36.27],
Petri nets [36.25], large-scale supply chain decentral-
ized coordination [36.28, 29], and distributed control
systems with network communication [36.30].

Simulation-Based Scheduling
and Control in LSS

In continuous, large-scale industrial plants such as in
chemical, power, and paper industries and waste-water
treatment plants, simulation-based scheduling starts
from creating scenarios for production and comparing
these scenarios for optimality and availability. Prob-
lems can vary from order allocation between multiple

production lines to optimal storage usage and detec-
tion and compensating for bottlenecks. Heuristic rules
are usually connected to simulation, making it possi-
ble to adjust the production to varying customer needs,
minimize the use of raw materials and energy, decrease
the environmental load, stabilize or improve the quality,
etc. Early applications in the paper industry are given
by Leiviskä et al. [36.38, 39]. The main problem is to
balance the production and several intermediate stor-
ages in (multiple) production lines, and give room for
maintenance shutdowns and coordinate production rate
changes. The model is based on the state model with
storage capacities as the state variables and production
rates as the control variables. Heuristics and bottleneck
considerations are connected to these systems. A newer,
agent-based solution has also been proposed [36.52].
There are also several classical optimization-based so-
lutions for this problem [36.19, 21–24].

Modern chemical batch processes are large scale,
complex, serial/parallel, multipurpose processes. They
are especially common in the food and fine chemi-
cals industries. They resemble flexible manufacturing
systems common in electronics production. From the
scheduling and control point of view complexity brings
along also difficult interactions and uncertainty that are
difficult to tackle with conventional tools. Simulation-
based scheduling can include as much complexity as
needed, and it is a largely used tool in the eval-
uation of the performance of different optimizing
systems. Connecting heuristics or rule-based systems
to simulation makes it also a flexible tool for batch
process scheduling. Modeling approaches differ, e.g.,
real-time simulation using Petri nets [36.36] and the
combination of discrete event simulation with genetic
algorithms for the steel annealing shop have been pro-
posed [36.40].

Flexible manufacturing systems, e.g., for compo-
nents assembly, offer several difficulties for production
scheduling and control. Dynamic, random nature is one
main concern in operation control. Also quickly chang-
ing products and production environments, especially
in electronics production, lead to a great variability
in requirements for production control. In real cases,
it is also typical that several scenarios must be cre-
ated and evaluated. The handling of uncertain and
vague information itself causes also problems in real-
world applications. Uncertain data has to be extracted
from data sources avoiding noise, or at least avoiding
increasing it.

Discrete event simulation models the system as it
propagates over time, describing the changes as separate
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discrete events. This approach also found a lot of appli-
cations in manufacturing industries, queuing systems,
and so on. An early application to jobshop schedul-
ing is presented by Filip et al. [36.20], who utilize
various combinations of several dispatching rules to cre-
ate the list of future events. Taylor [36.17] reported
on an application of discrete event simulation, com-
bined with heuristics, to the scheduling of the printed
circuit board (PCB) assembly line. The situation is com-
plicated by the fact that the production control must
operate on three levels: at the system level concerning
production mix problems, at the cell level for routing
problems, and at the machine level to solve sequenc-
ing problems. Discrete event simulation is also the key
element in the shop floor scheduling system proposed
by Gupta et al. [36.35]. The procedure starts by creat-
ing feasible schedules for the telephone terminals plant,
helps in taking other requirements into account and in
tackling uncertainties, and makes rescheduling possible.
A system integrating simulation and neural networks
has been used in photolithography toolset schedul-
ing in wafer production [36.33]. The system uses the
weighted-score approach, and the role of the neural net-
work is to update the weights set to different selection
criteria. Fuzzy logic provides the arsenal of methods for
dealing with uncertainties. Several examples for PCB
production are given by Leiviskä [36.45].

Two-stage approaches have been used in bottleneck-
based approaches [36.34]. The first-pass simulation
recognizes the bottlenecks, and their operation are opti-
mized during the second-pass simulation. Better control
of work in bottlenecks improves the performance of the
whole system. The main dispatching rule is to group to-
gether the lots that need the same setups. The system
also reveals the non-bottleneck machines and makes it
possible to apply different dispatching rules according
to the process state. The example is from semiconductor
production.

In practice, scheduling is a part of the decision
hierarchy starting from the enterprise-level strategic de-
cisions and going down to machine-level order or tools
scheduling. Simulation is used at different levels of this
hierarchy to provide interactive means for guarantee-
ing the overall optimality or at least the feasibility of
the decisions made at different levels. Such integrated
and interactive approaches exist also in supply-chain
management systems. In large-scale manufacturing sys-
tems, supply-chain control must take four interacting
factors into account: suppliers, manufacturing, distri-
bution, network, and customers. To control all these
interactions successfully, various operating factors and

constraints – processing times, production capacities,
availability of raw materials, inventory levels, and trans-
portation times – must be considered.

Discrete event simulation is also one possibility
to create an object-oriented, scalable, simulation-based
control architecture for supply-chain control [36.41].
Requirements for modularity and maintainability also
lead to distributed simulation models, especially when
a simulation-based control architecture is controlling
supply chain interactions. This means a modeling tech-
nique including a federation of simulation models that
are solved in a coordinated manner. The system archi-
tecture is presented in [36.42]. Each supply-chain entity
has two simulation models associated with it – one
running in real time and the other as a lookahead sim-
ulation. The lookahead model is capable of predicting
the impact of a disturbance observed by the real-time
model. A federation object coordinator (FOC) coor-
dinates the real-time simulation models. In this case,
a master event calendar allocates interprocess events
to all simulation models and resynchronizes all simu-
lations at the end of every activity [36.37].

In simulation-based control the controller makes de-
cisions based both on the current state of the system and
future scenarios, usually produced by simulation. Here,
the techniques for calculation of these scenarios play
the main role. Ramakrishnan and Thakur [36.42] pro-
posed the extension sequential dynamic systems (SDS)
that they call input–output SDS to model and analyze
distributed control systems and to compensate for the
weaknesses of automata-based models. They use the
discrete-part production plant as an example.

Artificial Intelligence-Based Control in LSS
Artificial intelligence (AI)-based control in large-scale
systems uses, in practice, all the usual methods of intel-
ligent control: fuzzy logic, neural networks, and genetic
algorithms together with different kinds of hybrid solu-
tions [36.88]. The complex nature of applications makes
the use of intelligent systems advantageous. Dealing
with this complexity is also the biggest challenge for the
methodological development: the large-scale process
structures, complicated interconnections, nonlinearity,
and multiple time scales make the systems difficult
to model and control. Fuzzy logic control (FLC) has
found most of its applications in cases which are dif-
ficult to model, suffer from uncertainty or imprecision,
and where a skilful operator is superior to conven-
tional automation systems. Artificial neural networks
(ANN) contribute to modeling and forecasting tasks
and combined with fuzzy logic in neuro-fuzzy systems
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combine the benefits of both approaches. Genetic algo-
rithms (GA), which are basically optimization systems,
are used in tuning models and controllers. See Chap. 14
on Artificial Intelligence and Automation for additional
content.

As shown above, the control of large-scale industrial
plants have usually been based on distributed hardware
and hierarchical design of control functions [36.89,90].
The supervisory and local control levels lay under enter-
prise and mill-wide control levels. Supervisory control
provides the local controls with the set points that ful-
fil the quality and schedule requirements coming from
the mill-wide level and help in optimizing the operation
of the whole plant. This optimization leaves room for
versatile application of intelligent methods. Local units
on the other hand, control the actual process variables
according to the set points given by the supervisory
control level. Even though the proportional–integral–
differential (PID) controller is by far the most important
tool, intelligent control plays an increasing role also
at the local control level. Intelligent methods have
been useful in tuning local PID controllers. In practice,
fuzzy controllers must have adaptive capabilities. Gain
scheduling is a typical approach for large-scale systems,
but applications of model reference adaptive control and
self-tuning adaptive control exist. Self-tuning has been
used in controlling a pilot-scale rotary drum where the
disturbances are due to long and varying time delays
and changes in the raw materials [36.46].

Model-based control techniques, e.g., model predic-
tive control (MPC), have been applied for the control of
processes with a long delay or dead time. In MPC, the
controller based on a plant model determines a manipu-
lated variable profile that optimizes some performance
objectives over the time in question. ANN are used
in replacing the mathematical models in optimization
as shown in a survey made by Hussain [36.48]. Also
Takagi–Sugeno fuzzy models are used in connection
with model-based predictive control [36.44]. Hybrid
systems include both continuous- and/or discrete-time
dynamics together with discrete events. So their state
consists of real-valued, discrete-valued, and/or logical
variables. Support vector machines have been used as
a part of MPC strategy for hybrid systems [36.91].

Power systems have been an important applica-
tion field for intelligent control since 1990s [36.92].
Design of centralized controllers is difficult for many
obvious reasons: power systems are large scale and de-
centralized by nature. They are also nonlinear and have
multiple dynamics and considerable time delays. De-
centralized local control can apply linear models and

purely local measurements. Available transfer capabil-
ity (ATC) is a real-time index used in monitoring and
controlling the power transactions and avoiding over-
loading of the transmission lines [36.47]. There are
difficulties in calculating it accurately online for large-
scale systems. Decreasing the number of input variables
to only three and using fuzzy modeling helps in this.
Simulations show that neural-networks-based local ex-
citation controls can take care of interactions between
generators and dampen oscillations effectively. Neural
networks are used in approximating unknown dynamics
and interconnections [36.40]. The designing of the con-
troller for two-area hydrothermal power systems based
on genetic algorithm improves the rise time and settling
time, and simulations show that the proposed technique
is superior to the traditional methods [36.51]. A local
Kalman filter and genetic algorithms estimate all local
states and interactions between subsystems in a large-
scale power system. The controller uses these estimates,
optimizes a given performance index, and then regulates
the system states [36.50].

Agent-based technologies have been used in com-
plex, distributed systems. Good examples come from
intelligent control of highly distributed systems in the
chemical industry and in the area of utility distribu-
tion (power, gas, and waste-water treatment). As shown
above, holonic agents take care of machine or cell-level
(local) controls, sometimes even integrated with ma-
chines. Intelligent agents can be associated with each
manufacturing unit and they communicate, coordinate
their activities, and cooperate with each other.

Fault detection and diagnosis (FDD) may be tack-
led by decomposing the large-scale problem into
smaller subtasks and performing control and FDD lo-
cally [36.93]. Large-scale complex power systems need
systematic tools for protection and control. The su-
pervisory control technique and a design procedure
of a supervisor that coordinates the behavior of relay
agents to isolate fault areas are presented in [36.56].
Multiagent systems have also been used in identifica-
tion and control of a 600 MW boiler–turbine–generator
unit [36.54]. In this case, online identifiers are used
for control and offline identifiers for fault diagnosis.
Event-based approaches are used for building large-
scale distributed systems and applications, especially
in a networked environment. A hybrid approach of
event-based communications for real-time manufac-
turing supervisory control is applied for large-scale
warehouse management [36.94]. See Chap. 30 on Au-
tomating Error and Conflict Prognostics and Prevention
for additional content.
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Computer-Supported Decision Making
in Large-Scale Complex Systems

As shown above, a possible solution to many LSS
control problems is the use of artificial-intelligence
methods. However, in the field, due to strange combi-
nations of external influences and circumstances, rare
or new situations may show up that were not taken into
consideration at design time. Already in 1990, Martin
et al. remarked that [36.95]:

although AI and expert systems were successful in
solving problems that resisted to classical numeri-
cal methods, their role remains confined to support
functions, whereas the belief that evaluation by man
of the computerized solutions may become superflu-
ous is a very dangerous error.

Based on this observation, Martin et al. [36.95] rec-
ommended appropriate automation, which integrates
technical, human, organizational, economical, and cul-
tural factors.

The decision support system concept (DSS) ap-
peared in the early 1970s. As with any new term, the
significance of DSS was in the beginning rather vague
and controversial. While some people viewed it as a new
redundant term used to describe a subset of manage-
ment information systems (MIS), some other argued it
was a new label abusively used by some vendors to take
advantage of a new fashion. Since then many research
and development activities and applications have wit-
nessed that the DSS concept definitely meets a real need
and there is a market for it even in the context of real-
time applications in the industrial milieu [36.96, 97].

The Nobel Prize winner H. Simon [36.98] identi-
fied three steps of the decision-making (DM) process,
namely:

a) Intelligence, consisting of activities such as data col-
lection and analysis in order to recognize a decision
problem

b) Design, including activities such as model statement
and identification/production and evaluation of var-
ious potential solutions to the problem

c) Choice, or selection of a feasible alternative for im-
plementation.

Later, he added a fourth step – implementation and
result evaluation – which may correspond to supervi-
sory control in industrial milieu. If a decision problem
cannot be entirely clarified and all possible decision al-
ternatives cannot be fully explored and evaluated before

a choice is made, then the problem is said to be unstruc-
tured or semistructured. If the problem were completely
structured, an automatic device could have solved the
problem without any human intervention. On the other
hand, if the problem has no structure at all, nothing
but hazard can help. If the problem is semistructured
a computer-aided decision can be envisaged.

Most of the developments in the DSS domain have
initially addressed business applications not involving
any real-time control. However, even in the early 1980s
DSS were reported to be used in manufacturing con-
trol [36.20, 99]. In 1987, Bosman [36.100] stated that
control problems could be looked upon as a natural
extension and as a distinct element of planning decision-
making processes (DMP). Almost 20 years later, Nof
et al. state [36.12]:

. . . the development and application of intelligent
decision support systems can help enterprises cope
with problems of uncertainty and complexity, to in-
crease efficiency, join competitively in production
networks, and improve the scope and quality of their
customer relations management (CRM).

Real-time decision-making processes (RT DMPs)
for control applications are characterized by several par-
ticular aspects such as:

a) They involve continuous monitoring of a dynamic
environment.

b) They are short time horizon oriented and are carried
out on a repetitive basis.

c) They normally occur under time pressure.
d) Long-term effects are difficult to predict [36.101].

It is quite unlikely that an econological (eco-
nomically logic) approach, involving optimization, be
technically possible for genuine RT DMPs. Satisficing
approaches, which reduce the search space at the ex-
pense of the decision quality, or fully automated DM
systems, if taken separately, cannot be accepted either,
but for some exceptions. At the same time, one can
notice that genuine RT DMP can show up in crisis sit-
uations only; for example, if a process unit must be
shut down due to an unexpected event, the production
schedule of the entire plant might become obsolete. The
right decision will be to take the most appropriate com-
pensation measures to manage the crisis over the time
period needed to recomputed a new schedule or up-
date the current one. In this case, a satisficing decision
may be appropriate. If the crisis situation has been met
previously and successfully surpassed, an almost auto-
mated solution based on past decisions stored in the
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Table 36.2 Possible task assignment in DSS

Decision steps and activities EU NU NM ES ANN CBR IA

Intelligence

• Setting objectives I M I/M P/M

• Perception of DM situation I M P M/I
• Problem recognition I M P M/I

Design

• Model selection E M I I

• Model building M P I/M P

• Model validation I M
• Setting alternatives P M P

Choice

• Model experimenting M/I
– Model solving E E I

– Result interpreting I P P

– Parameter changing E M/I
• Solution adotiing E
• Sensitivity analysis M I

Release for implementation E E P

EU – expert user, NU – novice user, NM – numerical model, ES – rule-based expert system, ANN – artificial
neural network, CBR – case-based reasoning, GA – genetic algorithm, IA – intelligent agent, P – possible, M –
moderate, I – intensive, E – essential

information system can be accepted and validated by
the human operator. On the other hand, the minimiza-
tion of the probability of occurrences of crisis situations
should be considered as one of the inputs (expressed as
a set of constraints or/and objectives) in the scheduling
problem [36.96, 102].

In many problems, decisions are made by a group of
persons instead of an individual. Because the group de-
cision is either a combination of individual decisions or
a result of the selection of one individual decision, this
may not be rational in Simon’s acceptance. The group
decision is not necessarily the best choice or a combi-
nation of individual decisions, even though those might
be optimal, because various individuals might have
various perspectives, goals, information bases, and cri-
teria of choice. Therefore, group decisions show a high
social nature, including possible conflicts of interest,
different visions, influences, and relations [36.103].
Consequently, a group (or multiparticipant) DSS needs
an important communication facility.

The generic framework of a DSS, proposed by
Bonczek et al. in 1980 [36.104] and refined later by

Holsapple and Whinston [36.105] is quite general and
can accommodate the most recent technologies and
architectural solutions. It is based on three essential
components. The first one is the language (and com-
munications) subsystem (LS). This is used for:

a) Directing data retrieval, allowing the user to invoke
one out of a number of report generators

b) Directing numerical or symbolic computation, en-
abling the user either to invoke the models by names
or construct model and perform some computation
at his/her free will

c) Maintaining knowledge and information in the sys-
tem

d) Allowing communication among people in case of
a group DM

e) Personalizing the user interface.

The knowledge subsystem (KS) normally contains:

a) Empirical knowledge about the state of the applica-
tion environment in which the DSS operates
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b) Modeling knowledge, including basic modeling
blocks and computerized simulation and optimiza-
tion algorithms to use for deriving new knowledge
from the existing knowledge

c) Derived knowledge containing the constructed mod-
els and the results of various computations

d) Meta-knowledge (knowledge about knowledge)
supporting model building and experimentation and
result evaluation

e) Linguistic knowledge allowing the adaptation of
system vocabulary to a specific application

f) Presentation knowledge to allow for the most appro-
priate information presentation to the user.

The third essential component of a DSS is the
problem processing subsystem (PPS), which enables
combinations of abilities and functions such as in-
formation acquisition, model formulation, analysis,
evaluation, etc.

It has been noticed that some DSS are oriented
towards the left hemisphere of the human brain and
some others are oriented towards the right hemisphere.
While in the first case quantitative and computational
aspects are important, in the second pattern recogni-
tion and reasoning based on analogy prevail. In this
context, there is a significant trend towards combin-

ing numerical models and models that emulate the
human reasoning to build advanced DSS [36.106].
A great number of optimization algorithms have been
developed and carefully tested so far. However, their ef-
fectiveness in decision making has been limited. Over
the last three decades traditional numerical methods
have, along with databases, been essential ingredients of
DSS. From an information technology perspective, their
main advantages [36.107] are: compactness, computa-
tional efficiency (if the model is correctly formulated),
and the market availability of software products. On
the other hand, they present several disadvantages. Be-
cause they are the result of intellectual processes of
abstraction and idealization, they can be applied to
problems which possess a certain structure, which is
hardly the case in many real-life problems. In addi-
tion, the use of numerical models requires that the
user possesses certain skills to formulate and experi-
ment the model. As was shown in the previous section,
AI-based methods supporting decision making are al-
ready promising alternatives and possible complements
to numerical models. New terms such as tandem sys-
tems, or expert DSS (XDSS) have been proposed for
systems that combine numerical models with AI-based
techniques. An ideal task assignment is given in Ta-
ble 36.2 [36.97].

36.3 Case Studies

The following case studies illustrate how combinations
of methods may be utilized to solve large-scale complex
problems.

Digester s2 s1

s4

s3s6

s5

m1 w1

m4 m5

m2

m3

Bleaching

Auxiliary
boiler

Recovery
boiler

Drying
machine

Caustici-
zation

Evaporation

Fig. 36.5 Pulp mill model

36.3.1 Case Study 1:
Pulp Mill Production Scheduling

Figure 36.5 shows the pulp mill modeled as a common
state-space system. The state of the system s(t) is de-
scribed by the amount of material in each storage tank.
The production rates of the processes are chosen as
control variables forming the control vector m(t). The
required pulp production is usually taken as a determin-
istic known disturbance vector w(t).

The operation of the plant presented in Fig. 36.5 is
described by the vector–matrix differential equation

ds(t)

dt
= Bm(t)+Cw(t) ,

where B and C are coefficient matrices describing the
relationships between the model flows (transfer ratios).
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Since the most storage tanks have only one input flow
and one output flow, most elements in B and C matrices
equal zero.

If the steam balance (dashed line in Fig. 36.5) is in-
cluded in scheduling, an additional variable describing
the steam development in the auxiliary boiler is re-
quired. It is a scalar variable denoted by S. Accordingly,
the steam balance is

S(t) = Dm(t)+ Ew(t) .

Note that the right-hand side of the balance includes
both consumption and generation terms. The variables
in the model are constrained by the capacity limits of
tanks and processes in the following way

smin ≤ s(t) ≤ smax ,

mmin ≤ m(t) ≤ mmax ,

Smin ≤ S(t) ≤ Smax .

Due to the fact that scheduling is concerned with
relatively long time intervals, no complete and com-
plicated process models are necessary. If all the small
storage tanks are included in the model, the system
dimensions increase and it becomes difficult to deal
with. These tanks also have no meaning from the con-
trol point of view. Simpler model follows by combining
small storage tanks.

There are several ways to solve the scheduling
problem as shown before. Optimization can benefit
from decomposition and solving of smaller problems
as described in Sect. 36.2.1. A review of methods is
presented in [36.39]. It seems, however, that no ap-
proach alone can deal with this problem successfully.
Hybrid systems, consisting of algorithmic, rule-based,
and intelligent parts integrated with each other, and
also agent-based systems, could be the best possible
answer [36.97, 110].

36.3.2 Case Study 2: Decision Support
in Complex Disassembly Lines

In [36.108], the control of a complex industrial disas-
sembly process of out-of-use manufactured products is
studied. The disassembly processes are subject to uncer-
tainties. The most difficult problem in such systems is
that a disassembly operation can fail at any moment be-
cause of the product or component degradation. In this
case one has to choose between applying an alternative
disassembly destructive operation (dismantling), and
aborting the disassembly procedure. This decision must
be taken in real time because in a used product the com-
ponents states are not known from the beginning of the

Product
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DB + KB

Simulation

DSS

Direct control system

Fig. 36.6 DSS integration in the multilayer control system (af-
ter [36.108])
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Fig. 36.7 The results of time delay estimation for one group (af-
ter [36.109])

process. The solution is to integrate a decision support
system (DSS) in the architecture of a multilayer system.
As shown in Fig. 36.6, the control and decision tasks are
distributed among three levels: planning, decision sup-
port, and direct control. The disassembly planner gives
the sequence of the components that must be separated
to achieve the target component. The planner fuses the
information from the artificial vision system with that
contained in the database for each component or sub-
assembly. A model of the product is generated. The DSS
integrates the model and performs the simulation to rec-
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ommend a good disassembly sequence with respect to
the economical criteria.

36.3.3 Case Study 3: Time Delay Estimation
in Large-Scale Complex Systems

In data-based modeling of large-scale complex systems,
the exact determination of time delays is extremely dif-
ficult. The methods for delay estimation are widely
studied in control engineering, but these studies are
mainly limited to the two-variable cases, i. e., estimating
the delay between the manipulated and the controlled
variable in the feedback control loop. The situation is
totally different when dealing with a large number of
variables grouped in several groups for modeling or
monitoring purposes.

Mäyrä et al. [36.109] discuss a delay estimation
scheme combining genetic algorithms and principal
component analysis (PCA). Delays are optimized with
genetic algorithms with objective functions based on
PCA. Typically, a genetic algorithm maximizes the
variance explained by the first or two first principal
components. The paper gives an example using simu-
lation data of the paper machine, which includes over
50 variables. The variables were first grouped based
on the cross-correlation and graphical analysis into five
groups, and delays were estimated both for the variables
inside the groups and between the groups. The results
for one group of 15 variables are given in Fig. 36.7.
The estimation was repeated 60 times and the fig-
ure shows the median and standard variance of these
simulations.

36.4 Emerging Trends

Large-scale complex systems have become a research
and development domain of automation with a series
of rather established method and technologies and in-
dustrial application. Table 36.3 contains a summary of
references to basic concepts.

Table 36.3 Key to references on basic concepts

Basic books Mesarovic, Macko, Takahara [36.7]; Wismer [36.61]; Titli [36.17];

Ho and Mitter [36.62]; Sage [36.63]; Šiljak [36.3, 64]; Singh [36.65];

Findeisen et al. [36.16]; Jamshidi [36.6]; Lunze [36.66];

Brdys and Tatjewski [36.18]

Hierarchies Mesarovic, Macko, Takahara [36.7]

Strata Sage [36.63]; Schoeffler [36.68]

Layers Findeisen [36.8]; Havlena and Lu [36.73]; Isermann [36.72];

Lefkowitz [36.111]; Schoeffler [36.68]; Brdys and Ulanicki [36.112]

Echelons Brosilow, Lasdon and Pearson [36.74]; Lasdon and Schoeffler [36.75]

Heterarchy Hatvany [36.81]

Holarchy Hop and Schaeffer [36.83]; Koestler [36.82]; Van Brussel et al. [36.84];

Valckenaers et al. [36.85]

Decision support systems Bonczek, Holsapple and Whinston [36.104]; Bosman [36.100];

Chaturverdi et al. [36.101]; De Michelis [36.103]; Dutta [36.107]; Filip [36.96];

Filip et al. [36.21]; Filip, Donciulescu and Filip [36.97];

Holsapple and Whinston [36.105]; Kusiak [36.106]; Martin et al. [36.95];

Nof [36.99]; Nof et al. [36.12]; Simon [36.98]

At present academics and industrial practitioners are
working to adapt the methods and practical solutions in
the LSS field to modern information and communica-
tion technologies and new enterprise paradigms. Several
significant trends which can be noticed or forecast are:
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• A promising modern form to coordinate the ac-
tions of the intelligent agents is stigmergy. This is
inspired by the behavior of social insects which
use a form of indirect communication mediated
by an active environment to coordinate their ac-
tions [36.53].• Advanced decentralized control strategies for large-
scale complex systems have recently been ex-
tended into new applied areas, such as flex-
ible structures [36.113, 114], Internet conges-
tion control [36.115], aerial vehicles [36.116],
or traffic control [36.117], to mention a few of
them.• Recent theoretic achievements in decentralized con-
trol can be progressively extended into the areas

of integrated/embedded control, distributed control
(over communication networks), hybrid/discrete-
event systems and networks, and autonomous sys-
tems to serve as a very efficient tool to solve various
large-scale control problems.• Incorporation and combination of newly developed
numeric optimization and simulation models and
symbolic/and connectionist or agent-based will con-
tinue in an effort to reach the unification of humans,
numerical models, and AI-based tools.• Mobile communications and web technology will
be ever more considered in LSS management and
control applications. In multiparticipant DSS, peo-
ple will make co-decisions in virtual teams, no
matter where they are temporarily located.
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Computer-Aid37. Computer-Aided Design, Computer-Aided
Engineering, and Visualization

Gary R. Bertoline, Nathan Hartman, Nicoletta Adamo-Villani

This chapter is an overview of computer-aided
design (CAD) and computer-aided engineering
and includes elements of computer graphics,
animation, and visualization. Commercial brands
of three-dimensional (3-D) modeling tools are
dimension driven, parametric, feature based, and
constraint based all at the same time. The term
constraint-based is intended to include all of these
many facets. This means that, when geometry is
created, the user specifies numerical values and
requisite geometric conditions for the elemental
dimensional and geometric constraints that define
the object. Many of today’s modern CAD tools
also operate on similar interfaces with similar
geometry-creation command sequences [37.1] that
operate interdependently to control the modeling
process. Core modules include the sketcher, the
solid modeling system itself, the dimensional
constraint engine, the feature manager, and the
assembly manager [37.2]. In most cases, there
is also a drawing tool, and other modules that
interface with analysis, manufacturing process
planning, and machining. The 3-D animation
production process can be divided into three main
phases:

37.1 Modern CAD Tools ................................. 639

37.2 Geometry Creation Process .................... 640
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of the Modern CAD Environment ............ 642

37.4 User Characteristics Related
to CAD Systems ..................................... 643
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These processes can begin with the 3-D geome-
try generated by CAD systems in the design process
or 3-D models can be created as a separate pro-
cess. The second half of the chapter explains the
process commonly used to create animations and
visualizations.

37.1 Modern CAD Tools

Today’s commercial brands of 3-D modeling tools es-
sentially contain many of the same types of functions
across the various vendor offerings. They are dimen-
sion driven, parametric, feature based, and constraint
based all at the same time, and these terms have come
to be synonymous when describing modern CAD sys-
tems [37.3]. For the purposes of this chapter, the term
constraint-based will be intended to include all of these
many facets. Generally this means that, when geome-
try is created, the user specifies numerical values and

requisite geometric conditions for the elemental di-
mensional and geometric constraints that define the
object; for example, a rectangular prism would be de-
fined by parameter dimensions that control its height,
width, and depth. In addition, many of today’s mod-
ern CAD tools also operate on similar interfaces with
similar geometry-creation command sequences [37.1].
Generally, most constraint-based CAD tools consist
of software modules that operate interdependently to
control the 3-D modeling process. They include core
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modules such as the sketcher, the solid modeling sys-
tem itself, the dimensional constraint engine, the feature
manager, and the assembly manager [37.2]. In most
cases, there is also a drawing tool, and other mod-
ules that interface with analysis, manufacturing process
planning, and machining. The core modules are used in
conjunction with each other (or separately as necessary)
to develop a 3-D model of the desired product. In so do-
ing, most modern CAD systems will produce the same
kinds of geometry, irrespective of the software interface
they possess. Many of the modern 3-D CAD tools com-
bine constructive solid geometry (CSG) and boundary
representation (B-rep) modeling functionality to form
hybrid 3-D modeling packages [37.2, 3]. Traditionally,
CSG used mathematical primitives to create 3-D mod-
els. They were efficient for the storage of the database,
but they had difficulty with sculpted surfaces and edit-
ing the finished model. B-rep modelers use surfaces
directly to represent the object three-dimensionally, so
they tend to be very accurate. However, they also tend to
have large database structures, hence the development
of hybrids to capture the best characteristics of both
B-rep and CSG.

Constraint-based CAD tools create a solid model as
a series of features that correspond to operations that
would be used to create the physical object. Features can
be created dependently or independently of each other
with respect to the effects of modifications made to the
geometry. If features are dependent, then an update to
the parent feature will affect the child feature. This is
known as a parent–child reference, and these references
are typically at the heart of most modeling processes
performed by the user [37.2]. The geometry of each fea-
ture is controlled by the use of modifiable constraints
that allow for the dynamic update of model geometry

as the design criteria change. When a parent feature is
modified, it typically creates a ripple effect that yields
changes in the child features. This is one example of
associativity – the fact that design changes propagate
through the geometric database and associated deriva-
tives of the model due to the interrelationships between
model features. This dynamic editing capability is also
reflected in assembly models that are used to document
the manner in which components of a product interact
with each other. Modifications to features contained in
a part will be displayed in the parent part as well as in
the assembly that contains the part. Any working draw-
ings of the part or assembly will also update to reflect
the changes. This is another example of associativity.

A critical issue in the use of constraint-based CAD
tools is the planning that happens prior to the creation of
the model [37.3]. This is known as design intent. Much
of the power and utility of constraint-based CAD tools
is derived from the fact that users can edit and redefine
part geometry as opposed to deleting and recreating it.
This requires a certain amount of thought with respect
to the relationships that will be established between and
within features of a part and between components in an
assembly. The ways in which the model will be used
in the future and how it could potentially be manipu-
lated during design changes are both factors to consider
when building the model. The manner in which the user
expects the CAD model to behave under a given set of
circumstances, and the effects of that behavior on other
portions of the same model or on other models within
the assembly, is known as design intent [37.2, 3]. The
eventual use and reuse of the model will have a pro-
found effect on the relationships that are established
within the model as well as the types of features that
are used to create it, and vice versa.

37.2 Geometry Creation Process

Geometry is created in modern constraint-based CAD
systems using the modules and functionality described
above, especially the sketcher, the dimensional con-
straint engine, the solid modeling system, and the
feature manager. Modern CAD systems create many
different kinds of geometry, which generally fall into
one of three categories: wireframe, surface or solid.
Most users work towards creating solid geometry. In do-
ing so, the user often employs the larger functionality
of the CAD system described in the previous section.
To create solid geometry, the user considers their de-

sign intent and proceeds to make the first feature of
the model. The most common way to create feature
geometry within a part file is to sketch the feature’s
cross-section on a datum plane (or flat planar surface
already existing in the part file), dimension and con-
strain the sketched profile, and then apply a feature
form to the cross-section. Due to the inherent inaccu-
racies of sketching geometric entities on a computer
screen with a mouse, CAD systems typically employ
a constraint solver. This portion of the software is re-
sponsible for resolving the geometric relationships and
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general proportions between the sketched entities and
the dimensions that the user applies to them, which is
another example of automation in the geometric mod-
eling process. The final stage of geometry creation is
typically the application of a feature form, which is
what gives a sketch its depth element. This model cre-
ation process is illustrated in Fig. 37.1. This automated
process of capturing dimensional and parametric in-
formation as part of the geometry creation process is
what gives modern CAD systems their advantage over
traditional engineering drawing techniques in terms of
return on investment and efficiency of work. Without
this level of automation, CAD systems would be noth-
ing more than an electronic drawing board, with the user
being required to recreate a design from scratch each
time.

As the user continues to use the feature creation
functions in the CAD system, the feature list continues
to grow. It lists all of the features used to create a model
in chronological order. The creation of features in a par-
ticular order also captures design intent from the user,
since the order in which geometry is created will have
a final bearing on the look (and possibly the function)
of the object. In most cases, the feature tree is also the
location where the user would go to consider modify-
ing the order in which the model’s features were created
(and rebuilt whenever a change is made to the topology
of the model).

As users become more proficient at using a con-
straint-based CAD system to create geometry, they
adopt their own mental model for interfacing with the
software [37.4]. This mental model typically evolves to
match the software interface metaphor of the CAD sys-
tem. In so doing, they are able to leverage their expertise
regarding the operation of the software to devise highly
sophisticated methods for using the CAD systems. This
level of sophistication and automation by the user is
due in some part to the nature of the constraint-based
CAD tools. It is also what enables the user to dissect
geometric models created by others (or themselves at
a prior time) and reuse them to develop new or modi-
fied designs. Effective use of the tools requires that the
user’s own knowledge base comprised of the concep-
tual relationships regarding the capture of design intent
in the geometric model and the specific software skills
necessary to create geometry be used. This requires the
use of an object–action interface model and metaphor
on the part of the user in order to be effective [37.1].
This interface model correlates the objects and actions
used in the software with those used in the physical con-
struction of the object being modeled. If a person is to
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Fig. 37.1 Sketch geometry created on a plane and extruded for depth

use the CAD tool effectively, these two sets of models
should be similar. In relation to the object–action inter-
face model is the idea of a user’s mental model of the
software tool [37.1]. This mental model is comprised
of semantic knowledge of how the CAD system op-
erates, the relationships between the different modules
and commands, and syntactic knowledge that is com-
prised of specific knowledge about commands and the
interface (Fig. 37.2).

The process of creating 3-D geometry in this fash-
ion allows the user to automate the capture of their
design intent. Semantic and syntactic knowledge are
combined once in the initial creation of the model to
develop the intended shape of the object being mod-
eled. This encoding of design knowledge allows the
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Fig. 37.2 Expert mental model of modern CAD system op-
eration
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labor of creating geometry to be stored and used again
when the model is used in the future. This labor stor-
age is manifested within the CAD system inside the
geometric features themselves, and the script for play-
ing back that knowledge-embedding process is captured
within the feature manager as described in Sect. 37.2. It

is generally common knowledge within the modern 3-D
modeling environment that a user will likely work with
models created by other people and vice versa. As such,
having a predictable means to include design intent in
the geometric model is critical for the reuse of existing
CAD models within an organization.

37.3 Characteristics of the Modern CAD Environment

Computer-aided design systems are used in many places
within a product design environment, but each scenario
tends to have a common element: the need to accu-
rately define the geometry which represents an object.
This could be in the design engineering phase to depict
a product, or during the manufacturing planning stage
for the design if a fixture to hold a workpiece. Recently,
these CAD systems have been coupled with product
data management (PDM) systems to track the ongoing
changes through the lifecycle of a product. By so do-
ing, the inherent use of the CAD system can be tracked,
knowledge about the design can be stored, and permis-
sions can be granted to appropriate users of the system.
While the concept of concurrent engineering is not new,
contemporary depictions of that model typically show
a CAD system (and often a PDM system) at the cen-
ter of the conceptual model, disseminating embedded
information for use by the entire product development
team throughout the product lifecycle [37.3].

Fig. 37.3 User script for automatic geometry generation

To use a modern CAD system effectively, one must
understand the common inputs and outputs of the sys-
tem, typically in light of a concurrent and distributed
design and manufacturing environment. Input usually
takes the form of numerical information regarding size,
shape, and orientation of geometry during the prod-
uct model creation process. This information generally
comes directly from the user responsible for devel-
oping the product; however, it is not uncommon to
get CAD input data from laser scanning devices used
for quality control and inspection, automated scripts
for generating seed geometry, or translated files from
other systems. As with other types of systems, the
quality of the information put into the system greatly
affects the quality of the data coming out of the system.
In today’s geographically dispersed product develop-
ment environment, CAD geometry is often exported
from the CAD system is a neutral file format (e.g.,
IGES or STEP) to be shared with other users up
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and down the supply chain. Detailed two-dimensional
drawings are often derived from the 3-D model in
a semi-automated fashion to document the product
and to communicate with suppliers. In addition, 3-D
CAD data is generally shared in an automated way
(due to integration between digital systems) with struc-
tural and manufacturing analysts for testing and process
planning.

Geometry creation within CAD systems is also au-
tomated for certain tasks, especially those of a repetitive
nature. The use of geometry duplication functions of-
ten involves copying, manipulating, or moving selected
entities from one area to another on a model. This
reduces the amount of time that it takes a user to cre-
ate their finished model. However, it is critical that
the user be mindful of parent–child references as de-
scribed previously. While these references are elemental
to the very nature of modern CAD systems, they can
make the modification and reuse of design geometry
tenuous at a later date, thereby negating any positive
effects of a user having copied geometry in an effort
to save time. Geometry automation also exists in the
form of using scripting and programming functionality
in modern CAD systems to generate geometry based on
common templates. This scenario is particularly help-
ful when it is necessary to produce variations of objects
with high degrees of accuracy and around which ex-
ists a fair amount of tribal knowledge and corporate
practice. A set of parameters are created that represents
corporate knowledge to be embedded into the geom-
etry to control its shape and behavior and then the
CAD system generates the desired geometry based on
user inputs (Figs. 37.3 and 37.4). In the example of
the airfoil, aerodynamic data has been captured by an
engineering analyst and input into a CAD system us-
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Fig. 37.4 Airfoil geometry generated from script (labels
not generated as part of script)

ing a knowledge-capture module of the software. These
types of modules allow a user to configure the be-
havior of the CAD system when it is supplied with
a certain type of data in the requisite format. This
data represents the work of the analyst, which is then
used to automate the creation of the 3-D geometry
to represent the airfoil. Such techniques are beginning
to replace the manual geometric modeling tasks per-
formed by users on designs that require a direct tie to
engineering analysis data, or on those designs where
a common geometry is shared among various design
options.

37.4 User Characteristics Related to CAD Systems

Contemporary CAD systems require a technological
knowledge base independent of (yet complementary
to) normal engineering fundamentals. An understand-
ing of design intent related to product function and
how that is manifested in the creation of geometry
to represent the product is critical [37.4, 5]. Users re-
quire the knowledge of how the various modules of
a CAD systems work and the impact of their command
choices on the usability of geometry downstream in
the design and manufacturing process. In order to en-
able users to accomplish their tasks when using CAD

tools, training in how to use the system is critical.
Not just at a basic level for understanding the com-
mands themselves, but the development of a community
of practice to support the ongoing integration of user
knowledge into organizational culture and best practices
is critical.

Complementary to user training, and one of the rea-
sons for why relevant training is important in the use of
CAD tools, is for users to develop strategic knowledge
in the use of the design systems. Strategic knowledge
is the application of procedural and factual knowledge
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in the use of CAD systems directed towards a goal
within a specific context [37.6–8]. It is through the de-
velopment of strategic knowledge that users are able to
effectively utilize the myriad functionality within mod-
ern CAD systems. Nearly all commercial CAD systems
have similar user interfaces, similar geometry creation
techniques, and similar required inputs and optional

outputs. Productivity in the use of CAD systems re-
quires that users employ their knowledge of engineering
fundamentals and the tacit knowledge gathered from
their environment, in conjunction with technological
and strategic knowledge of the CAD system’s capabil-
ities, to generate a solution to the design problem at
hand.

37.5 Visualization

Visualization information can be presented in visual
formats such as text, graphics, charts, etc. This visu-
alization makes applications simpler to understand by
human users. Visualization is useful in automation not
only for supervision, control, and decision support, but
also for training. A variety of visualization methods
and software are available, including geographic in-
formation systems and virtual reality (see examples in
Chaps. 15, 16, 26, 27, 34, 38, and 73).

A geographic information system (GIS) is a com-
puter-based system for capturing, manipulating, and
displaying information using digitized maps. Its key

Table 37.1 Examples of visualization applications

Application domain Examples of visualization applications

Manufacturing Virtual prototyping and engineering analysis

Training and experimenting

Ergonomics and virtual simulation

Design Design of buildings

Design of bridges

Design of tools, furniture

Business Advertising and marketing

Presentation in e-Commerce, e-Business

Presentation of financial information

Medicine Physical therapy and recovery

Interpretation of medical information and planning surgeries

Training surgeons

Research and development Virtual laboratories

Representation of complex math and statistical models

Spatial configurations

Learning and entertainment Virtual explorations: art and science

Virtual-reality games

Learning and educational simulators

characteristic is that every digital record has an identi-
fied geographical location. This process, called geocod-
ing, enables automation applications for planning and
decision making by mapping visualized information.

Virtual reality is interactive, computer-generated,
three-dimensional imagery displayed to human users
through a head-mounted display. In virtual reality, the
visualization is artificially created. Virtual reality can be
a powerful medium for communication and collabora-
tion, as well as entertainment and learning. Table 37.1
lists examples of visualization applications (see also
Chap. 15 on Virtual Reality and Automation).
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37.6 3-D Animation Production Process

Computer animations and simulations are commonly
used in the engineering design process to visualize
movement of parts, determine possible interferences of
parts, and to simulate design analysis attributes such
as fluid and thermal dynamics. The 3-D model files of
most CAD systems can be converted into a format that
can be used as input into popular animation software
programs, such as Maya and 3ds Max. Once the files
have been input into the animation software program,
the animation process can begin. The animation process
can be quite complex, depending on the level of realism
necessary for the design visualization. This section will
describe the steps necessary to create design animations
from CAD models.

The 3-D animation production process can be di-
vided into three main phases:

• Concept development and preproduction
(Sect. 37.6.1)• Production (Sect. 37.6.2)• Postproduction and delivery (Sect. 37.6.3).

37.6.1 Concept Development
and Preproduction

Several key activities take place during this phase,
including story development and visual design, pro-
duction planning, storyboarding, soundtrack recording,
animation timing, and production of the animatic.

Every animation tells a story, “. . . you need not to
have characters to have a story . . . ” [37.9]; for example

Fig. 37.5 An example of preliminary storyboard illustrating the futuristic assembly process of a Boeing 787 (courtesy of
Purdue University, with permission from N. Adamo-Villani, C. Miller)

an architectural walkthrough or a medical visualization
has a story in the sense that the events progress in a log-
ical and effectively developed way. Story development
begins with a premise – an idea in written form [37.10].
When the premise is approved, it is expanded into an
outline or treatment – a scene-by-scene description of
the animation – and the treatment is fleshed out into
a full script. Visual design is carried out concurrently
to story development. It is during this conceptual stage
that the visual style of the animation is defined, charac-
ter/object/environment design is finalized and approved
for production, and the story idea is translated into a vi-
sual representation – the storyboard.

A storyboard is a sequence of images – panels –
and textual descriptions describing the story, design, ac-
tion, pacing, sound track, effects, camera angles/moves,
and editing of the animation. Figure 37.5 shows an ex-
ample of a preliminary storyboard. Animation timing
is the process of pacing the action on the storyboard
panels in order to tell the story in a clear and effec-
tive manner. The most common method of timing is
the creation of a story reel or animatic. The creation
of the animatic [37.11]: “. . . is essentially the process
of combining the sound track with the storyboard to
pace out the sequence”. In addition to scanned-in sto-
ryboard panels with digitized soundtrack, the animatic
can include simulated camera moves and rough mo-
tion of characters and objects. The main purpose of
the animatic is to show the flow of the story by block-
ing the timing of the individual shots and defining the
transitions between them. It provides an opportunity to

Part
D

3
7
.6



646 Part D Automation Design: Theory and Methods for Integration

experiment with different cinematic solutions and to
visualize whether the final animation makes sense as
a filmic narrative.

37.6.2 Production

The production phase includes the following activities:
3-D modeling, texturing, rigging, animation, camera
setup, lighting, and rendering.

Modeling
“Modeling is the spatial description and placement
of objects, characters, environments and scenes with
a computer system” [37.12]. In general, 3-D models for
animation are produced using one of four approaches:
surface modeling, particle-system modeling, procedural
modeling or digitizing techniques.

In surface modeling surfaces are created using
spline, polygon or subdivision surfaces modeling meth-
ods. A spline model consists of one or several patches,
i. e., surfaces generated from two spline curves. Dif-
ferent splines generate different types of patches; the
majority of spline models used in 3-D animation con-
sist of nonuniform rational B-splines (NURBS) patches,
which are generated from NURBS curves. A polygonal
model consists of flat polygons, i. e., multisided objects
composed of edges, vertices, and faces; a subdivision
surface results from repeatedly refining a polygonal
mesh to create a progressively finer mesh. Each sub-
division step refines a submesh into a supermesh by
inserting more vertices. In this way several levels of de-
tail are created, allowing highly detailed modeling in
isolated areas.

Common techniques used to create surface models
include: lathe, extrude, loft, and Boolean operations; for
instance, a polygonal mesh or a NURBS surface can
be created by drawing a curve in space and rotating it
around an axis (lathe or revolve); or by drawing a curve
and pushing it straight back in space (extrude); or by
connecting a series of contour curves (loft). Boolean
operators allow for combination of surfaces in vari-
ous ways to produce a single piece of geometry. Three
Boolean operations are commonly used in 3-D model-
ing for animation: addition or union, subtraction, and
intersection. The addition operation combines two sur-
faces into a single, unified surface; the subtraction
operation takes away from one object the space occu-
pied by another object, and the intersection operation
produces an object consisting of only those parts shared
by two objects, for instance, overlapping parts.

Particle-system modeling is an approach used to
represent phenomena as fire, snow, clouds, smoke, etc.
which do not have a stable and well-defined shape.
Such phenomena would be very difficult to model with
surface or solid modeling techniques because they are
composed of large amounts of molecule-sized particles
rather than discernible surfaces. In particle-system mod-
eling, the animator creates a system of particles, i. e.,
graphical primitives such as points or lines, and de-
fines the particles’ physical attributes. These attributes
control how the particles move, how they interact with
the environment, and how they are rendered. Dynam-
ics fields can also be used to control the particles’
motion.

Procedural modeling includes a number of tech-
niques to create 3-D models from sets of rules.
L-systems, fractals, and generative modeling are exam-
ples of procedural modeling techniques since they apply
algorithms for producing scenes; for instance, a terrain
model can be produced by plotting an equation of fractal
mathematics that recursively subdivides and displaces
a patch.

When a physical model of an object already exists,
it is possible to create a corresponding 3-D model using
various digitizing methods. Examples of digitizing tools
include 3-D digitizing pens and laser contour scanners.
Each time the tip of a 3-D pen touches the surface of the
object to be digitized, the location of a point is recorded.
In this way it is possible to compile a list of 3-D co-
ordinates that represent key points on the surface. The
3-D modeling software uses these points to build the
corresponding digital mesh, which is often a polygonal
surface. In laser contour scanning the physical object is
placed on a turntable, a laser beam is projected onto its
surface, and the distance the beam travels to the object
is recorded. After each 360◦ rotation a contour curve
is produced and the beam is lowered a bit. When all
contour curves have been generated, the 3-D software
builds a lofted surface.

Surface models can be saved to a variety of for-
mats. Some file formats are exclusive to specific
software packages (proprietary formats), while oth-
ers are portable, which means they can be exchanged
among different programs. The two most common
portable formats are “.obj” (short for object) introduced
by Alias for high-end computer animation and visual
effects productions, and the drawing interchange for-
mat (DXF) developed by Autodesk and widely used
to exchange models between CAD and 3-D animation
programs.
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Texturing
Texturing is the process of defining certain characteris-
tics of a 3-D surface such as color, shininess, reflectivity,
transparency, incandescence, translucence, and smooth-
ness. Frequently, these characteristics or parameters are
treated as a single set called a shader or a computer
graphics (CG) material. A shader parameter can be as-
signed a single value (for, example the color parameter
can be assigned an RGB value of 255,0,0; in this case
the entire surface is red), or the value can vary across
the surface. Two-dimensional (2-D) texture mapping is
a method of varying the texture parameter values across
the surface using 2-D images. For example a 2-D pic-
ture can be applied to a 3-D surface to produce a certain
color or transparency pattern. The 2-D picture can be
a digital photo, a scanned image, an image produced
with a 2-D paint program, or it can be generated pro-
cedurally. In general, the application of the 2-D image
to the 3-D surface can be implemented in two ways:
by projecting the image onto the surface (projection
mapping) or by stretching it across the surface (pa-
rameterized mapping). In certain situations 2-D texture
mapping does not produce realistic texture effects; for
instance, a virtual block of marble rendered using 2-D
texture techniques will appear to be wrapped in marble-
patterned paper, rather than made of marble. To solve
this problem it is possible to use another technique
called solid texture mapping. The idea behind this tech-
nique is that you create a virtual volume of texture and
you immerse your object in that volume [37.9]. Many
3-D software packages allow for creation of procedural
3-D textures. Figure 37.6 shows a rendering produced
using a variety of texturing techniques.

Fig. 37.6 A 3-D image produced using a variety of texture
maps: color, transparency, bump, reflection, and translu-
cence (courtesy of Purdue University, with permission
from N. Adamo-Villani)

Rigging
Rigging is the process of setting up a 3-D object or
character for animation. Common rigging techniques
include: forward kinematics (FK) and inverse kinemat-
ics (IK), hierarchical models, skeletal systems, limits,
and constraints. When the 3-D object/character to be
animated is made of multiple segments, the segments
(or nodes) can be organized in an FK hierarchical
model. In an FK hierarchy a node just below another
node is called a child, while the node just above is
called a parent, and the flow of transformations goes
from parent to child. In order to animate an FK hi-
erarchical model, each node needs to be selected and
transformed individually to attain a certain pose. This
process can become complicated and tedious when the
model is very elaborate; for example, imagine a situ-
ation in which the animator needs to place the hand
of a 3-D human-like character on a particular object.
With an FK model, the animator has to first rotate
the shoulder, then the lower arm, then the wrist, hand
and fingers, working from the top of the hierarchy
down. He cannot select the hand and place it on the
object because the other parts of the arm will not fol-
low, as they are parents of the hand. This problem can
be solved by creating an inverse kinematics model in
which the transformations travel upward through the
hierarchy, for instance, from the hand to the shoul-
der. In this case the animator can place the hand on
the object and have the other segments (lower arm
and upper arm) follow the motion. An IK model is
also called an IK chain and each node is referred to
as a link. The first link of the chain is called the
root of the chain and the end point of the last link
is called the effector (as it affects the positions of all
the other links, i. e., it effects the IK solution). In prin-
ciple, each link in a chain can rotate any number of
degrees around any axis. While these unrestricted ro-
tations may be appropriate in certain situations, they
are not likely to produce realistic results when the IK
system is applied, for instance, to a human or ani-
mal model. This is due to the fact that human and
animal joints have rotational limits; for example, the
knee joint cannot bend beyond ≈ 180◦. To solve this
problem it is common to set up limits and constraints.
Limits can be defined for any of a model’s three ba-
sic transformations (translation, rotation and scale); in
addition, the transformations can be constrained (i. e.,
associated) to the transformations of other objects. Po-
sition or point, rotation or orient, and direction or
aim are common types of constraints used in 3-D ani-
mation.

Part
D

3
7
.6



648 Part D Automation Design: Theory and Methods for Integration

Many 3-D animation packages allow for creation of
both FK and IK models. In general, to rig complex char-
acters or objects the animator creates a skeletal system,
i. e., a hierarchical model composed of joints connected
by bones. The segments that make up the 3-D char-
acter/object are parented to the joints of the skeleton
and the skeleton can function as an FK or IK model,
with the possibility to switch between the two modes
of operation during the animation process. If the 3-D
object/character is supposed to deform during motion,
the 3-D geometry can be attached (or skinned) to the
skeletal joints; in this case the skeleton functions as
a deformation system.

Animation
Common 3-D animation techniques include: keyframe,
motion path, physically-based, and motion capture ani-
mation. In keyframe animation, the animator sets key
values to various objects’ parameters and saves these
values at particular points in the timeframe; this pro-
cess is called setting keyframes. After the animator
has defined the keyframes, the 3-D software interpo-
lates the values of the object’s parameters between the
keyframes. To gain more control of the interpolation,
a parameter curve editor is available in the major-
ity of 3-D animation packages. The parameter curve
editor shows a graphical representation of the varia-
tion of a parameter’s value over time (the animation
curve. The animation curves are Bézier curves whose
control points are the actual keyframes. Two tangent
handles (vectors) are available at each control point (or
keyframe) and allow the animator to manipulate the
shape of the curve and thus the interpolation.

Motion path animation is used when the object to
be animated needs to follow a well-defined path (for in-
stance, a train moving along the tracks). In this case the
animator draws the path, attaches the object to the path,
and defines the number of frames required to reach the
end of the path. In addition, the animator has the abil-
ity to control the rate of motion along the path, and the
orientation of the object. The main advantage of motion
path over keyframe animation is that, if the path is mod-
ified, the animation of the object that follows it updates
to the path’s changes.

Physically based animation is based on dynamics
methods and is used to generate physically accurate
simulations. Several steps are required to set up a dy-
namic simulation including definition of the objects’
physical attributes (i. e., mass, initial velocity, elastic-
ity, etc.); modeling of dynamic forces acting upon the
objects; and definition of collisions. A dynamic simu-

lation can be baked before the animation is rendered;
baking is the process of generating an animation curve
for each parameter of an object whose change over time
is caused by the dynamic simulation.

Motion capture animation, also referred to as per-
formance animation or digital puppetry [37.13]:

. . . involves measuring an actor’s (or object) posi-
tion and orientation in physical space and recording
that information in a computer-usable form.

In general the position or orientation of the actor is
measured by a collection of input devices (optical mark-
ers or sensors) attached to the actor’s body. Each input
device has three degrees of freedom (DOF) and pro-
duces 3-D rotational or translational data which are
channeled to the joints of a virtual character. As the ac-
tor moves, the input devices send data to the computer
model. These data are used to control the movements
of the character in real time, and to generate the ani-
mation curves. Motion capture animation is often used
when the animation of the 3-D character needs to match
the performance of the actor very precisely.

Camera Setup
The point of view from which a scene is observed is
defined by the CG camera. The point of view is deter-
mined by two components or nodes: the location of the
camera and the camera center of interest. The location
is a point in space, while the center of interest can be
specified as a location in space (i. e., a triplet of XYZ
coordinate values) or as camera direction (i. e., a triplet
of XYZ rotational values). In addition to location and
center of interest, important attributes of a CG camera
include the zoom parameter [whose value determines
the width of the field of view (FOV) angle], depth of
field, and near and far clipping planes, used to clip the
viewable (and therefore renderable) 3-D space in the Z
direction.

Lighting
The process of lighting a CG scene involves selecting
the types of light to be used, defining their attributes,
and placing them in the virtual environment. Common
types of light used in CG lighting include ambient
lights, spotlights, point lights, and directional lights.
An ambient light simulates the widely distributed, indi-
rect light that has bounced off objects in the 3-D scene
and provides a uniform level of illumination; a point
light emanates light in all directions from a specific
location in space (simulating a light bulb); a spotlight
is defined by location and direction and emits light in

Part
D

3
7
.6



Computer-Aided Design, Computer-Aided Engineering, and Visualization 37.6 3-D Animation Production Process 649

a cone-shaped beam of variable width; and a directional
light (or infinite light) is assumed to be located infinitely
far away and simulates the light coming from the sun.
Common parameters of CG lights are: intensity, color,
falloff (i. e., decrease of intensity with distance from
the light source), and shadow characteristics such as
shadow color, resolution, and density. In general, CG
shadows are calculated using two popular techniques:
ray-tracing and shadow depth-maps. Ray-tracing traces
the path of a ray of light from the light source and deter-
mines whether objects in the scenes would block the ray
to create a shadow; depth-mapped shadows use a pre-
calculated depth map to determine the location of the
shadows in the scene. Each pixel in the depth map rep-
resents the distance from the light source to the nearest
shadow-casting surface in a specific direction. During
rendering the light is cut off at the distances specified by
the depth map with the result of making the light appear
to be blocked by the objects. The shadows in Fig. 37.7
were generated using this technique.

Rendering
Rendering is the process of producing images from
3-D data. Most rendering algorithms included in 3-D
animation software packages use an approach called
scan-line rendering. A scan line is a row of pixels
in a digital image; in scan-line rendering the program
calculates the color of each pixel one after the other,
scan line by scan line. The calculation of the pixels’
colors can be done using different algorithms such as
ray-casting, ray-tracing, and radiosity. The idea behind

Lights–91 spotlights
Intensity – 0.2
Falloff–52
Depth map resolution–600
Shadow density–1.35

All geometry resides within
the blue circle

Fig. 37.7 A 3-D image rendered using a lighting setup composed of a dome of spotlights with depth-mapped shadows
(courtesy of Purdue University, with permission from N. Adamo-Villani, C. Miller)

ray-casting is to cast rays from the camera location, one
per pixel, and find the closest object blocking the path
of that ray. Using the material properties and the effect
of the lights on the object, the ray-casting algorithm can
determine the shading of this object. Ray-casting algo-
rithms do not render reflections and refractions because
they render the shading of each surface in the scene as
if it existed in isolation, in other words other objects
in the scene do not have any effect on the object be-
ing rendered. Ray-tracing addresses this limitation by
considering all surfaces in the scene simultaneously. As
each ray per pixel is cast from the camera location, it
is tested for intersection with objects within the scene.
In the event of a collision, the pixel’s color is updated,
and the ray is either recast or terminated based on ma-
terial properties (such as reflectivity and refraction) and
maximum recursion allowed. Although the ray-tracing
algorithm can represent optical effects in a fairly realis-
tic way, it does not render the diffuse reflection of light
from one surface to another. This effect happens, for in-
stance, when a blue object is close to a white wall. Even
if the wall has very low specularity and reflectivity it
will take a bluish hue because light bounces in a very
diffuse way from the surface of the object to the surface
of the wall. It is possible to render this phenomenon us-
ing a radiosity algorithm, which divides the surfaces in
the scene into smaller subsurfaces or patches. A form
factor is computed for each pair of subsurfaces; form
factors are a coefficient describing how well the patches
can see each other. Patches that are far away from each
other, or oriented at oblique angles relative to one an-
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other, will have small form factors while patches that
are close to each other and facing each other 100%
will have a form factor close to 1. The form factors are
used as coefficients in a linearized form of the render-
ing equation, which yields a linear system of equations.
Solving this system yields the radiosity, or brightness,
of each patch, taking into account diffuse interreflec-
tions and soft shadows [37.14].

Key activities of the preproduction and production
phases are illustrated in Fig. 37.8.

37.6.3 Postproduction

The postproduction phase includes two main activities:
digital compositing and digital output.

Digital Compositing
In general an animated sequence includes images from
multiple sources that are integrated into a single,
seamless whole. Digital compositing is the process
of digitally manipulating and combining at least two
source images to produce an integrated result [37.15];

1. Conceptual design 2. Modeling 3. Texturing

4. Rigging 5. Lighting/camera setup (3-D layout) 6. Animation and final rendering

Fig. 37.8 Image showing key activities of the 3-D animation production process (courtesy of Purdue University and
Educate for Tomorrow, Inc., with permission from N. Adamo-Villani, R. Giasolli)

for example, Fig. 37.9 is a composite created from
three different original images: the buildings, roads,
and grass areas are a CG rendering produced from
a three-dimensional model; the trees are also computer
generated 3-D imagery rendered in a different pass as
paint effects strokes; and the sky is a digital photograph
projected onto a 3-D dome and used as a backdrop. In
addition many of the elements in the image had some
additional processing performed on them as they were
added to the scene (for example, color and size adjust-
ments).

Digital Output
Computer animation sequences can be output in the
form of digital files, video or film. Some of the most
popular digital file formats for saving animation se-
quences include: QuickTime, Motion Pictures Expert
Group (MPEG), audio video interleaved (AVI), and
Windows Media. The QuickTime format stores both
video and audio data. It is a cross-platform format
that supports different spatial and temporal resolutions
and provides a variety of compression options. MPEG
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(developed by the Motion Pictures Expert Group) is
a popular format for compressing animations; the data
compression is based on the removal of data that are
identical or similar not just within the frame, but also
between frames [37.12]. The AVI format (introduced
by Microsoft in 1992) is a generic Windows-only for-
mat for moving images; a more recent version of this
format is Windows Media, which offers more efficient
compression for streaming high-resolution images.

Output on video can be done on a variety of video
formats (both analog and digital). Commonly used dig-
ital formats include high-definition formats such as D6,
HD-D5, HDCAM, DVCPRO and standard-definition
formats such as D1, Digital Betacam, IMX, DV(NTSC),
D-VHS, and DVD.

Conclusions and Emerging Trends
This chapter provided an overview of computer-aided
design and computer-aided engineering and included
elements of computer graphics, animation, and visual-
ization. Today’s commercial brands of 3-D modeling
tools essentially contain many of the same functions,
irrespective of which software vendor is chosen. CAD
software programs are dimension driven, parametric,
feature based, and constraint based all at the same time,
and these terms have come to be synonymous when de-
scribing modern CAD systems. Computer animations
and simulations are commonly used in the engineering
design process to visualize movement of parts, deter-
mine possible interferences of parts, and to simulate
design analysis attributes such as fluid and thermal dy-
namics. Today most CAD systems 3-D model files can
be converted into a format that can be used as in-
put into popular animation software programs, such as
Maya and 3ds Max. However, in the future it is antic-
ipated that there will be a tighter integration between
CAD and animation programs. CAD vendors will be

Fig. 37.9 An example composite image (courtesy of Purdue Uni-
versity, with permission from N. Adamo-Villani, G. Bertoline and
M. Sozen)

under greater pressure to partner large enterprise soft-
ware companies and become more product life cycle
management (PLM) centric. This will result in CAD
and animation becoming a part of a larger suite of soft-
ware products used in industry. The rapid development
of information technology and computer graphics tech-
nology will impact the hardware platforms and software
development related to CAD and animation. This will
result in even more feature-rich CAD software pro-
grams and capabilities. Faster screen refresh rates of
large CAD models, the ability to collaborate at great dis-
tances in real time, shorter animation rendering times,
and higher-resolution images are a few improvements
that will result from the rapid development of infor-
mation technology and computer graphics technology.
Overall, there is an exciting future for CAD and ani-
mation in the future that will result in many positive
impacts and changes for industries and businesses that
depend on CAD and animation as a part of their day-to-
day business.
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Design Autom38. Design Automation for Microelectronics

Deming Chen

Design automation or computer-aided design
(CAD) for microelectronic circuits has emerged
since the creation of integrated circuits (IC). It
has played a crucial role to enable the rapid
development of hardware and software systems
in the past several decades. CAD techniques are
the key driving forces behind the reduction of
circuit design time and the optimization of circuit
quality. Meanwhile, the exponential growth of
circuit capacity driven by Moore’s law prompts new
and critical challenges for CAD techniques. Moore’s
law describes an important trend in the history of
the semiconductor industry: that the number of
transistors per unit chip area would be doubled
approximately every 2 years. This observation was
first made by Intel co-founder Gordon E. Moore in
a paper in 1965. Moore’s law has held true for the
past four decades, and many people believe that it
will continue to apply for at least another decade
before reaching the fundamental physical limits of
device fabrication.

In this chapter we will introduce the funda-
mentals of design automation as an engineering
field. We begin with several important processor

38.1 Overview.............................................. 653
38.1.1 Background

on Microelectronic Circuits ............. 653
38.1.2 History

of Electronic Design Automation .... 656

38.2 Techniques
of Electronic Design Automation ............ 657
38.2.1 System-Level Design ..................... 657
38.2.2 Typical Design Flow ...................... 658
38.2.3 Verification and Testing ................ 662
38.2.4Technology CAD ............................ 663
38.2.5Design for Low Power ................... 664

38.3 New Trends and Conclusion ................... 665

References .................................................. 667

technologies and several existing IC technologies.
We then present a typical CAD flow covering all
the major steps in the design cycle. We also
cover some important topics such as verification
and technology computer-aided design (TCAD).
Finally, we introduce some new trends in design
automation.

38.1 Overview

Microelectronic circuits are ubiquitous nowadays. We
can find them not only in desktop computers, lap-
tops, and workstations, but also in consumer electronics,
home and office appliances, automobiles, military ap-
plications, telecommunication applications, etc. Due
to different requirements of these applications, cir-
cuits are designed differently to pursue unique fea-
tures suitable for the specific application. In general,
these devices are built with two fundamental and or-
thogonal technologies: processor technology and IC
technology.

38.1.1 Background
on Microelectronic Circuits

Processor technology refers to the architecture of the
computation engine used to implement the desired
functionality of an electronic circuit. It is categorized
into three main branches: general-purpose proces-
sors, application-specific instruction set processors, and
single-purpose processors [38.1]. A general-purpose
processor, or microprocessor, is a device that executes
software through instruction codes. Therefore, they are
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software-programmable. This processor has a program
memory that holds the instructions and a general data-
path that executes the instructions. The general datapath
consists of one or several general-purpose arithmetic
logic units (ALUs). An application-specific instruction
set processor (ASIP) is a software-programmable pro-
cessor optimized for a particular class or domain of
applications, such as signal processing, telecommuni-
cation, or gaming applications. To fit the application,
the datapath and instructions of such a processor are
customized; for example, one type of ASIP, the digital
signal processor (DSP), may have special-purpose data-
path components such as a multiply–accumulate unit,
which can perform multiply-and-add operations using
only one instruction. Finally, a single-purpose proces-
sor is a digital circuit designed to serve a single purpose
– executing exactly one program. It represents an exact
fit of the desired functionality and is not software-
programmable. Its datapath contains only the essential
components for this program and there is no program
memory. A general-purpose processor offers maximum
flexibility in terms of the variety of applications it can
support but with the least efficiency in terms of per-
formance and power consumption. On the contrary,
single-purpose processors offer the maximum perfor-
mance and power efficiency but with the least flexibility
in terms of the applications they can support. The ASIP
offers a compromise between these two extremes.

IC technology refers to the specific implementation
method or the design style of the processing engine
on an IC. It is categorized into three main branches:
full custom, semicustom, and programmable logic de-
vice (PLD) [38.2]. Full custom refers to the design style
where the functional and physical designs are hand-

Semicustom/ASIC

Array-based

Gate arrays
Sea of gates
Structured ASICs

Cell-based

Standard cell

a) b)

Platform-based

System-on-a-chip
IP-based

PLD

CPLD

EPROM-based
EEPROM-based
Flash-based

FPGA

SRAM-based
Anti-fuse-based
Flash-based

Fig. 38.1a,b Classification of (a) semicustom design and (b) PLD design (SRAM: static random access memory;
EPROM: erasable programmable read-only memory; EEPROM: electrically erasable programmable read-only memory)

crafted. This would provide the best design quality but
also requires the extensive effort of a design team to
optimize each detailed feature of the circuit. Since the
design effort and cost are high, this design style is
usually used in high-volume (thus cost can be amor-
tized) or high-performance applications. Semicustom
design is also called application-specific integrated cir-
cuit (ASIC). It tries to reduce the design complexity by
restricting the circuit primitives to a limited number.
Such a restriction allows the designer to use well-
designed circuit primitives (gates or functional blocks)
and focus on their efficient interconnection. Such a re-
striction also makes it easier to develop computer-aided
design tools for circuit design and optimization and re-
duce the design time and cost. Today the number of
semicustom designs outnumbers custom designs sig-
nificantly, and some high-performance microprocessors
have been designed partially using semicustom style,
especially for the control logic (e.g., IBM’s POWER-
series processors and SUN Microsystems’ UltraSPARC
T1 processors).

Semicustom designs can be further partitioned into
several major classes. Figure 38.1a shows such a par-
tition. Cell-based design generally refers to standard
cell design, where the fundamental cells are stored in
a library. Cells often are simple gates and latches, but
can be complex gates, memories, and logic blocks as
well. These cells are pretested and precharacterized.
The maintenance of the library is not a trivial task
since each cell needs to be characterized in terms of
area, delay, and power over ranges of temperatures
and supply voltages [38.2]. Companies offer standard
cell libraries for use with their fabrication and design
technologies, and amortize the effort of designing the
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Table 38.1 Comparison of IC technologies

Metrics Full custom Semicustom PLD

Nonrecurring engineering (NRE) cost Very high Medium-high Low

Unit cost (low volume) Very high Medium-high Low

Unit cost (high volume) Low Low High

Design time Very long Medium-long Short

Logic density Very high High Low-medium

Circuit performance Very high High Low-medium

Circuit power consumption Low Medium High

Flexibility Low Medium High

cell library over all the designs that use it. Array-
based design in general refers to the design style of
constructing a common base array of transistors and
personalizing the chip by altering the metallization (the
wiring between the transistors) that is placed on top
of the transistors. It mainly consists of gate arrays,
sea of gates, and structured ASICs (refer to Chap. 8
in [38.3] for details). Platform-based design [38.4–6]
refers to the design style that heavily reuses hard-
ware and software intellectual property (IP), which
provide preprogrammed and verified design elements.
Rather than looking at IP reuse in a block-by-block
manner, platform-based design aggregates groups of
components into a reusable platform architecture. There
is a slight difference between system-on-a-chip and
IP-based design. A system-on-a-chip approach usu-
ally incorporates at least one software-programmable
processor, on-chip memory, and accelerating func-
tion units. IP-based design is more general and may
not contain any software-programmable processors.
Nonetheless, both styles heavily reuse IPs.

The third major IC technology is programmable
logic device (PLD) technology (Fig. 38.1b). In PLD,
both transistor and metallization are already fabricated
but they are hardware-programmable. Such program-
ming is achieved by creating and destroying wires that
connect logic blocks either by making an antifuse,
which is an open circuit device that becomes a short
device when traversed by an appropriate current pulse,
or setting a bit in a programmable switch that is con-
trolled by a memory cell. There are two major PLD
types: complex programmable logic devices (CPLDs)
and field-programmable gate arrays (FPGA). The main
difference between these two types of PLDs is that the
basic programmable logic element in a CPLD is the
PLA (programmable logic array) (two-level AND/OR
array), and the basic element in an FPGA is the look-

up table (LUT). The PLAs are programmed through
a mapping of logic functions in a two-level represen-
tation onto the AND/OR logic array, and the LUTs are
programmed by setting bits in the LUT memory cells
that store the truth table of logic functions. In general,
CPLDs’ routing structures are simpler than those of
FPGAs. Therefore, the interconnect delay of CPLD is
more predictable compared with that of FPGAs. FPGAs
usually offer much larger logic capacity than CPLDs,
mainly because LUTs offer finer logic granularity than
PLAs so they are suitable to be replicated massively to
help achieve complex logic designs. Nowadays, a high-
end commercial FPGA, such as Altera Stratix III and
Xilinx Virtex-5, can contain more than 300 K LUTs.
Hardware programmability has significant advantages
of short design time, low design cost, and fast time to
market, which become more important when the de-
sign is complex. However, PLDs offer less logic density
compared with semicustom designs, mainly because
they occupy a significant amount of circuit area to add in
the programming bits [38.7]. Nonetheless, the number
of new design starts using PLDs significantly outnum-
bers the new semicustom design starts. According to
research firm Gartner/Dataquest, in the year 2007, there
were nearly 89 000 FPGA design starts, and this num-
ber will swell to 112 000 in 2010 – some 25 times that
of semicustom/ASIC designs [38.8]. Figure 38.1b pro-
vides further characterization for the implementation
styles of CPLDs and FPGAs.

An important fact is that different IC technologies
have different advantages and disadvantages in terms of
circuit characteristics. Table 38.1 lists the comparison
of these technologies using some key metrics: non-
recurring engineering (NRE) cost (a one time charge
for design and implementation of a specific product),
unit cost, design time, logic density, circuit perfor-
mance, power consumption, and flexibility (referring
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Table 38.2 Combinations between processor technologies and IC technologies

Processor types
IC technology types General purpose Single purpose ASIP

Full custom Intel Core 2 Quad Intel 3965ABG TI TMS320C6000

AMD Opteron (802.11 a/b/g wireless chip) (DSP)

Analog ADV202

(JPEG 2000 Video CODEC)

Semicustom ARM9 ATMEL AT83SND1C Infineon C166

PowerPC (MP3 Decoder) (Microcontroller)

PLD Altera NIOS II Altera Viterbi Decoder AllianceCORE C32025

Xilinx MicroBlaze (Error detection) (DSP)

to the ease of changing the hardware implementation
corresponding to design changes). Another important
fact is that processor technologies and IC technolo-
gies are orthogonal to each other, which means that
each of the three processor technologies can be imple-
mented in any of the three IC technologies. Table 38.2
lists some representative combinations between these
two technologies; for instance, general-purpose pro-
cessors can be implemented using full-custom (Intel
Core 2), semicustom (ARM9), or PLD (NIOS II). Each
of the nine combinations has the combined features of
the two corresponding technologies; for instance, Intel
Core 2 represents the top but costly implementation of
a general-purpose processor(s), and the Altera Viterbi
Decoder represents the fast-time-to-market version of
a single-purpose processor.

38.1.2 History
of Electronic Design Automation

Electronic design automation (EDA) creates software
tools for computer-aided design (CAD) of electronic
systems ranging from printed circuit boards (PCBs)
to integrated circuits. We describe a brief history of
EDA next. General CAD information was provided in
Chap. 37 of this Handbook. Integrated circuits were de-
signed by hand and manually laid out before EDA.
This design method obviously could not handle large
and complex chips. By the mid 1970s, designers started
to automate the design process using placement and
routing tools. In 1986 and 1987 respectively, Verilog
and VHDL (very high speed integrated circuit hardware
description language) were introduced as hardware
description languages. Circuit simulators quickly fol-
lowed these inventions, allowing direct simulation of

IC designs. Later, logic synthesis was developed, which
would produce circuit netlists for downstream place-
ment and routing tools. The earliest EDA tools were
produced academically, and were in the public domain.
One of the most famous was the Berkeley VLSI Tools
Tarball, a set of UNIX utilities used to design early
VLSI (very large scale integration) systems. Mean-
while, the larger electronic companies had pursued
EDA internally, where the seminal work was done at
IBM and Bell Labs. In the early 1980s, managers and
developers spun out of these big companies to start
up EDA as a separate industry. Within a few years
there were many companies specializing in EDA, each
with a slightly different emphasis. Many of these EDA
companies merged with one another through the years.
Currently, the major EDA companies include Cadence,
Magma, Mentor Graphics, and Synopsys. The total
annual revenue of EDA is close to six billion US dol-
lars.

According to the International Technology Road-
map for Semiconductors, the IC technology scaling
driven by the Moore’s law will continue to evolve and
dominate the semiconductor industry for at least another
10 years. This will lead to over 14 billion transistors in-
tegrated on a single chip in the 18 nm technology by the
year 2018 [38.9]. Such a scaling, however, has already
created a large design productivity gap due to inher-
ent design complexities and deep-submicron issues. The
study by the research consortium SEMATECH shows
that, although the level of on-chip integration, expressed
in terms of the number of transistors per chip, increases
at an approximate 58% annual compound growth rate,
the design productivity, measured in terms of the num-
ber of transistors per staff-month, grows only at a 21%
annual compound rate. Such a widening gap between IC

Part
D

3
8
.1



Design Automation for Microelectronics 38.2 Techniques of Electronic Design Automation 657

capacity and design productivity presents critical chal-
lenges and also opportunities for the CAD community.

Better and new design methodologies are needed to
bridge this gap.

38.2 Techniques of Electronic Design Automation

EDA can work on digital circuits and analog circuits.
In this article, we will focus on EDA tools for digital
integrated circuits because they are more prominent in
the current EDA industry and occupy the major portion
of the EDA market. For analog and mixed-signal cir-
cuit design automation, readers are referred to [38.10]
and [38.11] for more details. Note that we can only
briefly introduce the key techniques in EDA. Interested
readers can refer to [38.12–14] for more details.

38.2.1 System-Level Design

Modern system-on-a-chip or FPGA designs contain
embedded processors (hard or soft), busses, memory,
and hardware accelerators on a single device. These
embedded processors are software-programmable IP
cores. Hard processors are built with full-custom or
semicustom technologies, and soft processors are built
with PLD implementations (Table 38.2). On the one
hand, these types of circuits provide opportunities
and flexibilities for system designers to develop high-
performance systems targeting various applications.
On the other hand, they also immediately increase
the design complexity considerably, as mentioned
in Sect. 38.1. To realize the promise of large system
integration, a complete tool chain from concept to im-
plementation is required. System- and behavior-level
synthesis techniques are the building blocks for this
automated system design flow. System-level synthe-
sis compiles a complex application in a system-level
description (such as in C or SystemC) into a set of
tasks to be executed on various software-programmable
processors (referred to as software), or a set of func-
tions to be implemented in single-purpose processors
(referred to as customized hardware or simply hard-
ware), together with the communication protocols and
the interface logic connecting different components.
Such capabilities are part of the electronic system-level
(ESL) design automation that has emerged recently
to deal with the design complexity and improve de-
sign productivity. The design challenges in ESL are
mainly on effective hardware/software partitioning and
co-design, system integration, and related issues such
as standardization of IP integration, system modeling,

performance/power estimation, and system verifica-
tion, etc.

Figure 38.2 illustrates a global view of the ESL de-
sign flow. The essential task is the hardware/software
co-design, which requires hardware/software parti-
tioning and incorporates three key synthesis tasks:
processor synthesis, interface synthesis, and behav-
ioral synthesis. Hardware/software partitioning defines
the parts of the application that would be executed in
software or hardware. Processor synthesis for software-
programmable processors usually involves instantiation
of processor IP cores or generation of processors with
customized features (customized cache size, datapath,
bitwidth, or pipeline stages, etc.). Behavioral synthe-
sis is also called high-level synthesis. It is a process
that takes a given behavioral description of a hard-
ware circuit and produces an RTL (register transfer
level) design automatically. We will introduce more
details about behavioral synthesis in the next sec-
tion. Every time the designer explores a different
system architecture with hardware/software partition-
ing, the system interfaces must be redesigned. Interface
synthesis is the process of automatic derivation of
both the hardware and software interfaces to bind
hardware/software elements together and permit them
to communicate correctly and efficiently. Interface
synthesis results need to meet bandwidth and perfor-
mance requirements. The end product of ESL is an
integrated system-level IC (e.g., system on a chip,

Application specification

Hardware/software co-design

Interface synthesis

System-level IC 

Behavioral synthesisProcessor synthesis

ESL

Interface logic Customized hardwareSoftware-programmable
processor

Fig. 38.2 Electronic system-level (ESL) design flow
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Fig. 38.3 A typical design flow

system in an FPGA, etc.) that aggregates software-
programmable processors, customized hardware, and
interface logic to satisfy the overall area, delay, and
power constraints of the design. Interested readers
can refer to [38.1, 12, 13] and [38.15–23] for further
study.
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Fig. 38.4a–c A behavioral synthesis example: (a) scheduling solu-
tion, (b) binding solution, and (c) final datapath (after [38.24])

38.2.2 Typical Design Flow

The majority of the development effort for CAD tech-
niques is devoted to the design of single-purpose
processors using semicustom or PLD IC technologies.
We will introduce a typical design flow step by step as
shown in Fig. 38.3.

Behavior Synthesis
The basic problem of behavioral synthesis or high-level
synthesis is the mapping of a behavioral description
of a circuit into a cycle-accurate RTL design consist-
ing of a datapath and a control unit. Designers can
skip behavioral synthesis and directly write RTL codes
for circuit design. This design style is facing increas-
ing challenges due to the growing complexity of circuit
design. A datapath is composed of three types of com-
ponents: functional units (e.g., ALUs, multipliers, and
shifters), storage units (e.g., registers and memory),
and interconnection units (e.g., buses and multiplexers).
The control unit is specified as a finite-state machine
which controls the set of operations for the datapath to
perform during every control step (clock cycle). The
behavioral synthesis process mainly consists of three
tasks: scheduling, allocation, and binding. Scheduling
determines when a computational operation will be ex-
ecuted; allocation determines how many instances of
resources (functional units, registers, or interconnection
units) are needed; binding binds operations, variables,
or data transfers to these resources. In general, it has
been shown that the code density and simulation time
can be improved by tenfold and hundredfold, respec-
tively, when moving to behavior-level synthesis from
RTL synthesis [38.23]. Such an improvement in effi-
ciency is much needed for design in the deep-submicron
era. Figure 38.4 shows the scheduling and the binding
solution for a computation y = (a+b+c)× (d+e). Fig-
ure 38.4a shows the scheduling result, where CS means
control step or clock cycle number. Figure 38.4b shows
the binding solution for operations, which is a map-
ping between operations and functional units (t1, t2,
t3 are temporary values). Figure 38.4c shows the fi-
nal datapath. Note that the marks s1, s2, and s3 in the
multiplexers indicate how the operands are selected for
control steps 1, 2, and 3, respectively. A controller will
be generated accordingly (not shown in the figure) to
control the data movement in the datapath.

Behavior synthesis is a well-studied problem [38.2,
24–27]. Most of the behavioral synthesis problems are
NP-hard problems due to various constraints, including
latency and resource constraints. The subtasks of behav-
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ioral synthesis are highly interrelated with one another;
for example, the scheduling of operations is directly
constrained by resource allocation. Behavioral synthe-
sis also faces challenges on how to connect better to the
physical reality. Without physical layout information,
the interconnect delay cannot be accurately estimated.
In addition, there is a need of powerful data-dependence
analysis tools to analyze the operational parallelism
available in the design before one can allocate proper
amount of resources to carry out the computation in
parallel. In addition, how to carry out memory par-
titioning, bitwidth optimization, and memory access
pattern optimization, together with behavioral synthesis
for different application domains are important prob-
lems. Given all these challenges, much research is still
needed in this area. Some recent representative works
are presented in [38.28–35].

RTL Synthesis
The next step after behavioral synthesis is RTL syn-
thesis. RTL synthesis performs optimizations on the
register-transfer-level design. Input to an RTL synthe-
sis tool is a Verilog or VHDL design that includes
the number of datapath components, the binding of
operations/variables/transfers to datapath components,
and a controller that contains the detailed schedule of
computational, input/output (I/O), and memory oper-
ations. In general, an RTL synthesis tool would use
a front-end parser to parse the design and generate
an intermediate representation of the design. Then, the
tool can traverse the intermediate representation and
create a netlist that consists of typical circuit substruc-
tures, including memory blocks, if and case blocks,
arithmetic operations, registers, etc. Next, synthesis and
optimization can be performed on this netlist, which can
include examining adders and multipliers for constants,
operation sharing, expression optimization, collapsing
multiplexers, re-encoding finite-state machines for con-
trollers, etc. Finally, an inferencing stage can be invoked
to search for structures in the design that could be
mapped to specific arithmetic units, memory blocks,
registers, and other types of logic blocks from an RTL
library. The output of the RTL synthesis provides such
a mapped netlist. For the controller and glue logic,
generic Boolean networks can be generated. RTL syn-
thesis may need to consider the target IC technologies;
for example, if the target IC technology is PLD, the
regularity of PLD logic fabric offers opportunities for
directly mapping datapath components to PLD logic
blocks, producing regular layout, and reducing chip de-
lay and synthesis runtime [38.37]. There are interesting

3 LUT

3 LUT 3 LUT

Fig. 38.5 An example of technology mapping for FPGAs (af-
ter [38.36])

research topics for further study in RTL synthesis, such
as retiming for glitch power reduction, resource shar-
ing for multiplexer optimization, and layout-driven RTL
synthesis, to name just a few.

Logic Synthesis
Logic synthesis is the task of generating a struc-
tural view of the logic-level implementation of the
design. It can take the generic Boolean network gen-
erated from the RTL synthesis and perform logic
optimization on top of it. Such optimizations include
both sequential logic optimization and combinational
logic optimization. Typical sequential optimization in-
cludes finite-state machine encoding/minimization and
retiming for the controller, and typical combinational
optimization includes constant propagation, redundancy
removal, logic network restructuring, and optimization,
and don’t-care-based optimizations. Such optimizations
can also be carried out either in a general sense or tar-
geting a specific IC technology. General optimization
is also called technology-independent optimization with
objectives such as minimizing the total amount of gates
or reducing the logic depth of the Boolean network. Fa-
mous examples include the two-level logic minimizer
ESPRESSO [38.38], the sequential circuit optimiza-
tion system SIS [38.39], binary decision diagram
(BDD)-based optimizations [38.40], and satisfiability
(SAT)-based optimizations [38.41]. Logic optimiza-
tion targeting a specific IC technology is also called
technology-dependent optimization. The main task in
this type of optimization is technology mapping, which
transforms a Boolean network into an interconnection
of logic cells provided from a cell library. Figure 38.5
demonstrates an example of mapping a Boolean net-
work into an FPGA. In Fig. 38.5, each subcircuit in
the dotted box is mapped into a three-input LUT.
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Representative works in technology mapping include
DAGON [38.42], FlowMap [38.36], ABC [38.43], and
others (e.g. [38.44–46]). Logic synthesis is a critical
step in the design flow. Although this area in general
is fairly mature, new challenges need to be addressed
such as fault-aware logic synthesis and logic synthe-
sis considering circuit parameter variations. Synthesis
for specific design constraints is also challenging. One
example is synthesis with multiple clock domains and
false paths [38.47]. False paths will not be activated
during normal circuit operation, and therefore can be ig-
nored. Multicycle paths refer to signal paths that carry
a valid signal every few clock cycles, and therefore have
a relaxed timing requirement.

Partitioning and Floorplan
We now get into the domain of physical design
(Fig. 38.3). The input of physical design is a circuit
netlist, and the output is the layout of the circuit. Phys-
ical design includes several stages such as partitioning,
floorplan, placement, and routing. Partitioning is usu-
ally required for multimillion-gate designs. For such
a large design, it is not feasible to layout the entire
chip in one step due to the limitation of memory and
computation resources. Instead, the circuit will be first
partitioned into subcircuits (blocks), and then these
blocks can go through a process called floorplan to
set up the foundation of a good layout. A disadvan-
tage of the partitioning process, however, is that it may
degrade the performance of the final design if the com-
ponents on a critical path are distributed into different
blocks in the design [38.48]. Therefore, setting tim-
ing constraints is important for partitioning. Meanwhile,
partitioning should also work to minimize the total
number of connections between the blocks to reduce
global wire usage and interconnect delay. Represen-
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Fig. 38.6 Two different placements of the same problem (af-
ter [38.48])

tative partitioning works include Fiduccia–Mattheyses
(FM) partitioning [38.49] and hMETIS [38.50]. Other
works (e.g. [38.51, 52]) are also well known.

Floorplan will select a good layout alternative for
each block and for the entire chip as well. Floorplan
will consider the area and the aspect ratio of the blocks,
which can be estimated after partitioning. The number
of terminals (pins) required by each block and the nets
used to connect the blocks are also known after par-
titioning. The net is an important concept in physical
design. It represents one wire (or a group of connected
wires) that connect a set of terminals (pins) so these
terminals will be made electrically equivalent.

In order to complete the layout, we need to de-
termine the shape and orientation of each block and
place them on the surface of the layout. These blocks
should be placed in such a way as to reduce the total
area of the circuit. Meanwhile, the pin-to-pin wire delay
needs to be optimized. Floorplan also needs to con-
sider whether there is sufficient routing area between
the blocks so that the routing algorithms can complete
the routing task without experiencing routing conges-
tions. Partitioning and floorplan are optional design
stages. They are required only when the circuit is highly
complex. Usually, physical design for PLDs can skip
these two stages. The PLD design flow, especially for
hierarchical-structured FPGAs, would require a cluster-
ing design stage after the technology mapping stage.
The clustering stage would gather groups of LUTs into
logic blocks (e.g., each logic block contains ten LUTs).
The netlist of logic blocks is then fed to a placement en-
gine to determine the locations of the logic blocks on
the chip. Some floorplanning works are [38.53–56].

Placement
Placement is a key step in the physical design flow.
It deals with the similar problem as floorplan – deter-
mining the positions of physical objects (logic blocks
and/or logic cells) on the layout surface. The differ-
ence is that, in placement, we can deal with a large
number of objects (up to millions of objects) and the
shape of each object is predetermined and fixed. There-
fore, placement is a scaled and restricted version of
the floorplan problem and is usually applied within
regions created during floorplanning. Placement has
a significant impact on the performance and routability
of a circuit in nanometer design because a place-
ment solution, to a large extent, defines the amount
of interconnects, which have become the bottleneck
of circuit performance. Figure 38.6 shows a simple
example of a placement problem [38.48]. It shows
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two different placements for the same problem. The
wire congestion in Fig. 38.6a is much less than that in
Fig. 38.6b. Thus, the solution in Fig. 38.6a can be con-
sidered more easily routable than that in Fig. 38.6b. In
placement, several optimization objectives may contra-
dict each other; for example, minimizing layout area
may lead to increased critical path delay and vice
versa. Placement, like most of other physical design
tasks, is an NP-hard problem and hence the algo-
rithms used are generally heuristic in nature. Because
of the importance of placement, an extensive amount
of research has been carried out in the CAD com-
munity. Placement algorithms can be mainly catego-
rized into simulated-annealing-based (e.g., [38.57, 58]),
partitioning-based (e.g., CAPO [38.59]), analytical
placement (e.g., BonnPlace [38.60]), and multilevel
placement (e.g., mPL [38.61]). Some other well
known placers include FastPlace [38.62], grid warp-
ing [38.63], Dragon [38.64], NTUplace [38.65], and
APlace [38.66]. In general, for small placement in-
stances (<50 K movable objects), simulated annealing
is successful. For routability-driven placement of mid-
size instances (up to 100–200 K movable objects),
partitioning-based placement does well. However, for
large instances (above 200 K and into the millions),
especially with many fixed pins/IP blocks, analyti-
cal and multilevel placement methods are the most
successful.

It is worth mentioning that there is research
on placement/floorplan-driven synthesis (also called
physical synthesis). Once placement is available, inter-
connects are defined and may become a performance
bottleneck. These interconnect delay values however
can be fed back to the synthesis stages so that fur-
ther optimization can be carried out in the presence
of interconnect delays, including operations rebinding,
logic restructuring, and remapping, etc. After such op-
erations, an incremental placement step is needed to
finalize the placement again given the new synthesis
results. Placement-driven optimization is optional, but
may improve design performance considerably.

Routing
After placement, the routing stage determines the geo-
metric layouts of the nets to connect all the logic blocks
and/or logic cells together. Routing is the last step in the
design flow before either creating the GDSII (graphic
data system II) file for fabrication in the semi-
custom/ASIC design style or generating the bitstream
to program the PLD (Fig. 38.3). GDSII is a database
file format used as the industry standard for IC layout
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Cell library
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Cell DCell C

Supply voltage
Metal 1 Metal 2

Fig. 38.7 The final layout of a simple standard cell-based
design (metal 1: the first metal layer; metal 2: the second
metal layer; feedthrough cell, dummy cells making space
for routing wires to go through) (after [38.48])

data exchange. The objective of routing can be reducing
the total wire length, minimizing the critical path delay,
minimizing power consumption, or improving manu-
facturability, etc. A deep-submicron VLSI chip may
contain tens of millions of gates. As a result, millions
of nets have to be routed while each net may have hun-
dreds of possible routes. This makes the routing prob-
lem computationally expensive and hard. To deal with
such complexity, the current solution is to divide rout-
ing into two phases: global routing and detailed rout-
ing. Global routing will generate a coarse route for each
net, which basically assigns routing regions to each net
without specifying the actual geometric layout of the
net. Detailed routing then finds the actual geometric
layout of each net within the assigned regions.

The global routing problem is typically studied as
a graph problem with different graph models, includ-
ing the grid model, checkerboard model, and channel
intersection model. Also, there are two kinds of ap-
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proaches to solve the global routing problem: sequential
and concurrent. The sequential approach routes the
nets one by one, following an order determined by
some criteria such as the nets’ criticality or num-
ber of terminals. Some important algorithms include
maze routing [38.67], line-probe [38.68], shortest-path-
based, negotiation-based [38.69], and Steiner tree-
based [38.70] algorithms. The concurrent approach
avoids the ordering problem by considering routing of
all the nets simultaneously. It usually follows a hi-
erarchical partitioning of the problem instance into
smaller subinstances, which can be solved by inte-
ger programming. Detailed routing is usually solved
incrementally by routing a net one region at a time
in a predefined order considering number of ter-
minals, net width and type, pin locations, via re-
strictions, number of metal layers, etc. There has
been an extensive amount of research published for
routing algorithms [38.12, 48, 71]. Figure 38.7 il-
lustrates the final layout of a simple standard cell
design.

38.2.3 Verification and Testing

The major design steps in Sect. 38.2.2 focus on design
implementation. Implementation is a transformation
process that converts a design from a more abstract
level into a lower, more detailed level. Verification,
on the other hand, is the task of verifying that such
a transformation is done correctly. Also, due to man-
ufacturing imperfections, each fabricated chip needs to
go through a testing procedure to make sure it is func-
tioning as desired. Verification and testing are essential
for timely delivery of correct ICs. These steps can oc-
cupy more than half of the total design time. We briefly
introduce these topics here. Interested readers can refer
to [38.3, 12, 13] for further details.

Verification
Ideally, verification should be carried out after each im-
plementation step to catch any design errors. Otherwise,
errors can propagate to the lower design levels and may
eventually lead to faulty manufacturing masks, which
then requires a design respin and generates a large
cost overhead. Verification can be carried out in several
different ways, namely simulation, formal verification,
emulation, and post-silicon validation.

Simulation. Simulation uses mathematical models to
simulate the behavior of an actual electronic device or
circuit. In general, people obtain typical input vectors

(stimuli), track the propagation of these input values
through the circuit, and check whether the simulated
outputs are identical to the intended outputs of the cir-
cuit. Once mismatches are identified, the errors need
to be localized and fixed. Simulations can be carried
out at different levels (e.g., system level, RT (regis-
ter transfer) level, or gate level). Usually, one cannot
afford exhaustive simulation using all the input vec-
tors because it would be very slow (the number of
input vectors is an exponential function of the num-
ber of total inputs). Thus, in practice, only a subset of
all the input vectors is used. As a result, how to se-
lect such a subset becomes extremely important; only
the most relevant vectors should be selected for the
maximum simulation coverage, which then leads to
high fault coverage. Fault coverage is defined as a per-
centage that reports the ratio of output ports actually
toggling between 1 and 0 during simulation, com-
pared with the total number of output ports present
in the circuit. However, the downside of this com-
promise is that some corner case design errors may
remain undetected if testing vectors are not properly
selected.

Simulation is also widely used to analyze the timing
of the circuit, especially for analog and mixed-signal
circuits. Simulation-based timing analysis is able to
consider the correlation among the circuits’ inputs and
avoid timing analysis hurdles due to false paths. How-
ever, the main concern of this approach is its runtime
complexity, especially for large and complex digital cir-
cuits. A popular replacement is static timing analysis
(STA), which is carried out in an input-independent
manner and tries to find the worst-case delay of the
circuit over all possible input combinations. The com-
putational complexity is liner in the number of edges in
the circuit netlist. However, due to the static feature of
STA, it is vulnerable to false paths, which the STA may
treat as critical, but in reality they may never be sensi-
tized. A series of works have been dedicated to dealing
with this problem [38.72–74].

Formal Verification. Instead of simulation, formal ver-
ification strives to prove the correctness of a circuit
implementation using formal methods of mathemat-
ics. Used correctly, this method can decrease the
verification time as well as guarantee the correct-
ness. However, due to the intrinsic difficulty of the
problem, this proof-based method cannot scale to
very large designs. There are two main techniques
for formal verification, namely model checking and
equivalence checking. model checking verifies that
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a design satisfies certain properties. It generally re-
quires that the designer knows what desired properties
the design should have. Equivalence checking com-
pares two implementations (one of which is known
to be correct) and proves that they are functionally
equivalent; for example, two Boolean functions can
be compared using their reduced-ordered binary de-
cision diagram (ROBDD) representations, and two
finite-state machines can be compared using their state
diagrams.

Emulation and Post-silicon Validation. Emulation is
the implementation of a prototype of the design using
a PLD (Sect. 38.1.1). Once the prototype is completed,
the verification process applies input vectors to the PLD
and compares its outputs with the intended outputs.
This is similar to simulation in principle, but is much
faster due to the significant hardware acceleration effect
provided by the hardware resources in the PLD. Thus,
designers can afford to operate on more input vectors
for better verification results. A drawback of this ap-
proach is that, for each design, designers need to spend
time and effort to come up with its prototype upfront,
before emulation starts (system- and behavior-level de-
sign automation can speed up this process). Post-silicon
validation uses actual fabricated chips and tests them
at full speed. This method is obviously the fastest but
is also the most expensive among all the verification
methods.

Testing
Verification works on the functional or timing aspect
of the design before manufacturing. Even if the chip
is without design errors, hardware defects may occur
during the manufacturing process. A number of factors
such as optical proximity effects, airborne impurities,
and processing material flaws during fabrication can re-
sult in defective transistors and interconnect. There are
also hard errors caused by sophisticated mechanisms,
such as those caused by antenna, thermal, and inductive
effects. Thus, testing after manufacturing is essential.
Since each individual chip must be tested, testing can
be very time consuming and expensive. Testing can be
also challenging because the behavior of a million-gate
VLSI chip has to be tested using only a small number
of pads (e.g., < 100).

People have identified fault models for testing pur-
poses. The best known is the model of stuck-at faults,
where a fault causes the signal of a wire to be fixed at
the value 0 or at the value 1. With this model, one tries
to observe the faults’ effect on the circuit behavior in-

stead of directly detecting a physical defect. The main
issues and techniques involved with testing include the
following:

1. Automatic test pattern generation (ATPG): This
technique automatically selects high-quality test
vectors to minimize the testing time of each chip on
the tester.

2. Controllability and observability of signals: Con-
trollability means ease of forcing an internal logic
gate to 0 or 1 by driving input pins of the chip,
whereas observability is the ease of observing an in-
ternal logic gate by watching external output pins of
the chip. Testing ideally would check every gate in
the circuit to prove it is not stuck. Therefore, it is
desirable to design the chip to increase gate observ-
ability and controllability.

3. Scan chain: Convert each flip–flop to a scan register,
which has normal mode and scan mode. In the scan
mode, specific values can be scanned in for testing
purposes.

4. Built-in self-test (BIST): Circuits test themselves.
The circuit contains extra testing circuitry, which in
the testing mode generates input vectors to test the
circuit by itself.

38.2.4 Technology CAD

Technology computer-aided design (TCAD) is an im-
portant branch in CAD which carries out numeric
simulations of semiconductor processes and devices.
Process TCAD takes a process flow, including essen-
tial steps such as ion implantation, diffusion, etching,
deposition, lithography, oxidation, and silicidation, and
simulates the active dopant distribution, the stress distri-
bution, and the device geometry. Mask layout is also an
input for process simulation. The layout can be selected
as a linear cut in a full layout for a two-dimensional
simulation or a rectangular cut from the layout for
a three-dimensional simulation. Process TCAD pro-
duces a final cross-sectional structure. Such a structure
is then provided to device TCAD for modeling the
device electrical characteristics. The device character-
istics can be used to either generate the coefficients of
compact device models or develop the compact mod-
els themselves. These models are then used in circuit
simulators, such as the SPICE (simulation program with
integrated circuit emphasis) simulator, to model the cir-
cuit behavior. Because of the detailed physical modeling
involved, TCAD is mostly used to aid the design of
single devices.
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Fig. 38.8 Power-saving opportunities at different design levels (after [38.76]) (ISA: instruction set architecture)

TCAD has become a critical tool in the development
of next-generation IC processes and devices. The refer-
ence [38.75] summarizes applications of TCAD in four
areas:

1. Technology selection: TCAD tools can be used to
eliminate or narrow technology development op-
tions prior to starting experiments.

2. Process optimization: Tune process variables and
design rules to optimize performance, reliability,
cost, and manufacturability.

3. Process control: Aid the transfer of a process from
one facility to another (including from development
to manufacturing) and serve as reference models for
diagnosing yield issues and aiding process control
in manufacturing.

4. Design optimization: Optimize the circuits for cost,
power, performance, and reliability.

The challenge for TCAD is that the physics and
chemistry of fabrication processes are still not well
understood. Therefore, TCAD cannot replace experi-
ments except in very limited applications so far. It is
worth mentioning that electromagnetic field solvers are
considered part of TCAD as well. These solvers solve
Maxwell’s equations, which govern the electromag-
netic behavior, for the benefits of IC and PCB design;
for example, one objective is to help account accu-
rately for parasitic effects of complicated interconnect
structures.

38.2.5 Design for Low Power

With the exponential growth of the performance and
capacity of integrated circuits, power consumption has
become one of the most constraining factors in the IC
design flow. There are three power sources in a cir-
cuit: switching power, short-circuit power, and static
or leakage power. The first two types of power can
only occur when a signal transition takes place at the
gate output; together they are called dynamic power.
There are two types of signal transitions: one is the sig-
nal transition necessary to perform the required logic
functions; the other is the unnecessary signal transi-
tion due to the unbalanced path delays to the inputs
of a gate (called spurious transition or glitch). Static
power is the power consumption when there is no sig-
nal transition for a gate. As technology advances to
feature sizes of 90 nm and below, static power starts
to become a dominating factor in the total chip power
dissipation. Design for low power is a vast research
topic involving low-power device/circuit/system archi-
tecture design, device/circuit/system power estimation,
and various CAD techniques for power minimiza-
tion [38.77–80]. Power minimization can be performed
in any of the design stages. Figure 38.8 shows the
power-saving techniques and power saving potentials
during each design level [38.76]. Note that some tech-
niques are not unique to only one design level; for
example, glitch elimination and retiming can be applied
to logic-level design as well.
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38.3 New Trends and Conclusion

Due to technology scaling, nanoscale process tech-
nologies are fraught with nonidealities such as process
variations, noise, soft errors, leakage, and others.
Designers are also facing unprecedented design com-
plexity due to these issues. CAD techniques need new
innovations to continue to deliver high-quality IC de-
signs in a short period of time. Under this vision, we
introduce some new trends in CAD below.

Design for Manufacturing (DFM)
Nanometer IC designs are deeply challenged by man-
ufacturing variations. The industry is currently using
193 nm photolithography for fabrication of ICs in
130 nm and down (to 32 nm or even 22 nm). There-
fore, it is challenging for the photolithography process
to precisely control the manufacturing quality of the
circuit features. There are other manufacturing/process
challenges, such as topography variations, random de-
fects due to missing/extra material, via void/failure, etc.
DFM will take the manufacturing issues into the de-
sign process to improve circuit manufacturability and
yield. The essential task in DFM is the development
of resolution enhancement techniques (RETs), such as
tools for optical proximity correction (OPC) and phase-
shift mask (PSM) [38.81–85]. As an example, Fig. 38.9
shows the OPC optimization for a layout, which ma-
nipulates mask geometry to compensate for image
distortions. Another area is to develop efficient engi-
neering change order (ECO) tools, so that when some
changes need to be made, as few layers as possible need
to be modified [38.86, 87]. Meanwhile, post-silicon de-
bug and repair techniques are gaining importance as
well [38.88, 89].

Silicon image
w/o OPC

Conventional
(no OPC)

Silicon image
with OPC

OPC
layout

Original
layout

Fig. 38.9 An illustration of optical proximity correction (after [38.81])

Statistical Static Timing Analysis (SSTA)
Large variation in process parameters makes worst-
case design too expensive in terms of power and
delay. Meanwhile, nominal case design will result in
a loss in yield as performance specifications may not
be met for a large percentage of chips. SSTA is an
effort to specifically improve performance yield to com-
bat manufacturing variations. SSTA treats the delay
of each gate as a random variable and propagates
gates’ probability density functions (PDFs) through
the circuit to create a PDF of the output delay ran-
dom variable. Spatial correlations among the circuit
components need to be considered. A vast amount
of research has been reported (e.g., [38.90–98]) in
the past 5 years. SSTA is critical to guide statisti-
cal design methodologies. An important application is
SSTA-driven placement and routing to improve perfor-
mance yield.

Design for Nanotechnology
Sustained exponential growth of complex electronic
systems will require new breakthroughs in fabrication
and assembly with controlled engineering of nanoscale
components. Bottom-up approaches, in which inte-
grated functional device structures are assembled from
chemically synthesized nanoscale building blocks (so-
called nanomaterials), such as carbon nanotubes,
nanowires, and other molecular electronic devices, have
the potential to revolutionize the fabrication of elec-
tronic systems. Nanoelectronic circuits always have
a certain percentage of defects as well as nanomaterial-
specific variations over and above process variations
introduced by lithography. Using simplified nanode-
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vice assumptions and traditional scaled design flows
will lead to suboptimal and impractical nanocircuit
designs and inaccurate system evaluation results. For
nanotechnology to fulfill its promise, there is a need
to understand and incorporate nano-specific design
techniques, such as nanosystems modeling, statistical
approaches, and fault-tolerant design, systematically
from devices all the way up to systems. Initial effort has
been made in this important area [38.99–107], but much
more research has to be done to enable the large inte-
gration capability of nanosystems. Chapter 53 provides
more information on micro and nano manipulation re-
lated to design of nanotechnology.

Design for 3-D ICs
One promising way to improve circuit performance,
logic density or power efficiency is to develop three-
dimensional integration, which increases the number of
active die layers and optimizes the interconnect network
vertically [38.108–115]. Potentially, three-dimensional
(3-D) IC provides improved bit bandwidth with re-
duced wire length, delay, and power. There are different
bonding technologies for 3-D ICs, including die-to-die,
die-to-wafer, and wafer-to-wafer, and the two parties
can be bonded face-to-face or face-to-back. One dis-
advantage of the 3-D IC is its thermal penalty. The
3-D stacks will increase heat density, leading to de-
graded chip performance and reliability if not handled
properly.

Design for Reliability
Besides fabrication defects, soft errors and aging errors
have emerged as the new sources of circuit unre-
liability for nanometer circuit designs. A soft error
occurs when a cosmic particle, such as a neutron,
strikes a portion of the circuit, upsetting the state
of a bit. Aging errors are due to the wearing effect
of an operating circuit. As device dimensions scale
down faster than the supply voltage [38.9], the re-
sulting high electric fields combined with temperature
stresses lead to device aging and hence failure. Espe-
cially, transistor aging due to negative-bias temperature
instability (NBTI) has become the determining factor
in circuit lifetime. Reliability analysis and error miti-
gation techniques under soft errors, aging effects, and
process variations have been proposed [38.116–126].
Ultimately, chip reliability would need to become a crit-

ical design metric incorporated into mainstream CAD
methodologies.

Design with Parallel Computing
An important way to deal with design complexity is
to take advantage of the latest advances of parallel
computing with multicore computer systems so that
computation can be carried out in parallel for accel-
eration. Although there are some studies on parallel
CAD algorithms (e.g., [38.127, 128]), much more work
is needed to come up with parallel CAD algorithms to
improve design productivity.

Design for Network on Chip (NoC)
The increasing complexity and heterogeneity of fu-
ture SoCs (system-on-a-chip) prompt significant sys-
tem scalability challenge using conventional on-chip
communication schemes, such as the point-to-point
(P2P) and bus-based communication architectures. NoC
emerged recently as a promising solution for the fu-
ture [38.129–133]. In a NoC system, modules such as
processor cores, memories, and other IP blocks ex-
change data using a network on a single chip. NoC
communication is constructed from a network of data
links interconnected by switches (or routers) such that
messages can be relayed from any source module to any
destination module. Because all links in the NoC can
operate simultaneously on different data packets, a high
level of parallelism can be achieved with a great scaling
capability. However, many challenging research prob-
lems remain to be solved for NoC, from the design of
the physical link through the network-level structure, all
the way up to the system architecture and application
software.

Electronic design automation or computer-aided de-
sign as an engineering field has been evolving through
the past several decades since its birth shortly after the
invention of integrated circuits. On the one hand, it
has become a mature engineering area to provide de-
sign tools for the electronic semiconductor industry. On
the other hand, many challenges and unsolved problems
still remain in this exciting field as on-chip device den-
sity continues to scale. As long as electronic circuits
are impacting our daily lives, design automation will
continue to diversify and evolve to further facilitate the
growth of the semiconductor industry and revolutionize
our future.
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Safety Warnin39. Safety Warnings for Automation

Mark R. Lehto, Mary F. Lesch, William J. Horrey

Automated systems can provide tremendous ben-
efits to users; however, there are also potential
hazards that users must be aware of to safely op-
erate and interact with them. To address this need,
safety warnings are often provided to operators
and others who might be placed at risk by the
system. This chapter discusses some of the roles
safety warnings can play in automated systems,
from both the traditional perspective of warnings
as a form of hazard control and the perspective of
warnings as a form of automation. During this dis-
cussion, the chapter addresses some of the types
of warnings that might be used, along with issues
and challenges related to warning effectiveness.
Design recommendations and guidelines are also
presented.

39.1 Warning Roles ...................................... 672
39.1.1 Warning as a Method

of Hazard Control ....................... 672
39.1.2 Warning as a Form of Automation 674

39.2 Types of Warnings ................................ 676
39.2.1 Static Versus Dynamic Warnings ... 676
39.2.2 Warning Sensory Modality ........... 678

39.3 Models of Warning Effectiveness ............ 680
39.3.1 Warning Effectiveness Measures ... 680
39.3.2 The Warning Compliance

Hypothesis ................................ 680
39.3.3 Information Quality .................... 681
39.3.4 Information Integration .............. 682
39.3.5 The Value

of Warning Information .............. 682
39.3.6 Team Decision Making ................ 683
39.3.7 Time Pressure and Stress ............. 683

39.4 Design Guidelines and Requirements ..... 684
39.4.1 Hazard Identification .................. 684
39.4.2 Legal Requirements .................... 685
39.4.3 Voluntary Standards ................... 687
39.4.4 Design Specifications .................. 687

39.5 Challenges and Emerging Trends ........... 690

References .................................................. 691

Automated systems have become increasingly preva-
lent in our society, in both our work and personal lives.
Automation involves the execution by a computer (or
machine) of a task that was formerly executed by human
operators [39.1]; for example, automation may be ap-
plied to a particular function in order to complete tasks
that humans cannot perform or do not want to perform,
to complete tasks that humans perform poorly or that
incur high workload demands, or to augment the capa-
bilities and performance of the human operator [39.2].
The potential benefits of automation include increased
productivity and quality, greater system safety and reli-
ability, and fewer human errors, injuries or occupational
illnesses. These benefits follow because some demand-
ing or dangerous tasks previously performed by the
operator can be completely eliminated through automa-

tion, and many others can be made easier. On the other
hand, automation can create new hazards and increase
the potential for catastrophic human errors [39.3]; for
example, in advanced manufacturing settings, the use
of robots and other forms of automation has reduced the
need to expose workers to potentially hazardous mater-
ials in welding, painting, and other operations, but in
turn has created a more complex set of maintenance,
repair, and setup tasks, for which human errors can
have serious consequences, such as damaging expensive
equipment, long periods of system downtime, produc-
tion of multiple runs of defective parts, and even injury
or death.

As implied by the above example, a key issue is that
automation increases the complexity of systems [39.4].
A second issue is that the introduction of automation
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672 Part D Automation Design: Theory and Methods for Integration

into a system or task does not necessarily remove the
human operator from the task or system. Instead, the
role and responsibilities of the operator change. One
common result of automation is that operators may go
from active participants in a task to passive monitors of
the system function [39.5, 6]. This shift in roles from
active participation to passive monitoring can reduce
the operator’s situation awareness and ability to re-
spond appropriately to automation failures [39.7]. Part
of the problem is that the operator may have few op-
portunities to practise their skills because automation
failures tend to be rare events. Further complicating
the issue, system monitoring might be done from a re-
mote location using one or more displays that show the
status of many different subsystems. This also can re-
duce situation awareness, for many different reasons.
Another common problem is that workload may be
too low during routine operation of the automated sys-
tem, causing the operator to become complacent and
easily distracted. Furthermore, designers may assign ad-
ditional unrelated tasks to operators to make up for the

reduced workload due to automation. This again can im-
pair situation awareness, as performing these unrelated
tasks can draw the operator’s attention away from the
automated system. The need to perform these additional
tasks can also contribute to a potentially disastrous in-
crease in workload in nonroutine situations in which the
operator has to take over control from the automated
system.

Many other aspects of automated systems can make
it difficult for operators and others to be adequately
aware of the hazards they face and how to respond to
them [39.4, 8]. To address this issue, safety warnings
are often employed in such systems. This chapter dis-
cusses some of the roles safety warnings can play in
automated systems, from both the traditional perspec-
tive of warnings as a form of hazard control and the
perspective of warnings as a form of automation. During
this discussion, the chapter addresses some of the types
of warnings that might be used. We also discuss is-
sues related to the effectiveness of warnings and provide
design recommendations and guidelines.

39.1 Warning Roles

The role of warnings in automated systems can be
viewed from two overlapping perspectives: (1) warn-
ings as a method of hazard control, and (2) warnings
as a form of automation.

39.1.1 Warning as a Method
of Hazard Control

Warnings are sometimes viewed as a method of last re-
sort to be relied upon when more fundamental solutions
to safety problems are infeasible. This view corresponds
to the so-called hierarchy of hazard control, which can
be thought of as a simple model that prioritizes control
methods from most to least effective. One version of this
model proposes the following sequence: (1) eliminate
the hazard, (2) contain or reduce the hazard, (3) con-
tain or control people, (4) train or educate people, and
(5) warn people [39.9]. The basic idea is that designers
should first consider design solutions that completely
eliminate the hazard. If such solutions are technically
or economically infeasible, solutions that reduce but
do not eliminate the hazard should then be consid-
ered. Warnings and other means of changing human
behavior, such as training, education, and supervision,
fall in this latter category for obvious reasons. Sim-

ply put, these behavior-oriented approaches will never
completely eliminate human errors and violations. On
the other hand, this is also true for most design so-
lutions. Consequently, warnings are often a necessary
supplement to other methods of hazard control [39.10].

There are many ways warnings can be used as
a supplement to other methods of hazard control; for
example, warnings can be included in safety training
materials, hazard communication programs, and within
various forms of safety propaganda, including safety
posters and campaigns, to educate workers about risks
and persuade them to behave safely. Particularly critical
procedures include start-up and shut-down procedures,
setup procedures, lock-out and tag-out procedures
during maintenance, testing procedures, diagnosis pro-
cedures, programming and teaching procedures, and
numerous procedures specific to particular applications.
The focus here is to reduce errors and intentional viola-
tions of safety rules by improving worker knowledge of
what the hazards are and their severity, how to identify
and avoid them, and what to do after exposure. Inex-
perienced workers are often the target audience at this
stage. Warnings can also be included in manuals or job
performance aids (JPAs), such as written procedures,
checklists, and instructions. Such warnings usually con-
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Safety Warnings for Automation 39.1 Warning Roles 673

sist of brief statements that either instruct less-skilled
workers or remind skilled workers to take necessary
precautions when performing infrequent maintenance
or repair tasks. This approach can prevent workers from
omitting precautions or other critical steps in a task.
To increase their effectiveness, such warnings are often
embedded at the appropriate stage within step-by-step
instructions describing how to perform a task. Warning
signs, barriers, or markings at appropriate locations, can
play a similar role; for example, a warning sign placed
on a safety barrier or fence surrounding a robot installa-
tion might state that no one except properly authorized
personnel is allowed to enter the area. Placing a label on
a guard to warn that removing the guard creates a hazard
also illustrates this approach.

Warning signals can also serve as a supplement to
other safety devices such as interlocks or emergency

a)

b)

Fig. 39.1a,b Auto-body assembly line safety light curtain
system (courtesy of Sick Inc., Minneapolis)

Fig. 39.2 Safety laser scanner application (courtesy of
Sick Inc., Minneapolis)

braking systems; for example, presence sensing and
interlock devices are sometimes used in installations
of robots to sense and react to potentially dangerous
workplace conditions. Sensors used in such systems
include (1) pressure-sensitive floor mats, (2) light
curtains, (3) end-effector sensors, (4) ultrasound, ca-
pacitive, infrared, and microwave sensing systems, and
(5) computer vision. Floor mats and light curtains are
used to determine whether someone has crossed the
safety boundary surrounding the perimeter of the robot.
Perimeter penetration will trigger a warning signal and
in some cases will cause the robot to stop. End-effector
sensors detect the beginning of a collision and trigger
emergency stops. Ultrasound, capacitive, infrared, and
microwave sensing systems are used to detect intru-
sions. Computer vision theoretically can play a similar
role in detecting safety problems.

Figure 39.1a and b illustrate how a presence sensing
system, in this case a safety light curtain device in an

Fig. 39.3 C4000 safety light curtain hazardous point pro-
tection (courtesy of Sick Inc., Minneapolis)
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Fig. 39.4 Safety laser scanner AGV (automated guided ve-
hicle) application (courtesy of Sick Inc., Minneapolis)

auto-body assembly line, might be installed for point
of operation, area, perimeter, or entry/exit safeguard-
ing. Figure 39.2 illustrates a safety laser scanner. By
reducing or eliminating the need for physical barriers,
such systems make it easier to access the robot sys-
tem during setup and maintenance. By providing early
warnings prior to entry of the operator into the safety
zone, such systems can also reduce the prevalence of
nuisance machine shut-downs (Fig. 39.3). Furthermore,
such systems can prevent the number of accidents by
providing warning signals and noises to alert personnel
on the floor (Fig. 39.4).

39.1.2 Warning as a Form of Automation

Automated warning systems have been implemented in
many domains, including aviation, medicine, process
control and manufacturing, automobiles and other sur-
face transportation, military applications, and weather
forecasting, among others. Some specific examples of
automated systems include collision warning systems
and ground proximity warning systems in automo-
biles and aircraft, respectively. These systems will alert
drivers or pilots when a collision with another vehicle
or the ground is likely, so that they can take evasive
action. In medicine, anesthesiologists and medical care

workers must monitor patients’ vitals, sometimes re-
motely. Similarly, in process control, such as nuclear
power plants, workers must continuously monitor mul-
tiple subsystems to ensure that they are at safe and
tolerable levels. In these situations, automated alerts
can be used to inform operators of any significant de-
partures from normal and acceptable levels, whether in
the patients’ condition or in plant operation and safety.
Automation may be particularly important for com-
plex systems, which may involve too much information
(sometimes referred to as raw data), creating difficul-
ties for operators in finding relevant information at the
appropriate times. In addition to simply informing or
alerting the human operator, automation can play many
different roles, from guiding human information gather-
ing to taking full control of the system.

As implied by the above examples, automated warn-
ing systems come in many forms, across a wide variety
of domain applications. Parasuraman et al. [39.11]
propose a taxonomy of human–automation interaction
that provides a useful way of categorizing the function
of these systems according to the psychological pro-
cess they are intended to replace or supplement. As
shown in Fig. 39.5, automation can be applied at any
of four stages: (1) information acquisition, (2) infor-
mation analysis (3) decision selection, and (4) action
implementation. These four stages are based on a simple
model of human information processing (sensory pro-
cessing, cognition/working memory, decision making,
response execution). The model proposed by Parasur-
aman et al. [39.11] also maps onto Endsley’s [39.12]
model of situation awareness (SA), with early stages
of automation contributing to the establishment and
maintenance of SA (as also shown in Fig. 39.5). Good
situation awareness is an important precursor to accu-
rate decision making and action selection.

For any given automated system, the level of au-
tomation at each stage of the model can vary from low
to high and this level will dictate how much control the
human is afforded in the operation of the system. As
expanded upon in the following discussion, the func-
tions performed by automated warning systems tend to
fall into the second and third stages of automation (in-
formation analysis and decision selection, respectively),
depending on whether they simply provide human op-
erators with alerts or whether they indicate also the
appropriate course of action.

Stage 1: Information Acquisition
At the first stage, automation involves the acquisition
and registration of multiple sources of input data. Au-
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Stage 1

Automation
Information
acquisition

Perception of
elements

Psychological
process

Situation
awareness

Sensation,
perception,
attention

Stage 2

Information
analysis

Comprehension
of situation

Projection of
future status

Cognition,
working memory

Stage 3

Decision
selection

Cognition,
decision making

Stage 4

Action
implementation

Response
execution

Fig. 39.5 Stages of automation [39.13] and the corresponding psychological processes and level of situation aware-
ness [39.12] (after Horrey et al. [39.14])

tomation in this stage acts to support human sensory
and attentional processes (e.g., detection of input data).
A high level of automation at this stage may filter out
all information deemed to be irrelevant or less critical
to the current task, presenting only the most critical in-
formation to the operator. Thus, only relevant cues and
reports (at least those deemed relevant by the system)
would pass through the filters, allowing operators the
capacity to make more effective decisions, especially
when under time duress. Systems using a lower level
of automation, on the other hand, may present all of the
available input data but guide attention to what the au-
tomation infers to be the most relevant features (e.g.,
target cueing; information highlighting).

There has been extensive research into the effects
of stage 1 automation (attention guidance) in target
detection tasks. Basic research has reliably demon-
strated the capacity for visual cues to reduce search
times in target search tasks [39.15]. Applied research
has also demonstrated these benefits in military situa-
tions [39.16, 17], helicopter hazard detection [39.18],
aviation and air-traffic control [39.6, 19], and a num-
ber of other domains. These generally positive results
support the potential value of stage 1 automation in
applications where operators can receive an excessive
number of warnings. Example applications might filter
the warnings in terms of urgency or limit the warnings
to relevant subsystems.

Stage 2: Information Analysis
Information analysis involves higher cognitive func-
tions such as working memory, information integration,
and cognitive inference. Automation at stage 2 may
help operators by integrating the raw data, drawing in-
ferences, and/or generating predictions. In this stage,
lower levels of automation may extrapolate current
information and predict future status (e.g., cockpit pre-
dictor displays [39.20]). Higher levels of automation at
this stage may reduce information from a number of
sources into a single hypothesis regarding the state of
the world; for example, collision warning systems in au-
tomobiles will use information regarding the speed of
the vehicle ahead, the intervehicle separation, and the
driver’s own velocity (among other potential informa-
tion) to indicate to the driver when a forward collision
is likely [39.21–24]. In general, operators are quicker to
respond to the relevant event when provided with these
alerts. Studies of automated alerts have been performed
in many different domains, including aviation [39.25],
process control [39.26], unmanned aerial vehicle opera-
tion [39.27], medicine [39.28], air-traffic control [39.6],
and battlefield operations [39.14].

Stage 3: Decision Selection
The third stage involves the selection, from among
many alternatives, of the appropriate decision or action.
This will typically follow from some form of informa-
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tion integration performed at stage 2. Lower levels of
stage 3 automation may provide users with a complete
set (or subset) of alternatives from which the operator
will select which one to execute (whether correct or no).
Higher levels may only present the optimal decision
or action or may automatically select the appropriate
course of action. At this stage the automation will uti-
lize implicit or explicit assumptions about the costs and
benefits of different decision outcomes; for example, the
ground proximity warning system in aviation – a system
designed to help avoid aircraft–ground collisions – will
recommend a single maneuver to pilots when a given
threshold is exceeded (pull up).

Stage 4: Action Implementation
Finally, automation in the fourth stage aids the user
in the execution of the selected action. A low level

of automation may simply provide assistance in the
execution of the action (e.g., power steering). High
levels of automation at this stage may take con-
trol from the operator; for example, adaptive cruise
control (ACC) systems in automobiles will automat-
ically adjust the vehicle’s headway by speeding up
or slowing down in order to maintain the desired
separation.

In general, one of the ironies of automation is
that those systems that incorporate higher stages of
automation tend to yield the greatest performance
in normal situations; however, these also tend to
come with the greatest costs in off-normal situa-
tions, where the automated response to the situa-
tion is inappropriate or erroneous [39.29]. We will
discuss the issue of automation failure in a later
section.

39.2 Types of Warnings

Warning systems serve many functions. Typically, they
provide the user/operator with information on the sta-
tus of the system. This information source aids the
user in maintaining situational awareness, and does
not necessarily require that specific action be taken
(stage 2 automation). Alternatively, other warning sys-
tems signal the user that a specific response needs to
be made at a specific time in order to reduce associ-
ated risks (stage 3 automation). Below, we will review
the different methods and modes of presenting warn-
ing information that can be used to accomplish these
goals.

39.2.1 Static Versus Dynamic Warnings

Perhaps the most familiar types of warnings are the
visually based signs and labels that we encounter ev-
eryday whether on the road (e.g., slippery when wet),
in the workplace (industrial warnings such as entan-
glement hazard – keep clear of moving gears), or on
consumer products (e.g., do not take this medication if
you might be pregnant). These signs and labels indicate
the presence of a hazard and may also indicate required
or prohibited actions to reduce the associated risk, as
well as the potential consequences of failing to comply
with the warning. This type of warning is static in the
sense that its status does not change over time [39.30].
However, as noted by Lehto [39.31], even these static
displays have a dynamic component in that they are no-

ticed at particular points in time. In order to increase the
likelihood that a static warning, such as a sign or label,
is received (i. e., noticed, perceived, and understood) by
the user at the appropriate moment, it should be phys-
ically as well as temporally placed such that using the
product requires interaction with the label prior to the
introduction of the hazard to the situation; for example,
Duffy et al. [39.32] examined the effectiveness of a label
on an extension cord which stated: “Warning. Electric
shock and fire. Do not plug more than two items into this
cord.” Interactive labels in which the label was affixed
to the outlet cover on the female receptacle were found
to produce greater compliance than a no-label control
condition, and a tag condition in which the warning la-
bel was attached to the extension cord 5 cm above the
female receptacle. Other studies [39.33, 34] have found
that a warning that interrupts a user’s script for inter-
acting with a product increases compliance. A script
consists of a series of temporally ordered actions or
events which are typical of a user’s interactions with
a class of objects [39.35].

Additionally, varying the warning’s physical charac-
teristics can also increase its conspicuity or noticeabil-
ity [39.36]; for example, larger objects are more likely
to capture attention than smaller objects. Brightness and
contrast are also important in determining whether an
object is discernible from a background. As a specific
form of contrast, highlighting can be used to emphasize
different portions of a warning label or sign [39.37]. Ad-
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Table 39.1 Contrast between the fundamental properties of visual, auditory, and haptic modalities of information pro-
cessing (after Sanderson [39.38])

Visual Auditory Haptic

Persistent – signal typically Transitory – signal happens Transitory – signal happens in time

persistent in time so that in time and recedes into past: and recedes into past: creating

information about past has same creating persistent information persistent information or information

sensory status as information or information about past about past are design challenges

about present are design challenges

Localized – can be sensed only Ubiquitous – can be sensed Personal – can be sensed only

from specific locations such as from any location unless by the person whom the display

monitors or other projections technology is used to create is directed (unless network

(eyeballs needed) localized qualities or shared)

Optional – there are proximal Obligatory – there are no Obligatory – there are no proximal

physical means for completely proximal physical means for physical means for completely

eliminating signal (eyeballs, completely eliminating signal eliminating signal (unless remove

eyelids, turn) (unless earplugs block signal) device)

Moderately socially inclusive – Socially inclusive – others Not socially inclusive – others

others aware of signal but need always receive signal unless probably unaware of signal

not look at screen signal is sent only to

an earpiece

Sampling-based monitoring – Peripheral monitoring – Interrupt-based monitoring –

temporal sampling process temporal properties of process monitoring based on interrupts

needed for coverage of all locked into temporal properties

needed variables of display

High information density – Moderate information Low information density – few

many variables and relationships density – several variables variables and relationships can be

can be simultaneously presented and relationships can be simultaneously presented

simultaneously presented

ditionally, lighting conditions influence detectability of
signs and labels (i. e., reduced contrast).

In contrast to static warnings, dynamic warning
systems produce different messages or alerts based
on input received from a sensing system – therefore,
they indicate the presence of a hazard that is not nor-
mally present [39.30, 39]. Environmental variables are
monitored by a sensor, and an alert is produced if
the monitored variables exceed some threshold. The
threshold can be changed based on the criticality of
potential consequences – the more trivial the conse-
quences, the higher the threshold and, for more serious
consequences, the threshold would be set lower so as
reduce the likelihood of missing the critical event. How-
ever, the greater the system’s sensitivity, the greater the

likelihood that an alert will be generated when there is
no hazard present. Ideally, an alert should always be
produced when there is a hazard present, but never be
produced in the absence of a hazard. Implications of
system departures from this ideal will be discussed later
in this chapter.

The remainder of this chapter will focus on the
implementation and functioning of dynamic warning
systems. These warnings serve to alert users to the
presence of a hazard and its associated risks. Ac-
cordingly, they must readily capture attention and be
easily/quickly understood. The ability of the warn-
ing to capture attention is especially important in the
case of complex systems, in which an abundance of
available information may overload the operator’s lim-
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ited attentional resources. When designing a warning
system, it is critical to take into account the con-
text in which the warning will appear; for example,
in a noisy construction environment, in which work-
ers may be wearing hearing protection, an auditory
warning is not likely to be effective. Whatever the
context, the warning should be designed to stand out
against any background information (i. e., visual clut-
ter, ambient noise). Sanderson [39.38] has provided
a taxonomy/terminology for thinking about sensory
modality in terms of whether information is persistent
in time; whether information delivery is localized, ubiq-
uitous, or personal; whether sensing the information
is optional or obligatory; whether the information is
socially inclusive; whether monitoring occurs through
sampling, peripheral awareness, or is interrupt based;
and information density (Table 39.1). Next, advantages
and disadvantages of different modes of warning pre-
sentation will be discussed in related terms.

39.2.2 Warning Sensory Modality

Visual Warnings
The primary challenge in using visual warnings is that
the user/operator needs to be looking at a specific lo-
cation in order to be alerted, or the warning needs to
be sufficiently salient to cause the operator to reorient
their focus towards the warning. As discussed earlier in
the section on static warnings, the conspicuity of visu-
ally based signals can be maximized by increasing size,
brightness, and contrast [39.36]. Additionally, flashing
lights attract attention better than continuous indicator-
type lights (e.g., traffic signals incorporating a flashing
light into the red phase) [39.36]. Since flash rates should
not be greater than the critical flicker fusion frequency
(≈ 24 Hz; resulting in the perception of a continuous
light), or so slow that the on time might be missed,
Sanders and McCormick [39.40] recommend flash rates
of around 10 Hz.

Auditory Warnings
Auditory stimuli have a naturally alerting quality and,
unlike visual warnings, the user/operator does not
have to be oriented towards an auditory warning in
order to be alerted, that is, auditory warnings are
omnidirectional (or ubiquitous in Sanderson’s terminol-
ogy) [39.41, 42]. Additionally, localization is possible
based on cues provided by the difference in time and
intensity of the sound waves arriving at the two ears.
To maximize the likelihood that the auditory warning
is effective, the signal should be within the range of

about 800–5000 Hz (the human auditory system is most
sensitive to frequencies within this range – frequencies
contained in speech; e.g., Coren and Ward [39.43]) –
and should have a tonal quality that is distinct from that
of expected environmental sounds – to help reduce the
possibility that it will be masked by those sounds (see
Edworthy and Hellier [39.44] for an in-depth discussion
of auditory warning signals).

Verbal Versus Nonverbal
Any auditory stimulus, from a simple tone to speech,
can serve as an alert as long as it easily attracts attention.
However, the human auditory system is most sensitive
to sound frequencies contained within human speech.
Speech warnings have the further advantage of being
composed of signals (i. e., words) which have already
been well learned by the user/operator. There is a re-
dundancy in the speech signal such that, if part of the
signal is lost, it can be filled in based on the context pro-
vided by the remaining sounds [39.45, 46]. However,
since speech is a temporally based code that unfolds
over time, it is only physically available for a very lim-
ited duration. Therefore, earlier portions of a warning
message must be held in working memory while the re-
mainder of the message continues to be processed. As
a result, working memory may become overloaded and
portions of the warning message may be lost. With vi-
sually based verbal warnings, on the other hand, there is
the option of returning to, and rereading, earlier portions
of the warning; that is, they persist over time. However,
since the eyes must be directed towards the warning
source, the placement of visually based warnings is
critical so as to minimize the loss of other potentially
critical information (i. e., such that other signals can be
processed in peripheral vision).

While verbal signals have the obvious advan-
tage that their meaning is already established, speech
warnings require the use of recorded, digitized, or
synthesized speech which will be produced within
a noisy background – therefore, intelligibility is a ma-
jor issue [39.44]. Additionally, as indicated earlier, the
speech signal unfolds over time and may take longer
to produce/receive than a simpler nonverbal warning
signal. However, nonverbal signals must somehow en-
code the urgency of the situation – that is, how quickly
a response is required by the user/operator. Extensive
research in the auditory domain indicates that higher-
frequency sounds have a higher perceived urgency than
lower-frequency sounds, that increasing the modula-
tion of the amplitude or frequency of a pulse decreases
urgency, that increases in number of harmonics in-
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creases perceived urgency, and that spectral shape also
impacts perceived urgency [39.44, 47, 48]. Edworthy
et al. [39.48] found that faster, more repetitive bursts
are judged to be more urgent; regular rhythms are per-
ceived as more urgent than syncopated rhythms; bursts
that are speeded up are perceived as more urgent than
those that stay the same or slow down; and the larger
the difference between the highest and lowest pitched
pulse in a burst, the higher the perceived urgency.

Haptic/Tactile Warnings
While the visual and auditory channels are most of-
ten used to present warnings, haptic or tactile warnings
are also sometimes employed; for example, the im-
proper maneuvering of a jet will cause tactile vibrations
to be delivered through the pilot’s control stick – this
alert serves to signal the need to reorient the con-
trol. In the domain of vehicle collision warnings, Lee
et al. [39.49] examined driver preferences for auditory
or haptic warning systems as supplements to a visual
warning system. Visual warnings were presented on
a head-down display in conjunction with either an au-
ditory warning or a haptic warning, in the form of
a vibrating seat. Preference data indicated that drivers
found auditory warnings to be more annoying and that
they would be more likely to purchase a haptic warning
system.

In the domain of patient monitoring, Ng et al. [39.50]
reported that a vibrotactile wristband results in a higher
identification rate for heart rate alarms than does an
auditory display. In Sanderson’s [39.38] terminology,
a haptic alert is discrete, transitory, has low preci-
sion, has obligatory properties, and allows the visual
and auditory modalities to continue to monitor other
information sources. Therefore, patient monitoring rep-
resents a good use of haptic alarms.

Another example of a tactile or haptic warning,
though not technologically based, is the use of rum-
ble strips on the side of the highway. When a vehicle
crosses these strips, vibration and noise is created within
the vehicle. Some studies have reported that the instal-
lation of these strips reduced drift-off road accidents by
about 70% [39.51]. A similar application is the tactile
ground surface indicators that have become more com-
mon as a result of the Americans with Disabilities Act
(ADA). These surfaces are composed of truncated cones
which provide a distinctive pattern which can be felt un-
derfoot or through use of a cane. It is intended to alert
individuals with visual impairments of hazards associ-
ated with blending pedestrian and vehicular traffic (i. e.,
on curb ramps on the approach to the street surface).

Multimodal Warnings
For the most part, we have focused our discussion on
the use of individual sensory channels for the presenta-
tion of automated warnings. However, research suggests
that multimodal presentation results in significantly
improved warning processing. Selcon et al. [39.52] ex-
amined multimodal cockpit warnings. These warnings
must convey the nature of the problem to the pilot as
quickly as possible so that immediate action can be
taken. The warnings studied were visual (presented us-
ing pictorials), auditory (presented by voice), or both
(incorporating visual and auditory components) and
described real aircraft warning (high priority/threat)
and caution (low priority/threat) situations. Participants
were asked to classify each situation as either warn-
ing or caution and then to rate the threat associated
with it. Response times were measured. Depth of un-
derstanding was assessed using a measure of situational
awareness [39.53, 54]. Performance was faster in the
condition incorporating both visual and auditory com-
ponents (1.55 s) than in the visual (1.74 s) and auditory
(3.77 s) conditions and there was some indication that
this condition was less demanding and resulted in im-
proved depth of understanding as well.

Sklar and Sarter [39.55] examined the effective-
ness of visual, tactile, and redundant visual and tactile
cues for indicating unexpected changes in the status
of an automated cockpit system. The tactile conditions
produced higher detection rates and faster response
times. Furthermore, provision of tactile feedback and
performance of concurrent visual tasks did not result
in any interference suggesting that tactile feedback
may better support human–machine communication in
information-rich domains (see also Ng et al.’s [39.50]
findings reviewed earlier).

Research also indicates that multimodal presenta-
tion provides comprehension and memory benefits for
verbal warnings. Using a laboratory task in which par-
ticipants measured and mixed chemicals, Wogalter and
Young [39.42] (see also Wogalter et al. [39.41]) ob-
served higher compliance rates in conditions in which
warnings to wear a mask and gloves were presented
using both text and voice (74% of participants com-
plied) than in conditions in which the warnings were
presented via voice (59%) or text alone (41%). A simi-
lar pattern was observed in a field experiment in which
text and voice warnings warned of a wet floor in a shop-
ping center. Voice warnings are more likely to capture
attention. However, most of the participants in the text
warning condition also reported awareness of the warn-
ing. Therefore, awareness alone cannot account for the
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higher compliance rates. Additionally, the combined
text and voice condition resulted in higher compliance
than the voice-alone condition. The combination of
voice and print appears more persuasive than print or
voice alone.

In another study, Conzola and Wogalter [39.56]
used voice and print warnings to supplement product
manual instructions during the unpacking of a com-
puter disk drive. The supplemental voice warnings were
presented via digitized voice while the text was pre-
sented via printed placard. Compliance was higher in
conditions with the supplemental messages than in the
manual-only condition, but there was no significant
difference in compliance between the voice and print
conditions. As regards to memory, the voice message
resulted in greater recall than the print or manual-
only conditions. This finding is consistent with what
is known as the modality effect in working memory

research – since verbal information is stored in mem-
ory in an auditory/acoustic format, memory for verbal
information is better when the information is pre-
sented auditorily (i. e., by voice) than when that same
information is presented visually (i. e., as text) (see Pen-
ney [39.57] for a review). Performance suffers when
verbal information is presented visually as translation
into an auditory code is required for storage in memory.
Translation is unnecessary with voice presentation.

To summarize, by providing redundant delivery
channels, a multimodal approach helps to ensure that
the warning attracts attention, is received (i. e., under-
stood) by the user/operator, and is remembered. Future
research should focus on further developing relatively
underused channels for warning delivery (i. e., haptic)
and using multiple modalities in parallel in order to in-
crease the attentional and performance capacity of the
user/operator [39.38].

39.3 Models of Warning Effectiveness

Over the past 20 years, much research has been con-
ducted on warnings and their effectiveness. The fol-
lowing discussion will first introduce some commonly
used measures of effectiveness. Attention will then shift
to modeling perspectives and related research findings
which provide guidance as to when, where, and why
warnings will be effective.

39.3.1 Warning Effectiveness Measures

The performance of a warning can be measured in many
different ways [39.39]. The ultimate measure of effec-
tiveness is whether a warning reduces the frequency
and severity of human errors and accidents in the real
world. However, such data is generally unavailable,
forcing effectiveness to be evaluated using other mea-
sures, sometimes obtained in controlled settings that
simulate the conditions under which people receive the
warning; for example, the effectiveness of a collision
avoidance warning might be assessed by comparing
how quickly subjects using a driving simulator notice
and respond to obstacles with and without the warn-
ing system. For the most part, such measures can be
derived from models of human information processing
that describe what must happen after exposure to the
warning, for the warning to be effective [39.31, 39].
That is, the human operator must notice the warning,
correctly comprehend its meaning, decide on the ap-

propriate action, and perform it correctly. Analysis of
these intervening events can provide substantial guid-
ance into factors influencing the overall effectiveness of
a particular warning.

A complicating issue is that the design of warn-
ings is a polycentric problem [39.58], that is, the
designer will have to balance several conflicting objec-
tives when designing a warning. The most noticeable
warning will not necessarily be the easiest to under-
stand, and so on. As argued by Lehto [39.31], this
dilemma can be partially resolved by focusing on
decision quality as the primary criterion for evaluat-
ing applications of warnings; that is, warnings should
be evaluated in terms of their effect on the overall
quality of the judgments and decisions made by the tar-
geted population in their naturalistic environment. This
perspective assumes that decision quality can be meas-
ured by comparing people’s choices and judgments to
those prescribed by some objective gold standard. In
some cases, the gold standard might be prescribed by
a normative mathematical model, as expanded upon
below.

39.3.2 The Warning Compliance Hypothesis

The warning compliance hypothesis [39.59] states that
people’s choices should approximate those obtained by
applying the following optimality criterion:
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If the expected cost of complying with the warning
is greater than the expected cost of not complying,
then it is optimal to ignore the warning; otherwise,
the warning should be followed.

The warning compliance hypothesis is based on sta-
tistical decision theory which holds that a rational
decision-maker should make choices that maximize ex-
pected value or utility [39.60, 61]. The expected value
of choosing an action Ai is calculated by weighting its
consequences Cik over all events k, by the probabil-
ity Pik that the event will occur. More generally, the
decision-maker’s preference for a given consequence
Cik might be defined by a value or utility function
V (Cik), which transforms consequences into preference
values. The preference values are then weighted us-
ing the same equation. The expected value of a given
action Ai becomes

EV [Ai ] =
∑

k

PikV (Cik) . (39.1)

From this perspective, people who decide to ignore the
warning feel that avoiding the typically small cost of
compliance outweighs the large, but relatively unlikely
cost of an accident or other potential consequence of
not complying with the warning. The warning compli-
ance hypothesis clearly implies that the effectiveness of
warnings might be improved by

1. Reducing the expected cost of compliance, or
2. Increasing the expected cost of ignoring the

warning.

Many strategies might be followed to attain these
objectives; for example, the expected cost of com-
pliance might be reduced by modifying the task or
equipment so the required precautionary behavior is
easier to perform. The benefit of following this strat-
egy is supported by numerous studies showing that even
a small cost of compliance (i. e., a short delay or in-
convenience) can encourage people to ignore warnings
(for reviews see Lehto and Papastavrou [39.62], Wogal-
ter et al. [39.63], and Miller and Lehto [39.64]). Some
strategies for reducing the cost of compliance include
providing the warning at the time it is most relevant or
more convenient to respond to.

Increasing the expected cost of ignoring the warning
is another strategy for increasing warning effectiveness
suggested by the warning compliance hypothesis. The
potential value of this approach is supported by stud-
ies indicating that people will be more likely to take

precautions when they believe the danger is present
and perceive a significant benefit to taking the pre-
caution. This might be done through supervision and
enforcement or other methods of increasing the cost
of ignoring the warning. Also, assuming the warn-
ing is sometimes given when it does not need to be
followed (i. e., a false alarm), the expected cost of
ignoring the warning will increase if the warning is
modified in a way that reduces the number of false
alarms. This point leads us to the topic of information
quality.

39.3.3 Information Quality

In a perfect world, people would be given warnings if,
and only if, a hazard is present that they are not al-
ready aware of. When warning systems are perfect, the
receiver can optimize performance by simply follow-
ing the warning when it is provided [39.65]. Imperfect
warning systems, on the other hand, force the receiver to
decide whether to consult and comply with the provided
warning.

The problem with imperfect warning systems is that
they sometimes provide false alarms or fail to detect
the hazard. From a short-term perspective, false alarms
are often merely a nuisance to the operator. However,
there are also some important long-run costs, because
repeated false alarms shape people’s attitudes and influ-
ence their actions. One problem is the cry-wolf effect
which encourages people to ignore (or mistrust) warn-
ings [39.66, 67]. Even worse, people may decide to
completely eliminate the nuisance by disconnecting the
warning system [39.68]. Misses are also an important
issue, because people may be exposed to hazards if they
are relying on the warning system to detect the hazard.
Another concern is that misses might reduce operator
trust in the system [39.18].

Due to the potentially severe consequences of
a miss, misses are often viewed as automation fail-
ures. The designers of warning systems consequently
tend to focus heavily on designing systems that re-
liably provide a warning when a hazard is present.
One concern, based on studies of operator overre-
liance upon imperfect automation [39.1, 19, 69], is that
this tendency may encourage overreliance on warning
systems. Another issue is that this focus on avoid-
ing misses causes warning systems to provide many
false alarms for each correct identification of the
hazard. This tendency has been found for warning sys-
tems across a wide range of application areas [39.65,
67].
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39.3.4 Information Integration

As discussed by Edworthy [39.70] and many others, in
real-life situations people are occasionally faced with
choices where they must combine what they already
know about a hazard with information they obtain from
hazard cues and a warning of some kind. In some cases,
this might be a warning sign or label. In others, it might
be a warning signal or alarm that indicates a hazard
is present that normally is not there. A starting point
for analyzing how people might integrate the informa-
tion from the warning with what they already know or
have determined from other sources of information is
given by Bayes’ rule, which describes how to infer the
probability of a given event from one or more pieces of
evidence [39.61]. Bayes’ rule states that the posterior
probability of hypothesis Hi given that evidence E j is
present, or P(Hi |E j ), is given by

P(Hi |E j ) = P(E j |Hi )

P(E j )
P(Hi ) , (39.2)

where P(Hi ) is the probability of the hypothesis being
true prior to obtaining the evidence E j , and P(E j |Hi )
is the probability of obtaining the evidence E j given
that the hypothesis Hi is true. When a receiver is given
an imperfect warning, we can replace P(E j |Hi ) in the
above equation with P(W |H) to calculate the probabil-
ity that the hazard is present after receiving a warning.
That is,

P(H|W) = P(W |H)

P(W)
P(H) , (39.3)

where P(H) is the prior probability of the hazard, P(W)
is the probability of sending a warning, P(W |H) is the
probability of sending a warning given the hazard is
present, and P(H|W) is the probability that the hazard
is present after receiving the warning.

A number of other models have been devel-
oped in psychology that describe mathematically how
people combine sources of information. Some exam-
ples include social judgment theory, policy capturing,
multiple cue probability learning models, informa-
tion integration theory, and conjoint measurement
approaches [39.31]. From the perspective of warnings
design, these approaches can be used to check which
cues are actually used by people when they make safety-
related decisions and how this information is integrated.
A potential problem is that research on judgment and
decision making clearly shows that people integrate
information inconsistently with the prescriptions of
Bayes’ rule in some settings [39.71]; for example, sev-

eral studies show that people are more likely to attend
to highly salient stimuli. This effect can explain the
tendency for people to overestimate the likelihood of
highly salient events.

One overall conclusion is that significant deviations
from Bayes’ rule become more likely when people must
combine evidence in artificial settings where they are
not able to fully exploit their knowledge and cues found
in their naturalistic environment [39.72–74]. This does
not mean that people are unable to make accurate in-
ferences, as emphasized by both Simon and researchers
embracing the ecological [39.75, 76] and naturalis-
tic [39.77] models of decision making. In fact, the use of
simple heuristics in rich environments can lead to infer-
ences that are in many cases more accurate than those
made using naive Bayes, or linear, regression [39.75].
Unfortunately, many applications of automation place
the operator in a situation which removes them from the
rich set of naturalistic cues available in less automated
settings, and forces the operator to make inferences
from information provided on displays. In such situ-
ations, it may become difficult for operators to make
accurate inferences since they no longer can rely on
simple heuristics or decision rules that are adapted to
particular environments.

39.3.5 The Value of Warning Information

As mentioned earlier, the designers of warning systems
tend to focus heavily on designing systems that reli-
ably provide a warning when a hazard is present, which
results in many false alarms. From a theoretical perspec-
tive it might be better to design the warning system so
that it is less conservative. That is, a system that oc-
casionally fails to detect the hazard but provides fewer
false alarms might improve operator performance. From
the perspective of warning design, the critical question
is to determine how selective the warning should be to
minimize the expected cost to the user as a function of
the number of false alarms and correct identifications
made by the warning [39.68, 78, 79].

Given that costs can be assigned to false alarms
and misses, an optimal warning threshold can be calcu-
lated that maximizes the expected value of the provided
information. If it is assumed that people will simply
follow the recommendation of a warning system (i. e.,
the warning system is the sole decision-maker) the
optimal warning threshold can be calculated using clas-
sical signal detection theory (SDT) [39.80, 81]. That is,
a warning should be given when the likelihood ratio
P(E|S)/P(E|N) exceeds the optimal warning thresh-
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old β, calculated as shown below.

β = 1− PS

PS
×

cr − ca

ci − cm
, (39.4)

where

PS the a priori probability of a signal (hazard)
being present,

P(E|S) the conditional probability of the evidence
given a signal (hazard) is present,

P(E|N) the conditional probability of the evidence
given a signal (hazard) is not present,

cr cost of a correct rejection,
ca cost of a false alarm,
ci cost of a correct identification,
cm cost of a missed signal.

In reality, the problem is more complicated because, as
mentioned earlier, people might consider other sources
in addition to a warning when making decisions. The
latter situation corresponds to a team decision made
by a person and warning system working together, as
expanded upon later.

39.3.6 Team Decision Making

The distributed signal detection theoretic (DSDT)
model focuses on how to determine the optimal decision
thresholds of both the warning system and the human
operator when they work together to make the best pos-
sible decision [39.65]. The proposed approach is based
on the distributed signal detection model [39.82–86].
The key insight is that a warning system and human op-
erator are both decision-makers who jointly try to make
an optimal team decision.

The DSDT model has many interesting implica-
tions and applications. One is that the warning system
and human decision-maker should adjust their decision
thresholds in a way that depends upon what the other is
doing. If the warning system uses a low threshold and
provides a warning even when there is not much evi-
dence of the hazard, the DSDT model shows that the
human decision-maker should adjust their own thresh-
old in the opposite direction. That is, the rational human
decision-maker will require more evidence from the en-
vironment or other source before complying with the
warning. At some point, as the threshold for providing
the warning gets lower, the rational decision-maker will
ignore the warning completely.

The DSDT model also implies that the warning sys-
tem should use different thresholds depending upon
how the receiver is performing. If the receiver is dis-

abled or unable to take their observation from the
environment, the warning should take the role of pri-
mary decision-maker, and set its threshold accordingly
to that prescribed in traditional signal detection theory.
Along the same lines, if the decision-maker is not re-
sponding in an optimal manner when the warning is or
not given, the DSDT model prescribes ways of mod-
ifying the warning systems threshold; for example, if
the decision-maker is too willing to take the precau-
tion when the warning is provided, the warning system
should use a stricter warning threshold. That is, the
warning system should require more evidence before
sending a warning.

Research has been performed that addresses predic-
tions of the DSDT model [39.65, 87, 88]. One study
showed that the performance of subjects on a simple
inference task changed dramatically, depending on the
warning threshold value [39.65]. The optimal warning
threshold varied between subjects, and subjects changed
their own decision thresholds, consistently with the
DSDT model’s predictions, when the warning thresh-
old was modified. A second study, using a similar
inference task, also showed that the optimal threshold
varied between subjects [39.87]. Performance was sig-
nificantly improved by adjusting the warning threshold
to the optimal DSDT value calculated for each particu-
lar subject based on their earlier performance. A third
study, in a more realistic environment, compared the
driving performance of licensed drivers on a driving
simulator [39.88]. Overall, use of the DSDT threshold
improved passing decisions significantly over the SDT
warning threshold. Drivers also changed their own deci-
sion thresholds, in the way the DSDT model predicted
they should, when the warning threshold changed. An-
other interesting result was that use of the DSDT
threshold resulted in either risk-neutral or risk-averse
behavior, while, on the other hand, use of the SDT
threshold resulted in some risk-seeking behavior; that
is, people were more likely to ignore the warning and
visual cues indicating that a car might be coming. Over-
all, these results suggest that, for familiar decisions such
as choosing when to pass, people can behave nearly
optimally.

One of the more interesting aspects of the DSDT
model is that it suggests ways of adjusting the warning
threshold in response to how the operator is performing.

39.3.7 Time Pressure and Stress

Time pressure and stress is another important issue in
many applications of warnings. Reviews of the litera-
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ture suggest that time pressure often results in poorer
task performance and that it can cause shifts between
the cognitive strategies used in judgment and decision-
making situations [39.89,90]. One change is that people
show a tendency to shift to noncompensatory decision
rules. This finding is consistent with contingency theo-
ries of strategy selection. In other words, this shift may
be justified when little time is available, because a non-
compensatory rule can be applied more quickly. Maule
and Hockey [39.89] also note that people tend to filter
out low-priority types of information, omit processing
information, and accelerate mental activity when they
are under time pressure.

The general findings above indicate that warnings
may be useful when people are under time pressure and
stress. People in such situations are especially likely to
make mistakes. Consequently, warnings that alert peo-
ple after they make mistakes may be useful. A second
issue is that people under time pressure will not have

a lot of extra time available, so it will become especially
important to avoid false alarms. A limited amount of
research addresses the impact of time stress on warn-
ings compliance. In particular, a study by Wogalter
et al. [39.63] showed that time pressure reduced com-
pliance with warnings. Interestingly, subjects performed
better in both low- and high-stress conditions when
the warnings were placed in the task instructions than
on a sign posted nearby. The latter result supports the
conclusion that warnings which efficiently and quickly
transmit their information may be better when people
are under time stress or pressure. In some situations,
this may force the designer to carefully consider the
tradeoff between the amount of information provided
and the need for brevity. Providing more detailed infor-
mation might improve understanding of the message but
actually reduce effectiveness if processing the message
requires too much time and attentional effort on the part
of the receiver.

39.4 Design Guidelines and Requirements

Safety warnings can vary greatly in behavioral ob-
jectives, intended audiences, content, level of detail,
format, and mode of presentation. Accordingly, the
design of adequate warnings will often require exten-
sive investigations and development activities involving
significant resources and time [39.91], well beyond
the scope of this chapter. The following discussion
will briefly address methods of identifying hazards for
applications of automation, along with some legal re-
quirements and design specifications found in warning
standards.

39.4.1 Hazard Identification

The first step in the development of warnings is to
identify the hazards to be warned against. This pro-
cess is guided by past experience, codes and regulations,
checklists, and other sources, and is often organized by
separately considering systems and subsystems, and po-
tential malfunctions at each stage in their life cycles.
Numerous complementary hazard analysis methods,
which also guide the process of hazard identification,
are available [39.92, 93]. Commonly used methods in-
clude work safety analysis, human error analysis, failure
modes and effects analysis, and fault tree analysis.

Work safety analysis (WSA) [39.94] and human er-
ror analysis (HEA) [39.95] are related approaches that
organize the analysis around tasks rather than system

components. This process involves the initial division
of tasks into subtasks. For each subtask, potential effects
of product malfunctions and human errors are then doc-
umented, along with the implemented and the potential
countermeasures. In automation applications, the tasks
that would be analyzed fall into the categories of normal
operation, programming, and maintenance.

Failure modes and effects analysis (FMEA) is a sys-
tematic procedure for documenting the effects of system
malfunctions on reliability and safety [39.93]. Variants
of this approach include preliminary hazard analysis
(PHA), and failure modes effects and criticality ana-
lysis (FMECA). In all of these approaches, worksheets
are prepared which list the components of a system,
their potential failure modes, the likelihood and ef-
fects of each failure, and both the implemented and the
potential countermeasures that might be taken to pre-
vent the failure or its effects. Each failure may have
multiple effects. More than one countermeasure may
also be relevant for each failure. Identification of fail-
ure modes and potential countermeasures is guided
by past experience, standards, checklists, and other
sources. This process can be further organized by
separately considering each step in the operation of
a system; for example, the effects of a power sup-
ply failure for a welding robot might be separately
considered for each step performed in the welding
process.
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Fault tree analysis (FTA) is a closely related ap-
proach used to develop fault trees. The approach is
top-down in that the analysis begins with a malfunction
or accident and works downwards to basic events at the
bottom of the tree [39.93]. Computer tools which calcu-
late minimal cut-sets and failure probabilities and also
perform sensitivity analysis [39.96] make such analysis
more convenient. Certain programs help analysts draw
fault trees [39.97,98]. Human reliability analysis (HRA)
event trees are a classic example of this approach.

FTA and FMEA are complementary tools for docu-
menting sources of reliability and safety problems, and
also help organize efforts to control these problems.
The primary shortcoming of both approaches is that the
large number of components in many automated sys-
tems imposes a significant practical limitation on the
analysis, that is, the number of event combinations that
might occur is an exponential function of the large num-
ber of components. Applications for complex forms of
automation consequently are normally confined to the
analysis of single-event failures [39.100].

FTA and FMEA both provide a way of estimating
the system reliability from the reliability of its com-
ponents. Dhillon [39.101] provides a comprehensive
overview of documents, data banks, and organizations
for obtaining failure data to use in robot reliability ana-
lysis. Component reliabilities used in such analysis can
be obtained from sources such as handbooks [39.102],
data provided by manufacturers (Table 39.2), or past ex-

Table 39.2 Estimates of fire protection systems operational reliability (probability of success) [39.99]

Protection system Warrington Delphi UK Fire eng guidelines Japanese studies

(Delphi Group) Australia (expert surveys) (incident data)

Smoldering Flaming Smoldering Flaming Tokyo FD Watanabe

Heat detector 0 89 0 90/95 94 89

Home smoke system 76 79 65 75/74 NA NA

System smoke detector 86 90 70 80/85 94 89

Beam smoke detectors 86 88 70 80/85 94 89

Aspirated smoke detectors 86 NA 90 95/95 NA NA

Sprinklers operate 95 50 95/99 97 NA

Sprinklers control but 64 NA NA NA

do not extinguish

Sprinklers extinguish 48 NA 96 NA

Masonry construction 81

29% probability an 95% if no opening

opening will be fixed open 90% if opening with auto closer NA NA

Gypsum partitions 69

29% probability an opening 95% if no opening

will be fixed open 90% if opening with auto closer NA NA

perience. Limited data is also available that documents
error rates of personnel performing reliability-related
tasks, such as maintenance (Table 39.3). Methods
for estimating human error rates have been devel-
oped [39.103], such as technique for human error
rate prediction (THERP) [39.104] and success likeli-
hood index method-multiattribute utility decomposition
(SLIM-MAUD) [39.105]. THERP follows an approach
analogous to fault tree analysis, to estimate human error
probabilities (HEPs). In SLIM-MAUD expert ratings
are used to estimate HEPs as a function of performance
shaping factors (PSFs).

Given that system component failure rates or proba-
bilities are known, the next step in quantitative analysis
is to develop a model of the system showing how system
reliability is functionally determined by each compo-
nent. The two most commonly used models are: (1) the
systems block diagram, and (2) the system fault tree.
Fault trees and system block diagrams are both useful
for describing the effect of component configurations
on system reliability. The most commonly considered
configurations in such analysis are: (1) serial systems,
(2) parallel systems, and (3) mixed serial and parallel
systems.

39.4.2 Legal Requirements

In most industrialized countries, governmental regu-
lations require that certain warnings be provided to
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Table 39.3 Summary of predicted human error probabilities in offshore platform musters (reprinted from [39.108], with permis-
sion from Elsevier). MO – man overboard, GR – gas release, F&R – fire and explosion, TSR – temporary safe refuge, OIM –
offshore installation manager, PA – public announcement

No. Action HEP Phase Loss of defences
MO GR F&E

1 Detect alarm 0.00499 0.0308 0.396 Awareness Do not hear alarm. Do not properly

2 Identify alarm 0.00398 0.0293 0.386 identify alarm. Do not maintain

3 Act accordingly 0.00547 0.0535 0.448 composure (panic)

4 Ascertain if danger is 0.00741 0.0765 0.465 Evaluation Misinterpret muster initiator

imminent seriousness and fail to muster in

5 Muster if in imminent 0.00589 0.0706 0.416 a timely fashion. Do not return process

danger to safe state. Leave workplace

6 Return process equipment 0.00866 0.0782 0.474 in a condition that escalates

to safe state initiator or impedes others’ egress

7 Make workplace as safe as 0.00903 0.0835 0.489

possible in limited time

8 Listen and follow PA 0.00507 0.0605 0.42 Egress Misinterpret or do not hear PA

announcements announcements. Misinterpret tenability

9 Evaluate potential egress 0.00718 0.0805 0.476 of egress path. Fail to follow a path

paths and choose route which leads to TSR; decide to follow

10 Move along egress route 0.00453 0.0726 0.405 a different egress path with lower

11 Assess quality of egress 0.00677 0.0788 0.439 tenability. Fail to assist others.

route while moving to TSR Provide incorrect assistance which

12 Choose alternate route if 0.00869 0.1 0.5 delays or prevents egress

egress path is not tenable

13 Assist others if needed or 0.0101 0.0649 0.358

as directed

14 Register at TSR 0.00126 0.01 0.2 Recovery Fail to register while in the TSR.

15 Provide pertinent feedback 0.00781 0.0413 0.289 Fail to provide pertinent feedback.

attained while en route Provide incorrect feedback. Do not

to TSR don personal survival suit in an

16 Don personal survival suit or 0.00517 0.026 0.199 adequate time for evacuation.

TSR survival suit if Misinterpret OIM’s instructions

instructed to abandon or do not follow OIM’s instructions

17 Follow OIM’s instructions 0.0057 0.0208 0.21

18 Follow OIM’s instructions 0.0057 0.0208 0.21

workers and others who might be exposed to haz-
ards. For example, in the USA, the Environmental
Protection Agency (EPA) has developed several label-
ing requirements for toxic chemicals. The Department
of Transportation (DOT) makes specific provisions re-
garding the labeling of transported hazardous materials.
The most well-known governmental standards in the
USA applicable to applications of automation are the
general industry standards specified by the Occupation
Safety and Health Administration (OSHA). The OSHA
has also promulgated a hazard communication standard
that applies to workplaces where toxic or hazardous
materials are in use. Training, container labeling and

other forms of warnings, and material data safety sheets
are all required elements of the OSHA hazard commu-
nication standard. Other relevant OSHA publications
addressing automation are the Guidelines for Robotics
Safety [39.106] and the Occupational Safety and Health
Technical Manual [39.107].

In the USA, the failure to warn also can be grounds
for litigation holding manufacturers and others liable for
injuries incurred by workers. In establishing liability,
the theory of negligence considers whether the failure
to adequately warn is unreasonable conduct based on
(1) the foreseeability of the danger to the manufacturer,
(2) the reasonableness of the assumption that a user
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would realize the danger and, (3) the degree of care that
the manufacturer took to inform the user of the danger.
The theory of strict liability only requires that the failure
to warn caused the injury or loss.

39.4.3 Voluntary Standards

A large set of existing standards provide voluntary
recommendations regarding the use and design of
safety information. These standards have been de-
veloped by both: (1) international groups, such as
the United Nations, the European Economic Com-
munity (EURONORM), the International Organiza-
tion for Standardization (ISO), and the International
Electrotechnical Commission (IEC), and (2) national
groups, such as the American National Standards In-
stitute (ANSI), the British Standards Institute, the
Canadian Standards Association, the German Institute
for Normalization (DIN), and the Japanese Industrial
Standards Committee.

Among consensus standards, those developed by
ANSI in the USA are of special significance. Over
the last decade or so, five new ANSI standards focus-
ing on safety signs and labels have been developed
and one significant standard has been revised. The new
standards are: (1) ANSI Z535.1 Safety Color Code,
(2) ANSI Z535.2 Environmental and Facility Safety
Signs, (3) ANSI Z535.3 Criteria for Safety Symbols,
(4) ANSI Z535.4 Product Safety Signs and Labels,
and (5) ANSI Z535.5 Accident Prevention Tags. The
recently revised standard is ANSI Z129.1-1988, Haz-
ardous Industrial Chemicals – Precautionary Labeling.
Furthermore, ANSI has published a Guide for Develop-
ing Product Information.

Warning requirements for automated equipment can
also be found in many other standards. The most well-
known standard in the USA that addresses automation
safety is ANSI/RIA R15.06. This standard was first
published in 1986 by the Robotics Industries Asso-
ciation (RIA) and the American National Standards
Institute (ANSI) as ANSI/RIA R15.06, the American
National Standard for Industrial Robots and Robot
Systems – Safety Requirements [39.109]. A revised ver-
sion of the standard was published in 1992 and the
standard is currently undergoing revisions once again.
Several other standards developed by the ANSI are
potentially important in automation applications. The
latter standards address a wide variety of topics such as
machine tool safety, machine guarding, lock-out/tagout
procedures, mechanical power transmission, chemical
labeling, material safety data sheets, personal pro-

tective equipment, safety markings, workplace signs,
and product labels. Other potentially relevant standards
developed by nongovernmental groups include the Na-
tional Electric Code, the Life Safety Code, and the
proposed UL1740 safety standard for industrial robots
and robotics equipment. Literally thousands of con-
sensus standards contain safety provisions. Also, many
companies that use or manufacture automated systems
will develop their own guidelines [39.110]. Companies
often will start with the ANSI/RIA R15.06 robot safety
standard, and then add detailed information that is rele-
vant to their particular situation.

39.4.4 Design Specifications

Design specifications can be found in consensus and
governmental safety standards specifying how to design
(1) material safety data sheets (MSDS), (2) instructional
labels and manuals, (3) safety symbols, and (4) warning
signs, labels, and tags.

Material Safety Data Sheets
The OSHA hazard communication standard specifies
that employers must have a MSDS in the workplace
for each hazardous chemical used. The standard re-
quires that each sheet be written in English, list its
date of preparation, and provide the chemical and
common name of hazardous chemicals contained. It
also requires the MSDS to describe (1) physical and
chemical characteristics of the hazardous chemical,
(2) physical hazards, including potential for fire, ex-
plosion, and reactivity, (3) health hazards, including
signs and symptoms of exposure, and health condi-
tions potentially aggravated by the chemical, (4) the
primary route of entry, (5) the OSHA permissible expo-
sure limit, the American Conference of Governmental
Industrial Hygienists (ACGIH) threshold limit value, or
other recommended limits, (6) carcinogenic properties,
(7) generally applicable precautions, (8) generally ap-
plicable control measures, (9) emergency and first-aid
procedures, and (10) the name, address, and telephone
number of a party able to provide, if necessary, ad-
ditional information on the hazardous chemical and
emergency procedures.

Instructional Labels and Manuals
Few consensus standards currently specify how to de-
sign instructional labels and manuals. This situation
is, however, quickly changing. The ANSI Guide for
Developing User Product Information, was recently
published in 1990, and several other consensus or-

Part
D

3
9
.4



688 Part D Automation Design: Theory and Methods for Integration

Table 39.4 Summary of recommendations in selected warning systems (after Lehto and Miller [39.39], and Lehto and
Clark [39.9])

System Signal words Color coding Typography Symbols Arrangement

ANSI Z129.1 Danger Not specified Not specified Skull-and- Label arrangement

Precautionary Warning crossbones as not specified; examples

labeling of Caution supplement to given

hazardous Poison words. Acceptable

chemicals optional words symbols for three other

for delayed hazard types

hazards

ANSI Z535.2 Danger Red Sans serif, Symbols and Defines signal word,

Environmental Warning Orange Upper case, pictographs word message, symbol

and facility Caution Yellow Acceptable per ANSI Z535.3 panels in 1–3 panel designs.

safety signs Notice Blue typefaces, Four shapes for special use.

[General safety] Green Letter heights Can use ANSI Z535.4 for

[Arrows] as above; uniformity

B&W

otherwise per

ANSI Z535.1

ANSI Z535.4 Danger Red Sans serif, Symbols and Defines signal word,

Product safety Warning Orange Upper case, pictographs per message, pictorial panels

signs and labels Caution Yellow Suggested ANSI Z535.3; also in order of general to

per ANSI typefaces, Society of Automotive specific. Can use ANSI

Z535.1 Letter heights Engineers (SAE) Z535.2 for uniformity. Use

J284 Safety ANSI Z129.1 for chemical

Alert Symbol hazards

National Danger Red Not specified Electric Defines signal word, hazard,

Electrical Warning Red shock symbol consequences, instructions,

Manufacturers symbol. Does not specify

Association order

(NEMA)

guidelines:

NEMA 260

SAE J115 Danger Red Sans serif, Layout to Defines 3 areas: signal word

Safety signs Warning Yellow Typeface, accommodate panel, pictorial panel,

Caution Yellow Upper case symbols; specific message panel. Arrange in

symbols/pictographs order of general to specific

not prescribed

ISO standard: None. Three kinds Message Symbols and Pictograph or symbol is

ISO R557, of labels: panel is added pictographs placed inside appropriate

3864 Stop/prohibition Red below if shape with message panel

Mandatory Blue necessary below if necessary

action

Warning Yellow

ganizations are working on draft documents. Without
an overly scientific foundation, the ANSI Consumer
Interest Council, which is responsible for the above

guidelines, has provided a reasonable outline to man-
ufacturers regarding what to consider in producing
instruction/operator manuals. They have included sec-
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Table 39.4 (cont.)

System Signal Words Color Coding Typography Symbols Arrangement

OSHA Danger Red Readable at 5 ft Biological hazard Signal word and major

1910.145 Warning (tags Yellow or as required symbol. Major message (tags only)

Specification only) Yellow by task message can be

for accident Caution Fluorescent supplied by

prevention Biological Orange/ pictograph (tags

signs and tags Hazard, Orange-Red only). Slow-moving

BIOHAZARD, Green vehicle (SAE J943)

or symbol Fluorescent

[Safety Yellow-

instruction] Orange &

[Slow-moving Dark Red

vehicle] per ANSI

Z535.1

OSHA Per applicable In English Only as material safety

1910.1200 requirements data sheet

[Chemical] of Environmental

Hazard Protection Agency

communication (EPA), Food and

Drug Administra-

tion (FDA), and

Consumer Product

Safety Commission

(CPSC)

Westinghouse Danger Red Helvetica bold Symbols and Recommends 5 components:

handbook; Warning Orange and regular pictographs signal word, symbol/

FMC Caution Yellow weights, pictograph, hazard, result

guidelines Notice Blue Upper/lower of ignoring warning,

case avoiding hazard

tions covering organizational elements, illustrations,
instructions, warnings, standards, how to use language,
and an instructions development checklist. While the
guideline is brief, the document represents a useful ini-
tial effort in this area.

Safety Symbols
Numerous standards throughout the world contain
provisions regarding safety symbols. Among such stan-
dards, the ANSI Z535.3 standard, Criteria for Safety
Symbols, is particularly relevant for industrial prac-
titioners. The standard presents a significant set of
selected symbols shown in previous studies to be well
understood by workers in the USA. Perhaps more
importantly, the standard also specifies methods for
designing and evaluating safety symbols. Important

provisions include: (1) new symbols must be correctly
identified during testing by at least 85% of 50 or
more representative subjects, (2) symbols which do not
meet the understandability criteria should only be used
when equivalent word messages are also provided, and
(3) employers and product manufacturers should train
users regarding the intended meaning of the symbols.
The standard also makes new symbols developed under
these guidelines eligible to be considered for inclusion
in future revisions of the standard.

Warning Signs, Labels, and Tags
ANSI and other standards organizations provide very
specific recommendations about how to design warn-
ing signs, labels, and tags. These include, among other
factors, particular signal words and text, color coding
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schemes, typography, symbols, arrangement, and haz-
ard identification (Table 39.4).

Among the most popular signal words recom-
mended are: danger, to indicate the highest level of
hazard; warning, to represent an intermediate hazard;
and caution, to indicate the lowest level of hazard. Color
coding methods, also referred to as a color system,
consistently associate colors with particular levels of
hazard; for example, red is used in all of the standards
to represent the highest level of danger. Explicit rec-
ommendations regarding typography are given in nearly
all the systems. The most general commonality between
the systems is the recommended use of sans-serif type-
faces. Varied recommendations are given regarding the
use of symbols and pictographs.

The FMC and the Westinghouse systems advocate
the use of symbols to define the hazard and to convey
the level of hazard. Other standards recommend sym-
bols only as a supplement to words. Another area of
substantial variation shown in Table 39.4 pertains to
the recommended label arrangements. The proposed ar-
rangements generally include elements from the above
discussion and specify the image’s graphic content and
color, the background’s shape and color, the enclo-
sure’s shape and color, and the surround’s shape and
color. Many of the systems also precisely describe the
arrangement of the written text and provide guidance
regarding methods of hazard identification.

Certain standards also specify the content and word-
ing of warning signs or labels in some detail; for
example, ANSI Z129.1 specifies that chemical warn-
ing labels include (1) identification of the chemical
product or its hazardous component(s), (2) signal word,
(3) statement of hazard(s), (4) precautionary measures,
(5) instructions in case of contact or exposure, (6) an-

tidotes, (7) notes to physicians, (8) instructions in case
of fire and spill or leak, and (9) instructions for con-
tainer handling and storage. This standard also specifies
a general format for chemical labels that incorporate
these items and recommended wordings for particular
messages.

There are also standards which specifically address
the design of automated systems and alerts; for exam-
ple, the Department of Transportation, Federal Aviation
Administration’s (FAA) Human Factors Design Stan-
dard (HFDS) (2003) indicates that alarm systems
should alert the user to the existence of a problem, in-
form of the priority and nature of the problem, guide the
user’s initial response, and confirm whether the user’s
response corrected the problem. Furthermore, it should
be possible to identify the first event in a series of alarm
events (information valuable in determining the cause
of a problem). Consistent with our earlier discussion,
the standard suggests that information should be pro-
vided in multiple formats (e.g., visual and auditory) to
improve communication and reduce mental workload,
that auditory signals be used to draw attention to the lo-
cation of a visual display, and that false alarms should
not occur so frequently so as to undermine user trust in
the system. Additionally, users should be informed of
the inevitability of false alarms (especially in the case
of low base rates). A more in-depth discussion of the
FAA’s recommendations is beyond the scope of this
chapter – for additional information, see the Human
Factors Design Standard [39.111]. Recommendations
also exist for numerous other applications including au-
tomated cruise control/collision warning systems for
commercial trucks greater than 10 000 pounds [39.112]
as well as for horns, backup alarms, and automatic
warning devices for mobile equipment [39.113].

39.5 Challenges and Emerging Trends

The preceding sections of this chapter reveal that warn-
ings can certainly play an important role in automated
systems. One of the more encouraging results is that
people often tend to behave consistently with the pre-
dictions of normative models of decision making. From
a general perspective, this is true both if people com-
ply with warnings because they believe the hazard is
more serious, and if people ignore warnings with little
diagnostic value or when the cost of compliance is be-
lieved to be high. This result supports the conclusion
that normative models can play an important role in
suggesting and evaluating design solutions that address

issues such as operator mistrust of warnings, compla-
cency, and overreliance on warnings. Perhaps the most
fundamental design challenge is that of increasing the
value of the information provided by automated warn-
ing systems. Doing so would directly address the issue
of operator mistrust.

The most fundamental method of addressing this is-
sue is to develop improved sensor systems that more
accurately measure important variables that are strongly
related to hazards or other warned against events. Suc-
cessful implementations of this approach could increase
the diagnostic value of the warnings provided by auto-
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mated warning systems by reducing either false alarms
or misses, and hopefully both. Given the significant
improvements and reduced costs of sensor technology
that have been observed in recent years, this strategy
seems quite promising. Another promising strategy for
increasing the diagnostic value of the warnings is to de-
velop better algorithms for both integrating information
from multiple sensors and deciding upon when to pro-
vide a warning. Such algorithms might include methods
of adaptive automation that monitor the operator’s be-
havior, and respond accordingly; for example, if the
system detects evidence that the user is ignoring the
provided warnings, a secondary, more urgent warning
that requires a confirmatory response might be given
to determine if the user is disabled (i. e., unable to re-
spond because they are distracted or even sleeping).
Other algorithms might track the performance of par-
ticular operators over a longer period and use this data
to estimate the skill of the operator or determine the
types of information the operator uses to make deci-
sions. Such tracking might reveal the degree to which
the operator relies on the warning system. It also might
reveal the extent to which the other sources of informa-
tion used by operator are redundant or independent of
the warning.

Another challenge that has been barely, if it all,
addressed in most current applications of warning sys-
tems is related to the tacit assumption that the perceived
costs and benefits of correct detections, misses, false
alarms, and correct rejections are constant across op-
erators and situations. This assumption is clearly false,
because operators will differ in their attitudes toward
risk. Furthermore, the costs and benefits are also likely
to change greatly between situations; for example, the
expected severity of an automobile accident changes,
depending on the speed of the vehicle. This issue might
be addressed by algorithms based on normative models
which treat the costs and benefits of correct detections,
misses, false alarms, and correct rejections as random
variables which are a function of particular operators
and situations.

Many other challenges and areas of opportunity
exist for improving automated warnings; for exam-
ple, more focus might be placed on developing
warning systems that are easier for operators to un-
derstand. Such systems might include capabilities of
explaining why the warning is being provided and
how strong the evidence is. Other systems might
give the user more control over how the warning
operates.
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Automation Management. Part E The main aspects of automation management are covered by the chapters
in this part: Cost effectiveness and economic reasons for the design, feasibility analysis, implementation, ratio-
nalization, use, and maintenance of particular automation; performance and functionality measures and criteria,
such as quality of service, energy cost, reliability, safety, usability, and other criteria; issues involved with manag-
ing automation over its life cycles, and the use of embedded automation for this management; how to best prepare
the next generation of automation engineers, practitioners, inventors, developers, scientists, operators, and gen-
eral users, and how to best prepare and qualify automation professionals. Related also to the above topics are
the issues of how to manage automatically and control the increasingly complex and rapidly evolving software
assets, their maintenance, replacement, and upgrading; how to simplify the specification of increasingly more in-
tegrated, inter-dependent and complex automation; and what are some of the ethical concerns with automation
and solutions being developed to prevent abuse of automation and with automation.
This part concludes the first portion of the Handbook, which is devoted to the science, theory, design, and man-
agement aspects and challenges of automation. The next portion is devoted to the main functional areas of
automation, demonstrating the role of the previously discussed theories, techniques, models, tools and guide-
lines, as they are applied and implemented specifically and successfully and the obstacles they face in those
functional areas.
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Economic Rati40. Economic Rationalization of Automation Projects

José A. Ceroni

The future of any investment project is undeniably
linked to its economic rationalization. The chance
that a project is realized depends on our ability
to demonstrate the benefits that it can convey
to a company. However, traditional investment
evaluation must be enhanced and used carefully in
the context of rationalization to reflect adequately
the characteristics of modern automation systems.
Nowadays automation systems often take the form
of complex, strongly related autonomous systems
that are able to operate in a coordinated fashion
in distributed environments. Reconfigurability
is a key factor affecting automation systems’
economic evaluation due to the reusability of
equipment and software for the manufacturing
of several products. A new method based on an
analytical hierarchy process for project selection is
reviewed. A brief discussion on risk and salvage
consideration is included, as are aspects needing
further development in future rationalization
techniques.
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Worldwide adoption of automation advanced tech-
nologies such as robotics, flexible manufacturing, and
computer-integrated manufacturing systems has been
key to continued improvement of competitiveness in
present global markets [40.1]. Adequate definition and
selection of automation technology offers substantial
potential for cost savings, increased flexibility, better
product consistency, and higher throughput. However,
justifying automation technology based only on tradi-
tional economic criteria is at least biased and often
wrong. Lack of consideration of automation strate-
gic and long-term benefits has often led to failure in
adopting it [40.2–5]. Ignoring automation’s long-term
benefits and impact on company strategy leads to poor
decision-making on technologies to implement. Usually
nowadays, the long-range cost of not automating can

turn out to be considerably greater than the short-term
cost of acquiring automation technology [40.6].

A primary objective of any automation project must
be to develop a new integrated system able to provide
financial, operational, and strategic benefits. Thus the
automation project should avoid replicating current op-
erational methods and support systems. In this way, the
automation project should make clear the four differ-
ences from any other capital equipment project:

• Automation provides flexibility in production ca-
pability, enabling companies to respond effectively
to market changes, an aspect with clear economic
value.• Automation solutions force users to rethink and sys-
tematically define and integrate the functions of
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their operations. This reengineering process creates
major economic benefits.• Modern automation solutions are reprogrammable
and reusable, with components often having lifecy-
cles longer than the planned production facility.• Using automation significantly reduces require-
ments for services and related facilities.

These differences lead to operational benefits that in-
clude:

• Increased flexibility• Increased productivity• Reduced operating costs• Increased product quality• Elimination of health and safety hazards• Higher precision• Ability to run longer shifts• Reduced floor space.

Time-based competition and mass customization of
global markets are key competitive strategies of present-
day manufacturing companies [40.7]. Average product
lifecycle in marketplaces has changed from years
to months for products based on rapidly evolving
technologies. This demands agile automated systems,
created through the concept of common manufac-
turing processes organized modularly to allow rapid
deployment in alternative configurations. These recon-
figurable automated systems represent the cornerstone
in dealing with time-based competition and mass cus-
tomization.

Justification of reconfigurable automation systems
must necessarily include strategic aspects when com-
paring them with traditional manufacturing systems

developed under the product-centric paradigm. Product-
specific systems generally lack the economical recon-
figuration ability that would allow them to meet the
needs of additional products. Consequently traditional
systems are typically decommissioned well before their
capital cost can be recovered, and are then held in
storage until fully depreciated for tax purposes before
being sold at salvage value. However, it must be kept
in mind that reconfigurability claims for additional in-
vestment in design, implementation, and operation of
the system. Quick-change tooling are an example of re-
configurability equipment which allows rapid product
changeover. It is estimated that generic system capa-
bilities can increase the cost of reconfigurable system
hardware by as much as 25% over that of a comparable
dedicated system. On the other hand, software required
to configure and run reconfigurable automation systems
is often much more expensive to develop than simple
part-specific programs. Traditional economic evaluation
methods fail to consider benefits from capital reutiliza-
tion over multiple projects and also disregard strategic
benefits of technology. Upgrade of traditional eco-
nomic evaluation methods is required to account for the
short-term economic and long-term strategic value of
investing in reconfigurable automation technologies to
support the evolving production requirements of a fam-
ily of products. In this chapter the traditional economic
justification approach to automation system justification
is first addressed. A related discussion on economic as-
pects of automation not discussed in this chapter can
be found in Chap. 7. New approaches to automated sys-
tem justification based on strategic considerations are
presented next. Finally, a discussion on justification ap-
proaches currently being researched for reconfigurable
systems is presented.

40.1 General Economic Rationalization Procedure

In general terms, an economic rationalization enables us
to compare the financial benefits expected from a given
investment project with alternative use of investment
capital. Economic evaluation measures capital cost plus
operating expenses against cash-flow benefits estimated
for the project. This section describes a general ap-
proach to economic rationalization and justification of
automation system projects.

40.1.1 General Procedure for Automation
Systems Project Rationalization

The general procedure for rationalization and analysis
of automation projects presented here consists of a pre-
cost-analysis phase, followed by a cost-analysis phase.
Figure 40.1 presents the procedure steps and their se-
quence. The sequence of steps in Fig. 40.1 is reviewed
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in detail in the rest of this section and an example cost-
analysis phase is described.

40.1.2 Pre-Cost-Analysis Phase

The pre-cost-analysis phase evaluates the feasibility of
the automation project. Feasibility is evaluated in terms
of the technical capability to achieve production capac-
ity and utilization as estimated in production schedules.
The first six steps of the procedure include determin-
ing the most suitable manufacturing method, selecting
the tasks to automate, and the feasibility of these op-
tions (Fig. 40.1). Noneconomic considerations must be
studied and all data pertinent to product volumes and
operation times gathered.

Alternative Automated Manufacturing Methods
Production unit cost at varying production volumes for
three main alternative manufacturing methods (man-
ual labor, flexible automation, and hard automation)
are compared in Fig. 40.2 [40.8]. Manual labor is usu-
ally the most cost-effective method for low production
volumes; however, reconfigurable assembly is chang-
ing this situation drastically. Flexible, programmable
automation is most effective for medium production
volumes, ranging from a few tens or hundreds of prod-
ucts per year per part type to hundreds of thousands of
products per year. Finally, annual production volumes
of 500 000 or above seem to justify the utilization of
hard automation systems.

Boothroyd et al. [40.9] have derived specific for-
mulas for assembly cost (Table 40.1). By using these
formulas they compare alternative assembly systems
such as the one-operator assembly line, assembly center
with two arms, universal assembly center, free-transfer
machine with programmable workheads, and dedicated
machine. The last three systems are robotics-based
automated systems. The general expression derived
by [40.9] is

Cpr = tpr

(
Wt + WM′

SQ

)
,

where Cpr = unitary assembly cost, tpr = average as-
sembly time per part, Wt = labor cost per time, W =
operator’s rate in dollars per second, M′ = assembly
equipment cost per time, S = number of shifts, and Q =
operator cost in terms of capital equivalent.

Parameters and variables in this expression present
alternative relationships, depending on the type of as-
sembly system.

Figures 40.3 and 40.4 show the unitary cost for
the assembly systems at varying annual production
volumes. It can be seen that production of multiple
products increases costs, by approximately 100%, for
the assembly center with two arms and free-transfer ma-

2.2.1
Alternative automated

manufacturing methods

2.2.3
Selection of tasks to

automate

2.2.4
Noneconomic and

intangible considerations

2.2.2
Technical feasibility

evaluation

Fails

2.2.5
Determination of costs

and benefits

2.3.1
Period evaluation, depreciation,

and tax data requirements

2.3.3.b
Return on

invested capital

Decision

2.3.3.c
Payback period

2.3.3.a
Net present

value

2.3.2
Project cost analysis

2.3.3
Economic evaluation

2.2.6
Utilization analysis

Fails

Passes

Passes Pre-cost-analysis phase

Cost-analysis phase

New development
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present method

Develop new
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Fig. 40.1 Automation project economic evaluation procedure
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Fig. 40.2 Comparison of manufacturing methods for dif-
ferent production volumes

chine with programmable workheads, and by 1000% for
the dedicated hybrid machine.

Evaluation of Technical Feasibility
for Alternative Methods

Feasibility of the automation system plan must be
reviewed carefully. It is perfectly possible for an au-
tomation project to have a positive economic evaluation
but have problems with its feasibility. Although this
situation may seem strange it must be considered that
an automation project is rather complex and demands
specific operational conditions, far more complex than
those in conventional production systems. A thorough

Table 40.1 Comparison of assembly systems cost

Assembly system tpr Wt M′

Operator assembly line no feeders Kt0(1+ x) nW/k (n/k)(2CB + NpCC)

Operator assembly line with feeders Kt′0(1+ x) nW/k (n/k)(2CB + NpCC)+ Np(ny+ NdCF)

Dedicated hybrid machine t + xT 3W [nyCT + (T/t)(ny)CB]+ Np{(ny+ Nd)(CF +Cw)

+[ny+ (T/2t)(ny)]CC}
Free-transfer machine k(t + xT ) 3W (n/k)[CdA + (T/t +1)CB + Np[(ny+ Nd)CM +nCg

with programmable workheads +(n/k)(T/2t +0.5)CC]
Assembly center with two arms n(t/2+ xT ) 3W 2CdA + Np[CC +nCg + (ny+ Nd)CM]
Universal assembly center n(t/2+ xT ) 3W (2CdA +nyCPF +2Cug)+ NpCC

where: Cpr = product unit assembly cost, S = number of shifts, Q = equivalent cost of operator in terms of capital equivalent,

W = operator’s rate in dollars per second, d = degrees of freedom, k = number of parts assembled by each operator or

programmable workhead, n = total number of parts, Np = number of products, Nd = number of design changes,

CdA = cost of a programmable robot or workhead, CB = cost of a transfer device per workstation, CC = cost of a work carrier,

CF = cost of an automatic feeding device, Cg = cost of a gripper per part, CM = cost of a manually loaded magazine,

CPF = cost of a programmable feeder, CS = cost of a workstation for a single station assembly, Ct = cost of a transfer device

per workstation, Cug = cost of a universal gripper, CW = cost of a dedicated workhead, T = machine downtime for defective parts,

t0, t′0 = machine downtime due to defective parts, t = mean time of assembly for one part, x = ratio of faulty parts to acceptable

parts, and y = product styles

feasibility review must consider aspects such as the an-
swers to the following questions in case of automated
assembly:

• Is the product designed for automated assembly?• Is it possible to do the job with the planned proce-
dure and within the given cycle time?• Can reliability be ensured as a component of the
total system?• Is the system sufficiently staffed and operated by
assigned engineers and operators?• Is it possible to maintain safety and the designed
quality level?• Can inventory and material handling be reduced in
the plant?• Are the material-handling systems adequate?• Can the product be routed in a smooth batch-lot flow
operation?

Following the feasibility analysis, alternatives are
considered further in the evaluation. If the plan fails due
to lack of feasibility, a search for other type of solutions
is in order. Alternative solutions may involve the de-
velopment of new equipment, improvement of proposed
equipment or development of other alternatives.

Selection of Tasks to Automate
Selection of tasks for automation is a difficult process.
The following five job grouping strategies may assist
the determination of tasks to automate:
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• Components of products of the same family• Products presently being manufactured in proximity• Products consisting of similar components that
could share part-feeding devices• Products of similar size, dimensions, weight, and
number of components• Products with simple design possible to manufac-
ture within a short cycle time.

Noneconomic and Intangible Considerations
Issues related to specific company characteristics, com-
pany policy, social responsibility, and management
policy need to be addressed both quantitatively and
qualitative in the automation project. Adequate justifi-
cation of automation systems needs to consider aspects
such as:

• Compliance with the general direction of the com-
pany’s automation• Satisfaction of equipment and facilities standardiza-
tion policies• Adequate accommodation of future product model
changes or production plans• Improvement of working life quality and workers
morale• Positive impact on company reputation• Promotion of technical progress at the company.

Special differences among automated solutions (e.g.,
robots) and other case-specific capitalization equipment
also provide numerous intangible benefits, as the fol-
lowing list illustrates:

• Robots are reusable.• Robots are multipurpose and can be reprogrammed
for many different tasks.• Because of reprogrammability, robotic systems ser-
vice life can often be three or more times longer than
that of fixed (hard) automation devices.• Tooling costs for robotic systems also tend to be
lower owing to the programming capability around
certain physical constraints.• Production startup occurs sooner because of less
construction and tooling constraints.• Plant modernization can be implemented by elimi-
nating discontinued automation systems.

Determination of Costs and Benefits
Although costs and benefits expected from automa-
tion projects vary according to each particular case
being analyzed, a general classification of costs can

0.01 0.1 1 10

Free-transfer machine
with programmable workheads

Dedicated
hybrid machine

50 parts in one assembly (n = 50)
One product (Np = 1)
One style of each product (y = 1)
No design changes (Nd = 0)

Assembly center
with two arms

Universal
assembly center

Operator
assembly line

Assembly cost per part Cpr/n (US $)

Annual product volume V
(millions of assemblies per year)

0.1

0.01

0.001

0.5

Fig. 40.3 Comparison of alternative assembly systems (one prod-
uct)

include operators wages, capital, maintenance, design,
and power costs. However, it must be noted that, while
usually wages decrease at higher levels of automation,
the rest of the cost tend to increase. Figure 40.5 shows
the behavior of assembly costs at different automa-
tion levels [40.10]. Consequently, it would be possible
to determine the optimal degree of automation based
on the minimum total operational cost of the sys-
tem.

Questions regarding benefits of automation systems
often arise concerning long-range, unmeasurable effects
on economic issues. A few such issues include the im-
pact of the automation system on:

0.01 0.1 1 10

Free-transfer machine
with programmable
              workheads

Dedicated
hybrid machine

50 parts in one assembly (n = 50)
20 product (Np = 20)
One style of each product (y = 1)
No design changes (Nd = 0)

Assembly center
with two arms

Universal
assembly center

Operator
assembly line

Assembly cost per part Cpr/n (US $)

Annual product volume V
(millions of assemblies per year)

0.1

0.01

0.001

0.5

Fig. 40.4 Comparison of alternative assembly systems (20 prod-
ucts)
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Assembly cost

Personnel cost
Capital cost

Maintenance and energy cost

Costs Km ln

Degree of automation αop l

Fig. 40.5 Assembly costs as functions of the degree of
automation in the assembly case

• Product value and price• Increase of sales volume• Decrease of production cost• Decrease of initial investment requirements• Reduction of products lead time• Decrease of manufacturing costs• Decrease of inventory costs

Table 40.2 Difficult-to-quantify benefits of automation. Analyzing the amount of change in each of these categories in
response to automation and assigning quantitative values to these intangible factors is necessary if they are to be included
in the financial analysis. Otherwise they can only be used as weighting factors when determining the best alternative

Automation can improve Automation can reduce or eliminate

Flexibility Hazardous, tedious jobs

Plant modernization Safety violations and accidents

Labor skills of employees Personnel costs for training

Job satisfaction Clerical costs

Methods and operations Cafeteria costs

Manufacturing productivity capacity Need for restrooms, need for parking spaces

Reaction to market fluctuations Burden, direct, and other overhead costs

Product quality Manual material handling

Business opportunities Inventory levels

Share of market Scrap and errors

Profitability New product launch time

Competitive position

Growth opportunities

Handling of short product lifecycles

Handling of potential labor shortages

Space utility of plant

Level of management

• Decrease of direct and indirect labor costs• Decrease of overhead rate• Full utilization of automated equipment• Decrease of setup time and cost• Decrease of material-handling cost• Decrease of damage and scrap costs.

Table 40.2 lists additional difficult-to-quantify ben-
efits usually associated with automation projects.

Utilization Analysis
Underutilized automated systems usually cannot be
cost-justified, mainly due to the high initial startup ex-
penses and low labor savings they result in. Considera-
tion of additional applications or planned future growth
are required to drive the potential cost-effectiveness up;
however, there are also additional costs to consider, for
example, tooling and feeder costs associated with new
applications.

40.1.3 Cost-Analysis Phase

This phase of the methodology focuses on detailed cost
analysis for investment justification and includes five
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Table 40.3 Example data

Project costs

Machine cost $ 80 000

Tooling cost $ 13 000

Software integration $ 30 000

Part feeders $ 20 000

Installation cost $ 25 000

Total $ 168 000

Actual realizable salvage $ 12 000

Table 40.4 MACRS percentages

Year Percentage

1 20.00

2 32.00

3 19.20

4 11.52

5 11.52

6 5.76

steps (Fig. 40.1). To evaluate economically the automa-
tion project installation, the following data are required:

• Capital investment of the project• Estimated changes in gross incomes (revenue, sales,
savings) and costs expected from the project.

To illustrate the remaining steps of the methodology,
an example will be developed. Installation cost, oper-
ation costs, and salvage for the example are as given in
Table 40.3.

Table 40.5 Costs and savings (dollars per year)

Year 1 2 3 4 5 6

Labor savings 70 000 70 000 88 000 88 000 88 000 88 000

Quality savings 22 000 22 000 28 000 28 000 28 000 28 000

Operating costs (increase) (25 000) (25 000) (19 000) (12 000) (12 000) (12 000)

Table 40.6 Net cash flow

End of year K&L Total Ga C Db X

0 168 000 – – – −168 000

1 92 000 25 000 33 600 53 640

2 92 000 25 000 53 760 61 704

3 116 000 19 000 32 256 71 102

4 116 000 12 000 19 354 70 142

5 116 000 12 000 19 354 70 142

6 L = 12 000 116 000 12 000 9677 78 271

a: These are the sums of labor and quality savings (Table 40.5)
b: Computed with the MACRS for each year

Period Evaluation, Depreciation,
and Tax Data Requirements

Before proceeding with the economic evaluation, the
evaluation period, tax rates, and tax depreciation
method must be specified. We will consider in the exam-
ple an evaluation period of 6 years. We will use the US
Internal Revenue Service’s Modified Accelerated Cost
Recovery System (MACRS) for 5 years (Table 40.4).
Tax rate considered is 40%. These values are not fixed
and can be changed if deemed appropriate.

Project Cost Analysis
The project cost is as given in Table 40.3 (US$ 168 000).
To continue it is necessary to determine (estimate)
the yearly changes in operational cost and cost sav-
ings (benefits). For the example these are as shown in
Table 40.5.

Economic Rationalization
Techniques used for the economic analysis of au-
tomation applications are similar to those for any
manufacturing equipment purchase. They are usually
based on net present value, rate of return or payback
(payout) methods. All of these methods require the de-
termination of the yearly net cash flows, which are
defined as

X j = (G −C) j − (G −C − D) j (T )− K + L j ,

where X j = net cash flow in year j, G j = gross income
(savings, revenues) for year j, C j = total costs for year
j, D j = tax depreciation for year j, T = tax rate (as-
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Table 40.7 Pairwise comparison of criteria and weights

Criteria Price Weight Power Spindle Diameter Stroke

Price 1.00 0.52 0.62 0.41 0.55 0.59

Weight 1.93 1.00 2.60 1.21 1.30 2.39

Power 1.61 0.38 1.00 0.40 0.41 1.64

Spindle 2.44 0.83 2.47 1.00 0.40 0.46

Diameter 1.80 0.77 2.40 2.49 1.00 2.40

Stroke 1.69 0.42 0.61 2.17 0.42 1.00

sumed constant), K = project cost (capital expenditure),
and L j = salvage value in year j.

The net cash flows are given in Table 40.6.

Net Present Value (NPV). Once the cash flows have been
determined, the net present value (NPV) is determined
using the equation

NPV =
n∑

j=0

X j

(1+ k) j
=

n∑
j=0

X j (P/F, k, j) ,

where X j = net cash flow for year j, n = number of
years of cash flow, k = minimum acceptable rate of re-
turn (MARR), and 1/(1+ k) j = discount factor, usually
designated as (P/F, k, j).

With the cash flows of Table 40.6 and k = 25%, the
NPV is

NPV =−168 000+53 640(P/F, 25, 1)

+61 704(P/F, 25, 2)+· · ·
+78 271(P/F, 25, 6) = $ 18 431 .

The project is economically acceptable if its NPV is
positive. Also, a positive NPV indicates that the rate of
return is greater than k.

Return on Invested Capital (ROIC). The ROIC or rate of
return is the interest rate that makes the NPV = 0. It is
sometimes also referred to as the internal rate of return
(IRR). Mathematically, the ROIC is defined as

0 =
n∑

j=0

X j

(1+ i) j
=

n∑
j=0

X j (P/F, i, j) ,

where i = ROIC.
For this example the ROIC is determined from the

following expression

0 = −168 000+53 640(P/F, i, 1)

+61 704(P/F, i, 2)+· · ·+78 271(P/F, i, 6) .

To solve the previous expression for i, a trial-
and-error approach is needed. Assuming 25%, the
right-hand side gives $ 18 431 (NPV calculation) and
with 35% it is $ −11 719. Therefore the ROIC using
linear interpolation is approximately 31%. This ROIC
is now compared with the minimum acceptable rate
of return (MARR). In this example the MARR is that
used for calculating the NPV. If ROIC ≥ MARR the
project is acceptable; otherwise it is unacceptable. Con-
sequently the NPV and the rate-of-return methods will
give the same decision regarding the economic desir-
ability of a project (investment). It is pointed out that
the definitions of cash flow and MARR are not in-
dependent. Also, the omission of debt interest in the
cash-flow equation does not necessarily imply that the
initial project cost (capital expenditure) is not being
financed by some combination of debt and equity cap-
ital. When total cash flows are used, the debt interest
is included (approximately) in the definition of MARR
as

MARR = ke(1− c)+ kd(1−T )c ,

where ke = required return for equity capital, kd = re-
quired return for debt capital, T = tax rate, and c =
debt ratio of the pool of capital used for current capital
investments.

It is not uncommon in practice to adjust (increase)
ke and kd to account for project risk and uncertainties in
economic conditions.

The effects of automation on ROIC (Fig. 40.6)
are documented elsewhere in the literature [40.11].
The main effects of automation can be classified
into reduction of capital or increased profits or, more
desirably, both simultaneously. Automation may gen-
erate investment capital savings in project engineering,
procurement costs, purchase price, installation, configu-
ration, calibration or project execution. Working capital
requirements may be lowered by reducing raw material
(quantity or price), product inventories, spares parts for
equipment, reduced energy and utilities utilization or
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Reduce capital Increase profit

Increased ROIC
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Fig. 40.6 Effects of automation on ROIC

increased product yields. Maintenance cost are dimin-
ished in automation solutions by reducing unscheduled
maintenance, number of routine checks, time required
for maintenance tasks, materials purchase, and num-
ber and cost of scheduled shutdown tasks. Automation
also contributes to reduce impacts (often hard to quan-
tify) due to health, safety, and environmental issues in
production systems.

Profits could increase due to automation by in-
creasing the yield of more valuable products. Reduced
work-in-process inventory and waste result in higher
revenue per unitary input to the system. Although
higher production yield will be meaningful only if the
additional products can be sold, today’s global mar-
kets will surely respond positively to added production
capacity.

Payback (Payout) Period. An alternative method used
for economic evaluation of a project is the payback
period (or payout period). The payback period is the
number of years required for incoming cash flows to
balance the cash outflows. The payback period (p) is
obtained from the expression

0 =
p∑

j=0

X j .

This is one definition of the payback period, although an
alternative definition that employs a discounting proce-
dure is most often used in practice. Using the cash flow
given in Table 40.6, the payback equations for 2 years
gives

−168 000+53 640+61 704 = $−52 656

and for 3 years it is

−168 000+53 640+61 704+71 102 = $18 446 .

Therefore, using linear interpolation, the payback
period is

p = 2+ 52 656

71 102
= 2.74 years .

40.1.4 Additional Considerations

The following aspects must be kept in mind when ap-
plying the general procedure and related techniques
described in this section. Careful review of these issues
will ensure that the evaluation is proven correct:

• Cash-flow equation component values are incre-
mental. They represent increases or decreases re-
sulting directly from the project (investment) under
consideration.
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• The higher the NPV and rate of return, the better
(shorter) the payback period.• Utilization of the payback period as a primary crite-
rion is questionable since it does not consider the
cash flows generated after the payback period is
achieved.• When evaluating mutually exclusive alternatives,
select the highest NPV alternative. Using the high-

est rate of return is incorrect. This point is made
clear by Stevens [40.12], Blank [40.13], Thuesen
and Fabrycky [40.14].• When selecting a subset of projects from a larger
group of independent projects due to some con-
straint (restriction), the objective should be to
maximize the NPV of the subset of projects subject
to the constraint(s).

40.2 Alternative Approach to the Rationalization of Automation Projects

40.2.1 Issues in Strategic Justification
of Advanced Technologies

The analysis typically performed for justifying ad-
vanced technology as outlined in Sect. 40.1 is financial
and short term in nature. This has caused difficulty
in adopting systems, and technology having both
strategic implications and intangible benefits usually
not captured by traditional justification approaches.
Elsewhere in the literature a number of other is-
sues that make justification and adoption of strategic
technologies difficult can be found, including high cap-
ital costs and risks, difficulty in quantifying indirect
and intangible benefits, inappropriate capital budget-
ing procedures, and technological uncertainties [40.15].
Another complicating factor in the justification of
integrated technologies is the cultural and organiza-
tional issues involved. The impact of implementing
a flexible manufacturing system crosses many orga-
nizational boundaries. The success or failure of this
implementation depends on the buy-in of all organi-
zations and individuals involved. Traditional methods
of justification often do not consider these organiza-
tional impacts and are not designed for group consensus
building.

The literature discusses many of the intangible
and nonquantifiable benefits of implementing auto-
mated systems; the most often mentioned is flexibility.
Zald [40.16] discusses four kinds of flexibility provided
by automated systems:

• Mix flexibility: the ability to have multiple products
in the same product process at the same time• Volume flexibility: the ability to change the process
so that additional or less throughput is achieved• Multifunction flexibility: the ability to have the
same device do different tasks by changing tools on
the device

• New product flexibility: the ability to change and
reprogram the process as the manufactured product
changes.

Other frequently mentioned benefits include improved
product quality, better customer service, improved re-
sponse time, improved product consistency, reduction
in inventories, improved safety, better employee morale,
improved management and operation of processes,
shorter cycle times and setups, and support for contin-
uous improvement and just-in-time (JIT) efforts [40.3–
6].

40.2.2 Analytical Hierarchy Process (AHP)

Rarely do automation systems comprise out-of-the-box
solutions. In fact, most automated systems nowadays
comprise a collection of equipment properly integrated
into an effective solution. This integration process
makes evaluation of alternative solutions more com-
plex, due to the many combinations possible for the
configuration of all available components. To assist
the equipment selection process AHP has been im-
plemented in the form of decision support systems
(DSSs) [40.17]. AHP was developed by Saaty [40.18]
as a way to convey the relative importance of a set of
activities in a quantitative and qualitative multicriteria
decision problem. The AHP method is based on three
principles: the structure of the model [40.19], compar-
ative judgment of alternatives and criteria [40.20], and
synthesis of priorities. Despite the wide utilization of
AHP, selection of casting process [40.21], improvement
of human performance in decision-making [40.19], and
improvement of quality-based investments [40.22], the
method has shortcomings related to its inability to han-
dle decision-maker’s uncertainty and imprecision in
determining values for the pairwise comparison process
involved. Another difficulty with AHP lies in the fact
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Table 40.8 AHP results

Criteria Weights (ω) λmax, CI, RI CR

Price 0.090 λmax = 6.201 0.032

Weight 0.244

Power 0.113 CI = 0.040

Spindle 0.266

Diameter 0.186 RI = 1.24

Stroke 0.101

CR: Consistency ratio

RI: Random index

CI: Consistency index

that not every decision-making problem may be cast
into a hierarchical structure.

Next, a proposed method implementing AHP is
reviewed using a numerical application for computer
numerical control (CNC) machine selection.

The AHP-PROMETHEE Method
The preference ranking organization method for en-
richment evaluation (PROMETHEE) is a multicri-
teria decision-making method developed by Brans
et al. [40.23, 24]. Implementation of PROMETHEE
requires two types of information: (1) relative im-
portance (weights of the criteria considered), and
(2) decision-maker’s preference function (for compar-
ing the contribution of alternatives in terms of each
separate criterion). Weights coefficients are calculated
in this case using AHP. Figure 40.7 presents the various
steps of the AHP-PROMETHEE integration method.

The AHP-PROMETHEE method is applied to
a manufacturing company wanting to purchase a num-
ber of milling machines in order to reduce work-in-
process inventory and replace old equipment [40.17].
A decision-making team was devised and its first task
was to determine the five milling machines candi-
dates for the purchasing and six evaluation criteria:

Table 40.9 Evaluation matrix for the milling machine case

Criteria Price Weight Power Spindle Diameter Stroke

Unit US $ kg W rpm mm mm

Max/min Min Min Max Max Max Max

Weight 0.090 0.244 0.113 0.266 0.186 0.101

Machine 1 936 4.8 1300 24 000 12.7 58

Machine 2 1265 6.0 2000 21 000 12.7 65

Machine 3 680 3.5 900 24 000 8.0 50

Machine 4 650 5.2 1600 22 000 12.0 62

Machine 5 580 3.5 1050 25 000 12.0 62

Table 40.10 Preference functions

Criteria PF Thresholds

q p s

Price Level 600 800 –

Weight Gaussian – – 4

Power Level 800 1200 –

Spindle Level 20 000 23 000 –

Diameter Gaussian – – 6

Stroke V-shape – 50 –

Table 40.11 PROMETHEE flows

Alternatives Φ+ Φ− Φ

Machine 1 0.0199 0.0139 0.0061

Machine 2 0.0553 0.0480 0.0073

Machine 3 0.0192 0.0810 −0.0618

Machine 4 0.0298 0.0130 0.0168

Machine 5 0.0478 0.0163 0.0315

price, weight, power, spindle, diameter, and stroke. The
decision structure is depicted in Fig. 40.8. The next
step is for decision team experts to assign weights on
a pairwise basis to decision criteria, as presented in Ta-
ble 40.7. Results from AHP calculations are shown in
Table 40.8 and show that the top three criteria for the
case are spindle, weight, and diameter. The consistency
ratio of the pairwise comparison matrix is 0.032 < 0.1,
which indicates weights consistency and validity.

Following the application of AHP, PROMETHEE
steps are carried out. The first step comprises the eval-
uation of five alternative milling machines according to
the evaluation criteria previously defined. The resulting
evaluation matrix is shown in Table 40.9.

Next, a preference function (PF) and related thresh-
olds are defined by the decision-making team for each
criterion. PF and thresholds consider features of the
milling machines and the company’s purchasing pol-

Part
E

4
0
.2



Economic Rationalization of Automation Projects 40.3 Future Challenges and Emerging Trends in Automation Rationalization 711

1

Machine 5

Φ+ 0.05

Φ– 0.02

3

Machine 2

Φ+ 0.06

Φ– 0.05

2

Machine 4

Φ+ 0.03

Φ– 0.01

4

Machine 1

Φ+ 0.02

Φ– 0.01

5

Machine 3

Φ+ 0.02

Φ– 0.08

Fig. 40.9 PROMETHEE I partial ranking

icy. Table 40.10 shows preference functions and their
thresholds.

The partial ranking of alternatives is determined
according to PROMETHEE I, based on the positive
and negative flows shown in Table 40.11. The result-
ing partial ranking is shown in Fig. 40.9 and reveals that
machine 5, machine 2, machine 4, and machine 1 are
preferred over machine 3, and machine 4 is preferred
over machine 1. The partial ranking also shows that ma-
chine 5, machine 4, and machine 2 are not comparable,
as well as machine 5 and machine 1, and machine 2 and
machine 1.

PROMETHEE II uses the net flow in Table 40.11 to
compute a complete ranking and identify the best alter-
native. According to the complete ranking, machine 5
is selected as the best alternative, while the other ma-
chines are ranked accordingly as machine 4, machine 2,
machine 1, then machine 3 (Fig. 40.10).
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Fig. 40.10 PROMETHEE II complete ranking
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π

Fig. 40.11 GAIA decision plane

The geometrical analytic for interactive aid (GAIA)
plane [40.25] representing the decision (Fig. 40.11)
shows that: price has great differentiation power,
criteria 1 (price) and 3 (power) are conflicting, ma-
chine 2 is very good in terms of criterion 3 (power),
and machine 3 is very good in terms of crite-
ria 2 and 4. The vector π (decision axis) represents
the compromise solution (selection must be in this
direction).

40.3 Future Challenges and Emerging Trends
in Automation Rationalization

40.3.1 Adjustment of Minimum Acceptable
Rate of Return in Proportion
to Perceived Risk

Since capital investments involve particular levels of
risk, it is common practice for management to increase
the MARR for automation projects involving higher
risk. Assigning a higher MARR forces the proposed

projects to generate greater return on their capital in-
vestment. A similar strategy is proposed to recognize
the fact that capital equipment that can be reused for
additional projects is less likely to experience a decline
in its value due to unforeseen reductions in a given
product’s demand and market life.

Traditionally, more stringent MARR requirements
are applied to the entire capital investment. It is pro-
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posed that only the portion of the capital investment
that is at risk due to sudden changes in market de-
mand or operating conditions should be forced to meet
these more demanding rate of return. This approach
to assigning risk will explicitly recognize and promote
the development and reuse of reconfigurable automa-
tion by compensating for its higher initial development
and implementation costs through lower rate-of-return
requirements.

40.3.2 Depreciation
and Salvage Value Profiles

Mechanisms for capital depreciation and estimated
project salvage values also have a significant effect on
the financial justification of automation. Two mecha-
nisms of depreciation must be considered: tax and book
depreciation. Tax depreciation methods provide a sys-
tematic mechanism to acknowledge the reduction of
capital asset value over time. Since depreciation is tax-
deductible, it is generally in the best interests of the
company to depreciate the asset as quickly as possi-
ble. Allowable depreciation schedules are determined
by the country tax code. Tax depreciation can become
a factor when comparing product-specific automation
for reconfigurable systems when the projected prod-
uct life is less than the legislated tax depreciation life.
Under these circumstances the product-specific systems
can be sold on the open market and the remaining tax
depreciation would be forfeited. A second alternative is
that the system would be decommissioned and stored
by the company until it is fully depreciated and then

sold for salvage. Instead, it is unlikely that the life of
a reconfigurable system would be shorter than the estab-
lished tax depreciation period due to its redeployment
for a new application project. Tax depreciation terms are
determined by tax and accounting conventions rather
than the expected service life of the asset. Book depre-
ciation schedules are therefore developed to predict the
realizable salvage value at the end of an asset’s useful
life. Two approaches for determining realizable salvage
value can be utilized: the internal asset value in the
organization (when it is used in an additional project)
and the asset value when sold for salvage. Automation
equipment profitably redeployed within the same com-
pany is clearly more valuable to that organization than
to an equipment reseller.

Product-specific automation, when sold off for
scrap, has value for potential buyers only due to
their interest in key system components. Product- and
process-specific tooling will represent very little value
for equipment resellers and, most likely, all the custom
engineering and software development required to field
the system will be lost. On the other hand, if the sys-
tem has been developed based on modular components,
well understood by the user and other manufacturing
organizations, it may represent more value than a com-
pletely new set of system components. A redeployed
system may result in lower time and cost to provide
useful automation resources. Investments made in the
development of process technology may be of value
in subsequent projects [40.26]. Application software, if
developed in a modular fashion, also has the potential
for reutilization.

40.4 Conclusions

Although computation of economic performance indi-
cators for automation projects is often straightforward,
rationalization of automation technology is fraught
with difficulty and many opportunities for long-term
improvements are lost because purely economic eval-
uation apparently showed no direct economic benefit.
Modern methods, taking into account risks involved

in technology implementation or comparison of com-
plex projects, are emerging to avoid such high-impact
mistakes. In this chapter, in addition to providing
the traditional economic rationalization methodology,
strategic considerations are included plus a discussion
on current trends of automation systems towards agility
and reconfigurability.
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Quality of Ser41. Quality of Service (QoS) of Automation

Heinz-Hermann Erbe (Δ)

Quality of service (QoS) of automation involves
issues of cost, affordability, energy, mainte-
nance, and dependability. This chapter focuses
on cost, affordability, and energy. (The next chap-
ter addresses the other aspects.) Cost-effective
or cost-oriented automation is part of a strat-
egy called low-cost automation. It considers the
life cycle of an automation system with respect
to their owners: design, production, operating,
and maintenance, refitting or recycling. Afford-
able automation is another part of the strategy.
It considers automation or automatic control in
small enterprises to enhance their competitiveness
in manufacturing and service. Despite relative ex-
pensive components the automation system can
be cheap with respect to operation and main-
tenance. As examples are discussed: numerical
controls of machine tools; shop floor control with
distributed information processing; programmable
logic controllers (PLCs) shifting to general-purpose
(PC); smart devices, i. e. information processing in-
tegrated in sensors and actuators; and distributed
manufacturing, and maintenance.

Energy saving can be supported by auto-
matic control of consumption in households, office
buildings, plants, and transport. Energy intensity
is decreasing in most developing countries, caused
by changing habits of people and by new control
strategies. Centralized generation of electrical en-
ergy has advantages in terms of economies of scale,
but also wastes energy. Decentralized generation
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of electricity and heat in regional or local units are
of advantage. A combination of wind energy, solar
energy, hydropower, energy from biomass, and
fossil fuel in small units could provide electrical
energy and heat in regions isolated from grids.
These hybrid energy concepts are demanding
advanced, but low-cost, controls.

The term low-cost automation was born in 1986 at
a symposium in Valencia sponsored by the International
Federation of Automatic Control [41.1]. However, the
use of this term led to a misunderstanding of low-cost
automation as a technology with poor performance,
although the intention was to promote affordable au-

tomation devices and to reduce the life cycle cost
or cost of ownership of automation systems. The in-
tention was also to bridge the gap between control
theory and control engineering practice by applications
using low-cost techniques. Ortega [41.2] pointed out
that the transfer of knowledge between the academic
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community and the industrial user is far from satis-
factory, and it still is, particular regarding small- and
medium-sized industry. However, developments in con-
trol theory are based on principles that can appeal to
concepts with which the practical engineer is famil-
iar. Despite the successfully demonstration of advances
of modern control methods over classical ones, actual
implementations of automatic control in manufacturing
plants show a preference for classical proportional–
integral–derivative (PID) control. Two key factors are
considered [41.3]:

1. Return on investment (better, cheaper, and faster)
2. Ease of application.

To be utilized broadly, a new technology must
demonstrate tangible benefits, be easier to implement
and maintain, and/or substantially improve performance
and efficiency. Sometimes a new control method is
not pursued due to poor usability during operation
and troubleshooting in an industrial environment. The
PID, due to its simplicity, whether implemented ana-
log or digital, provides advantages in its application.
However, manufacturing systems are becoming more
complex. Control needs include single-input/single-
output SISO and multiple-input/multiple-output MIMO
controllers. Therefore control techniques beyond PID
control become necessary. State-space methods are well
developed and provide many advantages if well under-
stood [41.3].

Low-cost automation is now established as a strat-
egy to achieve the same performance as sophisticated
automation but with lower costs. The designers of au-
tomation systems have a cost frame within which they
have to find solutions. This is a challenge to theory and
technology of automatic control, as the main parts of au-
tomation. Low-cost automation is not an oxymoron, like
military intelligence or jumbo shrimps. It opposes the
rising cost of sophisticated automation and propagates
the use of innovative and intelligent solutions at afford-
able cost. The concept can be regarded as a collection of
methodologies aiming at the exploitation of tolerance
to imprecision or uncertainties to achieve tractability,
robustness, and finally low-cost solutions. Mathemati-
cally elegant designs of automation systems are often
not feasible because of their neglect of real-world prob-
lems, and in addition are often very expensive for their
owners.

Cost aspects are mostly considered when designing
automation systems. However, in the end, industry is
looking for intelligent solutions and engineering strate-
gies for saving cost but that nevertheless have secure,

high performance. Field robots in several domains such
as manufacturing plants, buildings, offices, agricul-
ture, and mining are candidates for reducing operation
cost. Enterprise integration and support for networked
enterprises are considered as cost-saving strategies.
Human–machine collaboration is a new technological
challenge, and promises more than cooperation. Last
but not least, condition monitoring of machines to re-
duce maintenance cost and avoid downtime of machines
and equipment, if possible, is also a new challenge, and
promotes e-Maintenance [41.4] and e-Service [41.5].

The reliability of low-cost automation is indepen-
dent of the grade of automation, i. e., it covers all
possible circumstances in its field of application. Often
it is more suitable to reduce the grade of automa-
tion and involve human experience and capabilities to
bridge the gap between theoretical findings and practi-
cal requirements [41.6]. On the other hand, theoretical
findings in control theory and practice foster intelli-
gent solutions with respect to saving costs. Anyway,
reliability is a must for all automation systems, al-
though this requirement has no one-to-one relation to
cost.

As an example one may consider computer-
integrated manufacturing (CIM). The original concept
of CIM connected automatically the design of parts
to machines at the workshop via shop floor planning
and scheduling software, and therefore used a lot of
costly components and instruments. After a while this
kind of automation turned out not to be cost effec-
tive, because the centralized control system had to fight
against uncertainties and unexpected events. Decen-
tralization of control and the involvement of human
experience and knowledge along the added-value chain
of the production process required less sophisticated
hardware and software and reduced manufacturing cost,
which allowed CIM to break through even in small and
medium-sized enterprises [41.7].

Low-cost automation also concerns the implemen-
tation of automation systems. This should be as easy
as possible and also facilitate maintenance. Mainte-
nance is very often the crucial point and an important
cost factor to be considered. Standardization of compo-
nents of automation systems could also be very helpful
to reduce cost, because it fosters usability, distribu-
tion, and innovation in new applications, for example
fieldbus technology in manufacturing and building
automation.

The components of an automation/control system,
such as sensors, actuators and the controller itself, can
incorporate advances in information technology. Lo-
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cal information processing allows for integration at the
level of components, reducing total cost and provid-
ing new features in control lines. They may be wireless
connected because of low data stream rates. Smart
sensors and actuators are new developments for indus-
trial automation [41.8]. The cost of wireless links will
fall while the cost of wired connections will remain
about constant, making wireless increasingly a logi-
cal choice for communication links. However, wireless
links will not be applicable in all situations, notably
those cases where high reliability and low latencies are
required. The implication for factory automation sys-
tems is that processing and storage will become cheap:
every sensor, actuator, and network node can be eco-
nomically provided with unlimited processing power.
If processing and storage systems become inexpen-
sive relative to wiring costs, then the trend will be to
locate processing power near where it is needed in or-
der to reduce wiring costs. The trend will be to apply
more processing and storage systems when and where
they will reduce the cost of interconnections. The cost
of radio and networking technology has fallen to the
point where a wireless connection is already less ex-
pensive than many wired connections. New technology
promises to further reduce the cost of wireless connec-
tions [41.9].

Distributed collaborative engineering, i. e., the con-
trol of common work over remote sites, is now an
emerging topic in cost-oriented automation. Integrated
product and process development as a cost-saving strat-
egy has been partly introduced in industry. However, as
Nnaji et al. [41.10] mention, lack of information from
suppliers and working partners, incompleteness and in-
consistency of product information/knowledge within
the collaborating group, and incapability of processing
information/data from other parties due to the problem
of interoperability hamper effective use. Hence, collab-
orative design tools are needed to improve collaboration
among distributed design groups, enhance knowledge
sharing, and assist in better decision making. (See also
Chaps. 26, 88.)

Mixed-reality concepts could be useful for col-
laborative distributed work because they address two
major issues: seamlessness and enhancing reality.
In mixed-reality distributed environments information
flow can cross the border between reality and virtual-
ity in an arbitrary bidirectional way. Reality may be
the continuation of virtuality, or vice versa [41.11],
which provides a seamless connection between the
two worlds. This bridging or mixing of reality and
virtuality opens up some new perspectives not only

for work environments but also for learning or train-
ing environments [41.12, 13]. (See also Chaps. 15,
86.)

The changing global context is having an impact on
local and regional economies, particularly on small and
medium-sized enterprises. Global integration and inter-
national competitive pressures are intensifying at a time
when some of the traditional competitive advantages –
such as relatively low labor costs – enjoyed by certain
countries are vanishing.

One can see growing emphasis on strategies for
encouraging supply-chain (vertical) and horizontal net-
working. These could be means for facilitating agile
manufacturing. Agile manufacturing is built around the
synthesis of a number of independent enterprises form-
ing a network to join their core skills, competencies,
and capacities to be able to operate profitably in a com-
petitive environment characterized by unpredictable and
continually changing customer demands. Agile manu-
facturing is underpinned by collaborative design and
manufacturing in networks of legally separate and spa-
tially distributed companies. Such networks are useful
in optimizing current processes and mastering sporadic
change in demand, material, and technology [41.14].
Distributed collaborative automation in manufacturing
networks is therefore an emerging area for automatic
control.

Energy-saving strategies and also individual solu-
tions for reducing energy consumption are challenging
politicians, the public, and researchers. The cost aspect
is very important. Components of controllers such as
sensors and actuators may be expensive, but one has to
calculate savings in energy costs over a certain period
or life cycle of a building or plant.

Energy provision and consumption based on finite
resources can cause conflicts between customers, and
between customers and suppliers. Energy savings are
necessary due to these finite resources. Effective use of
available energy can be supported by automatic control
of consumption in households, office buildings, plants,
and transportation. Energy intensity is decreasing in
most developing countries. This is caused by changing
habits of people but also by new control strategies. The
use of energy in a country, in the residential sector, the
commercial building sector, the transportation sector,
and the industrial sector, influences the competitiveness
of the economy, the environment, and the comfort of the
inhabitants.

Building automation is generally a highly cost-
oriented business. The goal is to provide acceptable
comfort conditions at the lowest possible cost in terms

Part
E

4
1



718 Part E Automation Management

of implementation, operation, and maintenance. Energy
saving is one of the most important goals in building
automation [41.15]. (See also Chap. 62.)

In Sect. 41.1 the strategy of cost-oriented automa-
tion will be explained with the examples of cost of
ownership and robotics. Section 41.2 continues, cov-
ering affordable automation with subsections on smart

devices, i. e., information processing embedded in sen-
sors, and actuators, programmable logic controllers
as important components of an affordable automa-
tion, and examples of low-cost production technology.
Section 41.3 covers energy saving with automatic con-
trol using the aforementioned strategies. (See also
Chap. 40.)

41.1 Cost-Oriented Automation

Cost-oriented automation as part of the strategy of low-
cost automation considers the cost of ownership with
respect to the life cycle of the system:

• Designing• Implementing• Operating• Reconfiguring• Maintenance• Recycling.

Components and instruments could be expensive if life
cycle costs are to decrease. An example is enterprise
integration or networked enterprises as production sys-
tems that are vertically (supply chain) or horizontally
and vertically (network) organized.

Cost-effective product and process realization has
to consider several aspects regarding automatic con-
trol [41.13]:

• Virtual manufacturing supporting integrated prod-
uct and process development• Tele- or web-based maintenance (cost reduction
with e-Maintenance systems in manufacturing)• Small and medium-sized (SME)-oriented agile
manufacturing.

Agile manufacturing here is understood as the synthesis
of a number of independent enterprises forming a net-
work to join their core skills.

As mentioned above, life cycle management of
automation systems is important regarding cost of
ownership. The complete production process has to
be considered with respect to its performance, where
maintenance is the most important driver of cost. Nof
et al. [41.16] consider the performance of the complete
automation system, which interests the owner in terms
of cost, rather than only the performance of the control
system; i. e., a compromise between cost of mainte-
nance and cost of downtime of the automation system
has to be found.

41.1.1 Cost of Ownership

A large amount of the cost of a manufacturing plant
over its lifetime is spent on implementation, ramp up,
maintenance, and reconfiguration. Cost-of-ownership
analysis makes life cycle costs transparent regard-
ing purchase of equipment, implementation, operation
costs, energy consumption, maintenance, and recon-
figuration. It can be used to support acquisition and
planning decisions for a wide range of assets that have
significant maintenance or operating costs throughout
their usable life. Cost of ownership is used to support
decisions involving computing systems, vehicles, lab-
oratory and test equipment, manufacturing equipment,
etc.

It brings out the hidden or nonobvious ownership
costs that might otherwise be overlooked in making pur-
chase decisions or planning budgets. The analysis is not
a complete cost–benefit analysis. It pays no attention to
benefits other than cost savings when different scenarios
are compared. When this approach is used in decision
support, it is assumed that the benefits from all alterna-
tives are more or less equal, and that choices differ only
on the cost side.

In highly industrialized countries the type and
amount of automation mostly depends on the cost of
labor. However, automation in general is not always
effective [41.17]. A recent study carried out by the
Fraunhofer Institute of Innovation and System Tech-
nology regarding the grade of automation within the
German industry [41.6] found that companies are re-
fraining from implementing highly automated systems.
The costs of maintenance and reconfiguration are con-
sidered too high; it would be more cost effective to
involve well-qualified operators. The same considera-
tions were discussed by Blasi and Puig [41.18]:

Automation is not useful by itself: there are a lot
of additional requirements to accomplish its func-
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tion as needed, not only putting automation into the
factories, putting automation just where it is needed
and economically justified.

Blasi and Puig [41.18] consider the challenges of manu-
facturing processes of consumer goods. They stress that
automation helps in providing homogeneous operation,
but for many operations humans can sometimes carry
out the task better than automation systems. However,
humans are failure prone, emotionally driven, and do
not constantly operate at the same level, which also has
to be considered.

Morel et al. [41.19], as mentioned in the Introduc-
tion, stress the consideration of the whole performance
of a plant, rather than the control performance only,
which is what interests the owner regarding cost; i. e.,
a compromise between cost of maintenance and cost of
downtime of the automation systems in a plant regard-
ing commitments to customers or market must be con-
sidered. Scheduled maintenance can be shifted, but it is
of course better to implement condition-based mainte-
nance, in which degradation of parts can be observed
and the decision to run a machine or piece of equipment
for a certain extra time to fulfill a relevant customer
order can be made reasonably based on collected data.

Blasi and Puig [41.18] consider the conditions for
successful automation in industrial applications. Based
on their experiences, a manufacturing engineer dealing
with plant automation should bear in mind that proper
automation is much more than a matter of machines and
equipment. The organization of work in the whole plant
involving the human experience at all stages and always
considering possible improvements with automation or
not is the challenge for engineers and management
to save costs. Automation helps in providing homo-
geneous manufacturing processes. In many operations,
humans can sometimes carry out the task better without
automation. Humans may perform better than any auto-
matic machine, for the time being, but it is impossible
for them to assure constant quality. Where reasonable
cost is critical, inspecting the image quality of a screen,
for example, is a task reserved, for the moment, to hu-
mans, because computer vision is too expensive.

To summarize this section Fig. 41.1 shows the main
cost contributions which are of interest to the owner of
the machine and manufacturing equipment.

41.1.2 Robotics

Robots were created in order to automate, optimize,
and ameliorate work processes that had up to then been

Design Stage

Lifecycle of
machine

and
equipment

Engineering design cost
Drawing cost

Computer processing cost
Design modification cost

Management cost

Production preparation cost
Implementation cost

Material cost
Facility cost

Production cost
Maintenance cost

Retrieval cost
Reconfiguration cost

Disassembly cost
Recycling cost

Ramp-up
stageDisposal and

recycling stage

Manufacturing
stage

Fig. 41.1 Cost contributions of the life cycle of machine and equip-
ment

carried out by humans alone. For reasons of safety, hu-
mans may not enter the working space of the robot.
Recently it has been shown, however, that robots can-
not come close to matching the abilities or intelligence
of humans. Therefore, new systems which enable col-
laboration between humans and robots are becoming
increasingly important. The advantages of using inno-
vative robots can especially be seen in medical or other
service-oriented areas as well as in the emerging area of
humanoid robots.

Although robot technology is mostly regarded as
costly, one can see today applications not only in
customized mass production (automobile industry) but
also in small and medium-sized enterprises (SMEs),
manufacturing small lots of complex parts. Increasing
product variety and customer pressure for short deliv-
ery times put robots in the focus. Robots can be used
for loading and unloading of machine tools or other
equipment such as casting machines, injection mold-
ing machines, etc. Here mostly the robots are stationary,
and their control is coordinated with the control of the
machine or equipment they serve.

Even field robots are applicable with affordable cost.
Ollero et al. [41.20] describe as an example (among
other applications) an autonomous truck, which could
also be an unmanned vehicle in a manufacturing site.
Low cost should be referred to the components to be
used as well as to system design and maintenance.
Sometimes a trade-off between general-purpose com-
ponents and components tailored to the application has
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Intelligent power assisting device
Realistic approach for complex
assembly and handling processes
in industry and service branche

Passive
handling
manipulator
Safety
Low costs
Simple operation

Industrial robot
Precision
Path control
Sensor-based control

Programming                    Guidance

Fig. 41.2 Cobots, a new class of handling devices, which combine the characteristics of robots and hand-guided manip-
ulators [41.24]

to be considered. Given the high cost of components,
the design of the field robot should consider modularity,
and simple assembly, reliability maintenance, and fault-
detection properties are important for reducing cost in
terms of the life cycle. Sasiadek and Wang [41.21]
report on low-cost positioning of autonomous robots
fusing, data sensed by global positioning system (GPS)
and inertial navigation system (INS). Automation in
deep mining with autonomous guided vehicles (AGV)
saves cost in terms of healthcare of workers, provision
of energy (using fuel cells), and compressed air required
to maintain working conditions. For navigation, GPS is
not available for this application, therefore radio bea-
cons together with INS can be used. The vehicles and
their control are discussed by Dragt et al. [41.22] and
Sasiadek and Lu [41.23].

Wang et al. [41.25] developed a low-cost robot plat-
form for control education.

Applications of robots in automated assembly and
disassembly fail mostly because the environment can-
not be sufficiently structured. This was the reason for
the development of collaborative robots (cobots) or in-
telligent (power) assisting devices (I(P)AD) (Fig. 41.2).
It was also motivated by ergonomic problems in as-
sembly of parts, where parts weight endangered the

human body. Cobots offer a cost-effective solution for
material handling. Complete automation of assembly
processes is complicated, if not impossible. Reconfig-
uration of robots performing assembly tasks could be
very costly. Humans, on the other hand, have capabili-
ties that are difficult to automate, such as parts-picking
from unstructured environments, identifying defective
parts, fitting parts together despite minor shape varia-
tions, etc. Cobots are passive systems which are set in
motion and guided by humans. The cobot concept sup-
poses that shared control, rather than amplification of
human power, is the key enabler [41.26]. The main task
of the cobot is to convert a virtual environment, defined
in software, into physical effect on the motion of a real
payload, and thus also on the motion of the worker.
Overhead gantry-style rail systems used in many shops
can be considered cobots but without the virtual surface.
Virtual surfaces separate the region where the worker
can freely move the payload from the region that cannot
be penetrated. These surfaces or walls have an effect on
the payload like a ruler guiding a pencil. Technically
cobots are based on continuously variable transmis-
sions (CVT). Peshkin et al. [41.26] developed spherical
CVTs, and Surdilovic et al. [41.24] developed CVTs
based on a differential transmission.
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41.2 Affordable Automation

This strategy of low-cost automation focuses on mak-
ing systems affordable for their owners with respect to
the problem to be solved. An example is a manufactur-
ing system in a small or medium-sized enterprise, where
automation increases productivity and therefore com-
petitiveness. Although small enterprises agree that at
least routine work can be done better when automated,
there is still a fear that automation will be sophisti-
cated, failure prone, need experts for maintenance and
reconfiguration, and therefore would be costly.

Soloman [41.27] points to shortening product life
cycles that need more intelligent, faster, and more
adaptable assembly and manufacturing processes with
reduced setup, reconfiguration, and maintenance time.
Machine vision, despite costly components, can reduce
manufacturing cost when properly applied [41.28]. In
order to survive in a competitive market it is essential
that manufactures have the capability to deploy rapidly
affordable automation to adapt to a changing manu-
facturing environment with increased productivity but
reduced production costs.

41.2.1 Smart Devices

Smart devices (sensors, actuators) with local informa-
tion processing in connection with data fusion are in
steady development, achieving cost reduction of com-
ponents in several application fields such as automotive,
robotics, mechatronics, and manufacturing [41.29, 30].
One of the first discussions on smart devices re-
garding cost aspects was given by Boettcher and
Traenkler [41.31].

The developments allow for computer-based au-
tomation system to evolve from centralized architec-
tures to distributed ones. The first level of distribution
in order to reduce the wiring cost consisted of ex-
changing inputs and outputs through a fieldbus as
a communication support. The second level integrates
data processing in a modular setting as close as possi-
ble to sensors and actuators. These smart sensors and
actuators can communicate, self diagnose or make deci-
sions [41.32]. One step to realize smart sensors is to add
electronics intelligence for postprocessing of outputs of
conventional sensors prior to use by the control sys-
tem. The same can be applied to actuators. Advantages
are tighter tolerance, improved performance, automatic
actuator calibration, etc.

Smart devices used in continuous systems bene-
fit from the addition of microelectronics and software

that runs inside the device to perform control and di-
agnostic functions. Very small components such as
inputs/outputs blocks and overload relays are too small
to integrate data processing for technical/economic rea-
son. However, it is possible to develop embedded
intelligence and control for the smallest factory floor
devices. It is not always possible to implement data
storage or processing on each sensor or actuator. The al-
ternative solution is to implement data-processing units
connected to some sensors or actuators, connected to-
gether by communication links in order to obtain remote
inputs/outputs. Current trends are for the development
of smart equipment associated to the fieldbus, which
leads to a distributed architecture. Automation sys-
tems have evolved from a centralized to a distributed
architecture, yielding an automation system with an in-
telligent distributed architecture. Robots are following
this evolution, and increasingly becoming decomposed
into divided subsystems, each of which realizes an
elementary function. Distributed automation systems
yield several advantages, such as greater flexibility,
simplicity of operation, and better commissioning and
maintenance. Today’s smart field devices consist of two
essential parts: sensor or actuator modules, and elec-
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Fig. 41.3 Range and coupling modes of wireless technolo-
gies [41.9] (UMTS – universal mobile telecommunications system,
GPRS – general packet radio service, WI-Max – worldwide inter-
operability for microwave access, Wi-Fi – wireless interoperability
fidelity, RFID – radio frequency identification, NFC – near field
communication, UWB – ultra wire band)
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tronic modules. Microcomputers, initially responsible
for PID control, communication, etc., now have diag-
nosis functions included. Advanced diagnosis addresses
fault detection, fault isolation, and root analysis. The
early detection of anomalies, either process or device
related, is a key to improving plant availability and re-
ducing production costs.

When smart devices come together with wireless
communication a great cost saving can be achieved.
This infrastructure will be flexible for reconfiguration.
The reconfiguration of existing software for the new
configuration is sometimes very costly and has to be
considered. However, wireless communication eases
the problem of physically inflexible communication in-
frastructures.

In mobile devices wireless connections are manda-
tory. Distributed sensors in a wide area do not need
wireless communication, unless wiring is cost pro-
hibitive. Without cables, cost-intensive wiring plans are
not necessary. The freedom to place wireless sensors
and actuators anywhere in a plant or a building be-
comes limited if the devices need a main power source,
in which case power cables become necessary. It de-
pends on the sensors if they can use internal batteries or
can harvest energy from the environment. Several tech-
nologies for wireless communication are available at the
market, with different standards and ranges (Fig. 41.3).
Cardeira et al. [41.9] discuss the pros and cons of the
available technologies. They conclude that, in spite of
some initial skepticism, wireless communication is im-
posing itself as a complement to wired communication.
Location awareness is a new feature of wireless de-
vices. This feature may have a strong impact on service,
where the physical location of a device is important for
tracking, safety, security, and maintenance.

41.2.2 Programmable Logic Controllers
as Components
for Affordable Automation

Programmable logic controllers (PLCs) can be regarded
as the classic components of affordable automation. An
affordable application was already reported by Jörgl
and Höld [41.33]. PLCs are meanwhile available with
full capabilities for less than US$ 100. A PLC can
be defined as a microprocessor-based control device,
with the original purpose of supplementing relay logic.
Early PLCs were only able to perform logical opera-
tions. PLCs can now perform more complex sequential
control algorithms with the increase in microprocessor
performance. They can admit analog inputs and out-

puts. The main difference from other computers is the
special input/output arrangements, which connect the
PLC to smart devices as sensors and actuators. PLCs
read, for example, limit switches, dual-level devices,
temperature indicators, and the positions of complex
positioning systems. On the actuator side, PLCs can
drive any kind of electric motor, pneumatic or hydraulic
cylinders or diaphragms, magnetic relays or solenoids.
The input/output arrangements may be built into a sim-
ple PLC, or the PLC may have external I/O modules
attached to a proprietary computer network that plugs
into the PLC.

PLCs were invented as less expensive replacements
for older automated systems that used hundreds or
thousands of relays. Programmable controllers were
initially adopted by the automotive manufacturing in-
dustry, where software revision replaced rewiring of
hard-wired control panels. The functionality of the PLC
has evolved over the years to include typical relay
control, sophisticated motion control, process control,
distributed control systems, and complex networking.

There are other ways for automating machines, such
as a custom microcontroller-based design, but there are
differences between the two approaches: PLCs contain
everything needed to handle high-power loads, while
a microcontroller would need an electronics engineer
to design power supplies, power modules, etc. Also
a microcontroller-based design would not have the flex-
ibility of in-field programmability of a PLC, which is
why PLCs are used in production lines. Typically they
are highly customized systems, so the cost of a PLC is
low compared with the cost of contacting a designer for
a specific one-time-only design.

The earliest PLCs expressed all decision-making
logic in simple ladder diagrams (LDs) inspired by elec-
trical connection diagrams. Electricians were quite able
to trace out circuit problems with schematic diagrams
using ladder logic. This was chosen mainly to address
the apprehension of technicians. Today, the line be-
tween a personal computer and a PLC is thinning.
PLCs have connections to personal computers (PCs)
and Windows-based software-programming packages
allow for easy programming and simulation. With the
IEC 61131-3 standard, it is now possible to program
using structured programming languages and logic ele-
mentary operations. A graphical programming notation
called sequential function charts is available on cer-
tain programmable controllers. IEC 61131-3 currently
defines five programming languages for programmable
control systems: function block diagram (FBD), ladder
diagram (LD), structured text (ST; similar to the Pas-
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cal programming language), instruction list (IL; similar
to assembly language), and sequential function chart
(SFC). These techniques emphasize logical organiza-
tion of operations. Susta [41.34] presents a method to
convert a PLC program in either of the languages men-
tioned above into programming statements, which can
be used either for low-cost emulation of the program
or as an auxiliary tool when a debugged PLC program
is moved to another cheaper hardware, for instance, to
a PC.

Continuous processes cannot be accomplished fast
enough by PLC on–off control. The control system most
often used in continuous processes is PID control. PID
control can be accomplished by mechanical, pneumatic,
hydraulic, or electronic control systems, as well as by
PLCs. PLCs, including low-cost ones, have PID control
functions included, which are able to accomplish pro-
cess control effectively. To program control functions
IL, ST or derived function block diagrams (DFBD) are
used.

41.2.3 Production Technology

Within the last years so-called shop-floor-oriented
technologies have been developed [41.17], and have
achieved success at least but not only in small and
medium-sized enterprises (SMEs). These technologies
are focused on agile manufacturing, which involves
using intelligent automation combined with human
skill and experience on the shop floor. With shop-
floor-oriented production support, human skill and
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Fig. 41.4 Modules of a shop floor network

automation create synergetic effects to master the man-
ufacturing process.

Automation provides the necessary support to ex-
ecute tasks and rationalize decisions. This represents
a strand of low-cost automation. Running the manu-
facturing process effectively is not only a question of
technology, though this is essential. Together with ad-
equate work organization in which human skills can
be developed, it establishes the framework for cost-
effective, competitive manufacturing in SMEs.

Recent achievements for manufacturing are:

• Shop floor planning and control based on operators
experience• Low-cost numerical controls for machine tools and
manufacturing systems (job-shop controls).

Shop floor control is the link between the administrative
and planning section of an enterprise and the manufac-
turing process at the shop floor. It is the information
backbone of the entire production process. What at least
small and medium-sized enterprises need is shop floor
control support to use the skills and experience of the
workforce effectively. However, it should be stressed
that this is support, not determination of what to do
based on centralized automatic decision making.

In small-batch or single production (molds, tools,
spare parts), devices for dynamic planning are desired.
Checking all solutions to the problems arising on the
shop floor while taking into account all relevant restric-
tions with short-term scheduling outside the shop floor
either by manual or automatic means is not very effec-
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tive. It is senseless to schedule manufacturing processes
exactly for weeks ahead. However, devices that are ca-
pable of calculating time corridors are of advantage.
The shop floor can do the fine planning with respect to
actual circumstances much better then central planning.

Human experience regarding solutions, changing
parameters, and interdependencies is the very basis of
shop floor decisions and needs to be supported rather
than replaced.

Figure 41.4 shows a network system linking all rele-
vant modules to be used by skilled workers. Apart from
necessary devices such as tool-setting, an electronic
planning board is integrated. The screen of the board is
available at all computer numerical control (CNC) con-
trols to be used at least to obtain information on tasks
to be done at certain workplaces to a certain sched-
ule. As all skilled workers in a group are responsible
for the manufacturing process they have, beyond access
to information, the task of fine planning of orders they
received with frame data from the management. They
use electronic planning boards at the CNC controls or
alternatively at PCs besides the machines.

Planning and scheduling support with soft con-
straints was developed by [41.35], called Job-Dispo
(Fig. 41.5). It consists mainly of an intelligent planning
board with drag-and-drop functionality, a graphic ed-
itor, and a structured query language (SQL) database
running on PCs under Windows. In SMEs, manufac-
turing groups are empowered to regulate their tasks
themselves based on frame data from the manage-
ment. The operators receive only rough data for orders

Fig. 41.5 Electronic, PC-based planning board for shop floor
use [41.35]

from central management, concerning delivery time,
material, required quality, supply parts, etc. Using this
support the workers decide on the sequences of tasks
to be done at the different parts of the manufactur-
ing system. The electronic planning board simulates
the effects of their decisions. Normally more than
one task needs the same resource at the same time.
The operators are enabled to change the resource
limits of workplaces and machines (working time,
adding or changing shift work, etc.) until the simu-
lation results in acceptable work practice and fulfills
customers’ demands. If this cannot be achieved, cen-
tral management has to be involved in the decision.
Job-Dispo is partly automatic but allows for soft con-
straints to make use of the experience of human
operators.

Machine tools have a key position in manufactur-
ing. Their functionality, attractiveness, and acceptance
are determined by the efficiency of their control sys-
tems. Typical control tasks can be divided into the
numerical controller, programmable logic control, con-
trols for drives, and auxiliary equipment. Manufacturers
of computer numerical control (CNC) systems are in-
creasing effort on developing new concepts permitting
flexible control functions with a broad scope of free-
dom to adapt the functions to the specific requirements
of the planned application in order to increase the use
of standardized components. This simplifies the inte-
gration of CNC of different manufactures into the same
workshop environment. Even today, CNC systems are
mainly offered as closed manufacturer-specific solu-
tions and some machine tool builders develop their own,
sometimes sophisticated, controls. This keeps the shop
floor inflexible, but flexibility is only needed in small
and medium-sized enterprises. Recently there has been
a growing tendency to use industrial or personal com-
puters as low-cost controllers in CNC technology, with
a numerical control (NC) core on a card module, but
connected to standard operating systems such as Win-
dows. Because PC hardware is easily available and
under constant development, CNC based on it benefits
from technological advances in this field.

One of the low-cost applications of this kind of
CNC is called job-shop control, which are now available
on the market (e.g., Siemens, Heidenhain). Machine
tools with job-shop control can be operated manually
and if needed or appropriate also with additional soft-
ware support. This is intelligent support, enabling the
switch in process from manual to numerical support.
These controls are suitable for job shops with small lots
and are easy to handle manually (conventional turning
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Fig. 41.6 Advantage of job-shop controls. Lathe with job-shop control

or milling) or programmable with interactive graphic
support. Therefore the knowledge and experience of
skilled workers can be challenged and division of work
between programming and operating is unnecessary,
saving costs while avoiding organizational effort and in-
creasing flexibility. Job shop controls with PC operation
systems can be integrated into an enterprise network, al-
lowing for flexible manufacturing. It provides not only
easy programming at the machines but also archiving
of programs and loading of programs from other loca-
tions. Moreover connection to tool data management
systems allows for quick search and ordering of the
right tool at the workplace. Figure 41.6 demonstrates
the range of job-shop controls with respect to lot size
and productivity.

As an example of affordable automation in small
enterprises, consider how to enhance the productivity
and flexibility of a manufacturing process to accept-
able costs. The main points in this respect are work
organization and the technology used. Both of these
aspects have to be considered together because they
affect one another. Investing in a new, or at least bet-
ter, technology is connected to decisions for machines
with enhanced productivity and also to producing bet-
ter quality that customers will be willing to pay for.

Considering machine tools or manufacturing cells or
systems it is not always necessary to replace them com-
pletely. In many enterprises one can find conventional
machines in a very good state but meanwhile not suit-
able to produce parts of high quality in an adequate
time. Conventional machine tools such as lathes or con-
ventional milling machines usually have a machine bed
with good quality and stiffness; they should not be
thrown onto the scrapheap. These machines could be
equipped at least with electronic measurement devices
as linear rules to improve the manufactured quality with
respect to required tolerances. The next improvement
could be refitting with numerical control. This certainly
requires servo drives for each controllable axis while the
drive of the spindle will be controlled using a frequency
converter. Numerically controlled machines of the first
generation sometimes only need a new control to bring
them up to today’s standards, a process called up-
grading. Sometimes it is desired to retain conventional
handling of machines despite the retrofit, i. e., moving
tables and saddles mechanically with hand wheels in
addition to numerically controlled servo drives. This fa-
cilitates the manufacturing of simple parts while using
the advantages of CNC control to manufacture geomet-
rically complex work pieces.

41.3 Energy-Saving Automation

41.3.1 Energy Generation

With energy waste levels in the process of electric-
ity generation running at 66%, this sector has great
potential for improvement. Using standard technology,

only 25–60% of the fuel used is converted into elec-
trical power. Combined-cycle gas turbines (CCGT) are
among the most efficient plants now available, as com-
pared with old thermal solid-fuel plants, some of which
were commissioned in the 1950s.
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Table 41.1 Energy savings and consumption (TW h/year) [41.36]

Electricity savings
achieved in the period
1992–2008

Consumption in 2003 Consumption in 2010
(with current policies)

Consumption in 2010,
available potential
(with additional
policies)

Washing machines 10–11 26 23 14

Refrigerators, freezers 12–13 103 96 80

Electrical ovens – 17 17 15.5

Standby 1–2 44 66 46

Lighting 1–5 85 94 79

Dryers – 13.8 15 12

Domestic electrical storage
water heaters

– 67 66 64

Air-conditioners – 5.8 8.4 6.9

Dishwashers 0.5 16.2 16.5 15.7

Total 24.5–31.5 377.8 401.9 333.1

The biggest waste in the electricity supply chain
(generation–transmission–distribution–supply) is the
unused heat which escapes in the form of steam,
mostly by heating the water needed for cooling in the
generation process. The supply chain is still largely
characterized by central generation of electricity in
large power plants, followed by costly transport of the
electricity to final consumers via cables. This trans-
port generates further losses, mainly in distribution.
Thus, centralized generation has advantages in terms
of economies of scale, but also wastes energy. Decen-
tralized generation of electricity and heat in regional
or local units (including single buildings) could be of
advantage. Such units are under development based on
gas, or fuel cells in buildings. A combination of wind
energy, solar energy, hydropower, energy from biomass,
and fossil fuels in small units could provide electrical
energy and heat in regions isolated from grids. These
hybrid energy concepts are demanding advanced, but
affordable, controls.

41.3.2 Residential Sector

Households accounted for 17% of the estimated gross
energy consumption of 1725 Mtoe in 2005 in the
European Union (EU), according to Eurostat energy
balances. This amount could be reduced if people would
change their habits to:

• Switch off appliances that are not in use, as standby
consumes energy• Select energy-efficient domestic appliances• Use low-energy light bulbs• Increase levels of recycling

• Monitor energy consumption• Ensure systems are operating correctly• Adjust the central heating set-point, and ensure cor-
rect distribution of sensors• Double glazing of windows against heat and cold• Insulation of walls• etc.

However, people are lazy; automatic control can give
support by managing the consumption of household ap-
pliances. The so-called intelligent home could provide
solutions, but anyway people have to be aware of un-
necessary energy consumption. Table 41.1 below shows
possible savings of electrical energy in households of
the EU.

41.3.3 Commercial Building Sector

Energy and therefore costs can be saved with suitable
and intelligent automation. Energy management con-
trol systems (EMCS) are centralized computer control
systems intended to operate a facility’s equipment ef-
ficiently. These systems are still evolving rapidly, and
they are controversial. Some applications are appropri-
ate for computer control systems, and many are not.
A range of simpler alternatives are available.

Advantage of building automation systems (BAS)
includes monitoring, report generation, and remote con-
trol of equipment. Pitfalls are system cost, skilled
staffing requirements, software limitations, vendor sup-
port, maintenance, rapid obsolescence, and lack of
standardization.

BAS are also known by a variety of other names, in-
cluding energy management systems (EMS) and smart
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Table 41.2 Three levels of observing and improving energy consumption [41.37]

Policy

Formal energy policy
and implementation plan.
Commitment and active
involvement of top
management

Energy policy set and
reviewed by middle
management

Technical staff have
developed their own
guidelines

Structure

Energy management
fully integrated into
management structure
and systems from
board level down

A management structure
exists but there is no
direct reporting to top
management

Staff and budget
resources not linked to
energy spend

Informal and
unplanned

Increase
commitment

Improving
performance

Resources

Full time staff and budget
resources related to
energy spend at
recommended levels

Informal allocation of
staff time and no specific
energy budget

building controls. A system typically has a central com-
puter, distributed microprocessor controllers (called
local panels, slave panels, terminal equipment con-
trollers, and other names), and a digital communication
system. The communication system may carry signals
directly between the computer and the controlled equip-
ment, or there may be tiers of communications.

Building automation can be a very effective way
to reduce building operational costs and improve over-
all comfort and efficiency of a building. There are
many definitions and examples of building automa-
tion. Simply put, building automation uses software to
connect and control electrical functions in a building.
Those functions usually include but are not limited to
the heating, ventilation, air-conditioning (HVAC) and
lighting systems. For further reading see [41.15] and
Chap. 62.

41.3.4 Transportation Sector

Transport accounts of 20% of the estimated gross en-
ergy consumption of 1725 Mtoe in the European Union
in 2005, according to Eurostat energy balances. Reduc-
ing this consumption is not only a technical problem,
but mainly a political one. Road transport of goods
receives direct or indirect subventions. The mostly
state-owned railway organizations in Europe are not
able to install a common system to reduce inefficient
road transport. Low-cost air travel is increasing air
pollution. Public transport does not always offer an ac-
ceptable alternative to individual car use.

To get people or goods from A to B there are various
means of transport, via air, road, rail, or water. Today no
interoperable information system is available. however,

this would be an assumption for an efficient transport
management system. These problems of information
control could be solved.

Of course, achievements of automatic control in mo-
tor management and electrical drives reducing energy
consumption can be seen. Hybrid drives in cars with
automatic control of power management are favored.
However, more effort is necessary to find acceptable and
cost-effective solutions.

41.3.5 Industrial Sector

An enterprise should always observe and improve its
energy consumption at all levels: the energy improve-
ment cycle. A precondition for entering the cycle is
commitment at all levels of the enterprise. Table 41.2 il-
lustrated an uncommitted enterprise on the bottom row
and an enterprise that is highly committed to energy
improvement on the top row. It is important that the
enterprise demonstrates commitment to sustained en-
ergy improvement before the process of delivering that
improvement can begin.

The energy improvement strategy (Fig. 41.7) need
not be long or complex but it is vitally important, as
it will set the direction of all efforts to manage and
improve energy consumption. Essentially there are two
ways to cut energy bills (Fig. 41.7):

• Pay less for energy• Consume less energy.

To reduce energy consumption it is necessary to analyze
all possible sources of wasted energy: buildings, ma-
chines and equipment, production processes of goods,
recycling of wasted energy (heat, etc.), and transport of
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Fig. 41.7 Energy improvement strat-
egy in an enterprise [41.37]

raw material, premanufactured parts, and manufactured
products.

Developed automatic control concepts can help (less
energy-consuming drives), but control concepts for an
enterprise as a whole may be of advantage in terms of
energy consumption reduction.

The use of energy in a country, in the residential sec-
tor, the commercial building sector, the transportation
sector, and the industrial sector, influences the com-
petitiveness of the economy, the environment, and the
comfort of the inhabitants.

While energy efficiency measures energy inputs for
a given level of service, energy intensity measures the
efficient use of energy. It is defined as the ratio of energy
consumption to a measure of the demand for services
(e.g., number of buildings, total floor space, number of
employees), or more generally the energy required to
generate US$ 1000 of gross domestic product (GDP)
(Fig. 41.8).

High energy intensity indicates a high price or cost
of converting energy into GDP, while low energy inten-
sity indicates a lower price or cost of converting energy
into GDP.

Many factors influence an economy’s overall energy
intensity. It may reflect requirements for general stan-
dards of living and weather conditions in an economy.
It is not untypical for particularly cold or hot climates
to require greater energy consumption in homes and
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Fig. 41.8 Estimated total energy consumption by fuel
and energy intensity 1990–2020 of the 25 EU member
states [41.38]

workplaces for heating or cooling. A country with an
advanced standard of living is more likely to have
a wider prevalence of consumer goods and thereby be
impacted in its energy intensity compared with a coun-
try with a lower standard of living.

41.4 Emerging Trends

41.4.1 Distributed Collaborative
Engineering

Supporting cost-effective human–human collaboration
in networked enterprises is a challenge for cost-oriented

automation. With the trend to extend the design and pro-
cessing of products over different and remotely located
factories, the problem arises of how to secure effective
collaboration of the involved workforce. Usual face-to-
face work will be replaced at least partly if not totally
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by computer-mediated collaboration. The development
and implementation of information and communica-
tion technology, suitably adapted to the needs of the
workforce and facilitating remotely distributed collab-
orative work, is a challenge to engineers. Information
mediated only via vision and sound is insufficient for
collaboration. In designing and manufacturing it is of-
ten necessary to have the parts in your hands. To grasp
a part at a remote site requires force (haptic) feedback
in addition to vision and sound. Consider, for example,
remote service for maintenance.

Bruns et al. [41.11, 39, 40] developed low-cost de-
vices based on mixed-reality concepts for web-based
learning as a first step to distributed collaborative work.

Mixed-reality environments as defined in [41.41]
are those in which real-world and virtual-world objects
are presented together on a single display. Mixed-
reality techniques have proven valuable in single-user
applications. Meanwhile, research has been done on ap-
plications for collaborative users. Mixed reality could
be useful for collaborative distributed work because it
addresses two major issues: seamlessness and enhanc-
ing reality [41.42].

Bruns [41.11] notes that most existing collabora-
tive workspaces strictly separate reality and virtuality;
for example, when controlling a remote process, one
can sense and view specific system behavior, control
the system by changing parameters, and observe the
process by video cameras. The process, as a flow of en-
ergy – controlled by signals and information – is either
real or completely modeled in virtuality and simulated.
In mixed-reality distributed environments, information
flow can cross the border between reality and virtual-
ity in an arbitrary bidirectional way. Reality may be
the continuation of virtuality, or vice versa, which pro-
vides a seamless connection between the two worlds.
This bridging or mixing of reality and virtuality opens
up some new perspectives for learning or training en-
vironments [41.12] as well as for distributed work
environments.

The connection between the real and the virtual
world is mediated through an energy interface called
a hyperbond. In dynamic systems the system compo-
nents are connected through energy (or power) transfer.

If a real dynamic system is to be extended digitally
with software running on a computer (virtual dynamic
system) analog sensor signals have to be converted into
digital values for the software side of the interface. Flow
in the opposite direction requires digital values from
the software to be converted into analog signals that
generate effort and flow to the real dynamic system.
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Fig. 41.9 Architecture of a hyperbond connection

Figure 41.9 describes in general the interface be-
tween the real and the virtual world: Effort (e) and flow
( f ) are sensed (S) (or generated (G)), providing voltage
(u) and current (i) (or effort and flow in the opposite),
an analog-to-digital (A/D) converter provides digital in-
formation for the software, or a digital-to-analog (D/A)
converter converts digital information into analog sig-
nals to drive a generating mechanism for effort and flow
to the real world.

The interface generates or dissipates energy (or
power). The power, provided through the real system,
has to be dissipated, because the virtual continua-
tion with software requires nearly negligible power. In
the opposite direction, the digital information provided
through the software has to generate the power neces-
sary to connect to the real system.

Application for a Discrete-Time Event System
Electropneumatic components installed at a real work-
bench are connected to a virtual workbench with
electropneumatic components stored in a library. Be-
cause the valves can only be open or closed, the
cylinders only on or off, one has only discrete events.
The energy interface, called the hyperbond, receives
digital information from the virtual workbench and gen-
erates air pressure and air flow as well as voltage and
current for the solenoid valves and cylinders at the real
workbench (Fig. 41.10). In the opposite direction the
energy interface senses air pressure and air flow as well
as electrical signals to convert into digital signals. No
feedback control within the energy interface is neces-
sary unless it is desired.

The virtual and real workbench can be located ei-
ther at a local site or at remote sites connected via the
Internet. Also virtual workbenches may be distributed
at different sites connected via the Internet to the (only)
real workbench. The software of the virtual workbench
allows access by many users at the same time. Therefore
students or workers distributed at different locations can
solve tasks together at their virtual workbenches and
export it on the real workbench to test their common
solution in reality.
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Hyperbond interface
Virtual workbench

Real workbench

Fig. 41.10 Real and virtual pneumatic
workbench connected with an energy
interface (hyperbond)

The connected workbenches are located in com-
puter animated virtual environment (CAVE)-like con-
structions. CAVEs consist of scaffoldings with canvases
onto which the images of other workspaces with the
people working on them are beamed (Fig. 41.11).

The example presents distributed workbenches for
discrete events (valves, cylinders, on/off). Yoo and
Burns [41.39] enhanced this application with a gener-
ally described energy interface for the connection of real
(continuous-time dynamic) and virtual (discrete-time
dynamic) systems. Yoo [41.43] developed this interface
with low-cost components for examples with haptic
feedback.

41.4.2 e-Maintenance and e-Service

Among the main cost factors responsible for the per-
formance of a plant is the availability of machines
and equipment. Therefore maintenance takes an impor-
tant part in plant automation. Avoiding downtime, or
at least minimizing it, is the goal. Advanced mainte-
nance strategies and services are candidates for cost
savings. These integrate information processing and the
processing of physical objects. e-Maintenance is an
emerging concept, generally defined as a maintenance

Fig. 41.11 Workspace with the real workbench and the vir-
tual one in front, and the remote collaborators projected
onto the left and right canvases
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Machine
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Fig. 41.12 Platform for web-based
maintenance service [41.5]

management strategy in which assets are monitored
(conditioned-based monitoring) and action is synchro-
nized with the business process through the use of web-
enabled and wireless infotronics technologies [41.4,44].
Despite the development of new maintenance strate-
gies (Fig. 41.12) and the efforts of service providers
one should not underestimate the knowledge and expe-
riences of the operators of automation systems, and use
their expertise if possible. Here one has to find a com-
promise between the cost of service from outside or
specialists from inside and the cost of qualified opera-
tors and their permanent training. To empower people
effectively depends on confidence between manage-
ment and shop floor. It is not easy for the management,
but this problem is solvable if it reduces costs and ev-
erybody understands it. e-Maintenance strategies were
developed for the automotive industry. Many small en-
terprises still rely on preventive maintenance or even
on breakdown maintenance. The challenge is to make
e-Maintenance available for these enterprises for afford-
able cost.

Tele-service was developed to support small enter-
prises to enhance their productivity at affordable cost.
The principal goal is to minimize trouble-shooting costs
by allowing service personnel the flexibility to work
from a distance. The main advantage for the machine
operator lies in reducing machine downtime. e-Services

go beyond such conventional concepts. e-Service is con-
sidered to include support of customer service via infor-
mation and communication components and services.
e-Service makes the installation and start-up of ma-
chines and plants possible, as well as trouble-shooting,
the transfer of new software versions, the provision of
replacement parts, and ordering spare parts on time. In
the future, e-Service will also find application in process
support and customer consultation [41.5].

Two emerging areas have been described with re-
spect to their influence of cost savings. Some others that
should be mentioned are:

1. Semi-automated disassembly of electronic waste,
such as mobile phones, will gain more importance
in the near future: a flexible, modular system for
the development of semi-automatized, intelligent
disassembly cells including stationary robots and
especially a low-cost, hierarchical control struc-
ture [41.45].

2. Harrison and Colombo [41.46] propose collabora-
tive automation in manufacturing. Their approach is
to define a suitable set of basic production functions
and then to combine these functions in different ar-
rangements. This approach creates more complex
production activities and saves costs of reconfigu-
ration of rigid automation in manufacturing.

41.5 Conclusions

Low-cost automation was considered under two as-
pects: cost-oriented automation as a strategy to reduce
the cost of ownership of an automation system, and af-

fordable automation focused on the needs of small and
medium-sized enterprises to enhance productivity and
thereby competitiveness.
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In the first case the life cycle of a produc-
tion system was discussed, and design and main-
tenance/reconfiguration were identified as the main
cost drivers. Recent developments of e-Maintenance as
emerging trends are promising for cost saving. Mainte-
nance was discussed holistically regarding the overall
performance of a production system. Life cycle engi-
neering with its different facets for cost savings was
described, and further developments were suggested.
Also human–human collaboration (including support
for human–machine collaboration) has been consid-
ered with respect to cost. Mixed-reality concepts with
application in learning environments to train for cost-
effective collaborative work over remote sites has also
been presented.

In the second case, examples of affordable au-
tomation for old and new developments of automatic
control such as smart devices were presented. Web
based e-Services to solve maintenance problems and
to avoid downtime of machines have recently been

provided by machine manufacturers. It is a chal-
lenge to the automatic control community to transfer
their developments in modern control design and
theory to make them applicable for affordable au-
tomation projects; for example, embedded control
systems (see Chap. 43), are promising cost-oriented
solutions.

Energy saving and its automatic control was briefly
discussed for electrical energy generation in large-scale
power plants. Wastage of primary energy occurs as
unused heat. A possible energy-saving solution could
be decentralized generation of electricity so that heat
could be used more easily for heating buildings and pro-
cesses in plants. The main consumers of energy are the
residential and commercial building sectors. Building
automation systems are being developed to save energy.
The challenge is to make a possible sophisticated con-
trol understandable for the operators. To summarize,
energy saving is not only a matter of technology but also
depends on people’s habits.
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Reliability, M42. Reliability, Maintainability, and Safety

Gérard Morel, Jean-François Pétin, Timothy L. Johnson

Within the last 20 years, digital automation has
increasingly taken over manual control functions
in manufacturing plants, as well as in products.
With this shift, reliability, maintainability, and
safety responsibilities formerly delegated to skilled
human operators have increasingly shifted to au-
tomation systems that now close the loop. In order
to design highly dependable automation systems,
the original concept of design for reliability has
been refined and greatly expanded to include new
engineering concepts such as availability, safety,
maintainability, and survivability. Technical defi-
nitions for these terms are provided in this chapter,
as well as an overview of engineering methods
that have been used to achieve these properties.
Current standards and industrial practice in the
design of dependable systems are noted. The in-
tegration of dependable automation systems in
multilevel architectures has also evolved greatly,
and new concepts of control and monitoring,
remote diagnostics, software safety, and auto-
mated reconfigurability are described. An extended
example of the role of dependable automation
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systems at the enterprise level is also provided.
Finally, recent research trends, such as automated
verification, are cited, and many citations from the
extensive literature on this topic are provided.

Industrial automation systems are intensively embed-
ding infotronics and mechatronics technology (IMT)
in order to fulfil complex applications required by
the increasing customization of both services and
goods [42.2–6]. The resulting behavior of these IMT-
based automation systems is shifting system depend-
ability responsibility [42.7] from the human operator to
the automation software.

Management, engineering, and maintenance per-
sonnel have a primary responsibility to assure re-
liability [42.8, 9], maintainability, and safety of all
automated systems, and manufacturing systems in par-
ticular. Therefore, safety, reliability, and availability as
performance attributes to access the dependability of
a system are threatened by a rapid growth in software
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Software complexity
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1
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Fig. 42.1 Growth of software complexity and its impact on system
availability (after [42.1])
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Maintainability Safety SurvivabilityAvailabilityReliability

Dependability

Fig. 42.2 The dependability tree (after [42.10])

complexity that could limit further automation progress
(Fig. 42.1).

Section 42.1 provides definitions of dependability
key concepts (Fig. 42.2) that enlarge reliability, main-
tainability, and safety (RMS) concepts [42.11, 12] by
characterizing the ability of a device or system to de-
liver the correct service that can justifiably be trusted by
all stakeholders in the automated process.

Then, methods for design of highly dependable
automation systems are outlined in Sect. 42.2. Sec-
tion 42.3 discusses the methods for achieving long-term
dependable operation for an existing system.

Finally, dependability has evolved from reliabil-
ity/availability concerns to information control con-
cerns, as an outgrowth of the technological deployment
of information-intensive systems and the economical
pressure for cost-effective automation [42.13]. Sec-
tion 42.4 concludes with challenges, trends, and open
issues related to system resilience, aiming to cope with
system dependability in the presence of active faults,
i. e., system survivability. Chapter 39 of this handbook
contains information related to the concepts covered in
this Chapter.

42.1 Definitions

Dependability is an integrative concept that encom-
passes required attributes (qualities) of a system
assessed by quantitative measures (reliability, maintain-
ability) or qualitative ones (safety) in order to cope with
the chain of fault–error–failure threats of an operational
system, by combining a set of means related to fault
prevention, fault tolerance, fault removal, and fault fore-
casting [42.14].

Reliability is the ability of a device or system to
perform a required function under stated conditions for
a specified period of time. This property is often meas-
ured by the probability R(t) that a system will operate
without failure before time t, often defined according to
the failure rate (λ(t)) as

R(t) = exp

⎛
⎝−

t∫
0

λ(u)du

⎞
⎠ ,

meaning

R(t) = Pr(TTF > t) ,

where TTF is the time to failure.
This definition of reliability is concerned with the

following four key elements:

1. First, reliability is a probability. This means that
there is always some chance for failure. Reliability
engineering is concerned with achieving a speci-
fied probability of success, at a specified statistical
confidence level.

2. Second, reliability is predicated on intended func-
tion. The system requirements specification is the
criterion against which reliability is measured.

3. Third, reliability applies to a specified period of
time. In practical terms, this means that a system
has a specified chance that it will operate without
failure before a final time (e.g., 0 < t < T ).

4. Fourth, reliability is restricted to operation un-
der stated conditions. This constraint is necessary
because it is impossible to design a system for
unlimited conditions. Both normal and abnormal
operating environments must be addressed during
design and testing.

Maintainability is the ease with which a device
or system can be repaired or modified to correct and
prevent faults, anticipate degradation, improve perfor-
mance or adapt to a changed environment. Beyond
simple physical accessibility, it is the ability to reach
a component to perform the required maintenance
task: maintainability should be described [42.15] as the
characteristic of material design and installation that
determines the requirements for maintenance expendi-
tures, including time, manpower, personnel skill, test
equipment, technical data, and facilities, to accomplish
operational objectives in the user’s operational environ-
ment. Like reliability, maintainability can be expressed
as a probability M(t) based on the repair rate (μ(t)) as

M(t) = 1− exp

⎛
⎝−

t∫
0

μ(u)du

⎞
⎠ ,
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meaning

M(t) = Pr(TTR < t) ,

where TTR is the time to repair.
Availability characterizes the degree to which a sys-

tem or equipment is operable and in a committable state
at the start of a mission, when the mission lasts for an
unknown, i. e., random, time. A simple representation
for availability is the proportion of time a system is
in a functioning condition, and this can be expressed
mathematically [42.17] by

A(t) = μ

μ+λ
+ λ

μ+λ
e−(μ+λ)t ,

where λ is the constant failure rate and μ the constant
repair rate, meaning

A(t) ≡ Pr(Z(t) = 1) ,

with

Z(t) ≡
⎧⎨
⎩

1 if the system is up at time t

0 if the system is down at time t .

System availability is important in achieving production
rate goals, but additional processes must be invoked to
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Possibility of avoidance
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Fig. 42.3 Determining safety integrity level according to IEC [42.16]

assure a high level of product quality. Historically (be-
fore 1960), a quality laboratory would draw samples
from the production line and subject them to a battery of
material, dimensional, and/or functional tests, with the
objective of verifying that quality was being attained for
a typical part. In recent years, the focus has shifted from
assurance of average quality to assurance of quality of
every part produced, driven by consumer product safety
concerns. Deming [42.18] and others were instrumen-
tal in developing methods for statistical process control,
which focused on the use of quality control data to ad-
just process parameters in a quality feedback loop that
assured consistently high product quality; these tech-
niques were developed and perfected in the 1970s and
1980s. Still more recently, sensors to measure critical
quality variables online have been developed, and the
quality feedback loop is now often automated (algorith-
mic statistical process control). At the same time, the
standards for product quality have moved up from about
two sigma (1 defective product in 100) to five or six
sigma (about 1 defective product in 100 000).

Increasing availability consists of reducing the num-
ber of failures (reliability) and reducing the time to
repair (maintainability) according to the following for-
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mula

A(∞) = MTBF

MTBF+MTTR

as the asymptotic value of A(t), where MTBF is the
mean time between failures and the MTTR is the mean
time to repair.

Safety is the state of being safe, the condition of the
automated system being protected against catastrophic
consequences to the user(s) and the environment due
to component failure, equipment damage, operator er-
ror, accidents or any other undesirable abnormal event.
Safety hazard mitigation can take the form of being pro-
tected from the event or from exposure to something
that causes health or economical losses. It can include
protection of people and limitation of environmental
impact.

Industrial automation standards (Fig. 42.3), intro-
duce engineering and design requirements that vary
according to the safety integrity levels (SIL). SIL spec-
ifies the target level of safety integrity that can be
determined by a risk-based approach to quantify the
desired average probability of failure of a designed
function, probability of a dangerous failure per hour,
and the consequent severity of the failure. Combining
these criteria for a given function leads to four levels
of SILs that can be associated with specific engineer-

ing guidelines and architecture recommendations; for
example, SIL 4 is the most critical level and the use
of formal methods is strongly recommended to han-
dle the complexity of software-intensive applications
and to prove safety properties. To achieve RMS prop-
erties over the lifecycle of an automated system, two
complementary activities must be undertaken:

• During the system development and design phase,
the occurrence of faults should be prevented by us-
ing appropriate models and methods: quantitative
approaches based on stochastic models can be used
to perform a predictive RMS analysis, and quali-
tative approaches focusing on engineering process
(e.g., Six Sigma) can be used to improve the quality
of the automated system and its products.• During the operational life of the automated system,
personnel should avoid or react to undesired situa-
tions by deploying appropriate safety architectures,
maintenance procedures, and management methods.

Survivability is the quantified ability of a system to
continue to fulfil its mission during and after a natural
or manmade disturbance. In contrast to dependability
studies, which focus on analysis of system dysfunction,
resilience for survivability focuses on the analysis of the
range of conditions over which the system will survive.

42.2 RMS Engineering

42.2.1 Predictive RMS Assessment

To evaluate and measure the various parameters that
characterize system dependability, many methods and
approaches have been developed. Their goal is to
provide a structured framework to represent failures
qualitatively and/or quantitatively. They are mainly of
two types: declarative and probabilistic.

Declarative methods are designed to identify, clas-
sify, and bracket the failures and provide methods
and techniques to avoid them. Most classical mod-
els use graphical classification of failure, causes, and
criticality (failure mode, effects and criticality anal-
ysis (FMECA), hazardous operation (Hazop), etc.),
block diagrams, and fault trees to provide a graphical
means of evaluating the relationships between different
parts of the system (Fig. 42.4). These models incor-
porate predictions based on parts-count failure rates
taken from historical data. While the predictions are
often not very accurate in an absolute sense, they

are valuable to assess relative differences in design
alternatives.

Probabilistic methods are designed to measure, in
terms of probability, some RMS parameters. Models are
mainly based on the complete enumeration of a sys-
tem’s possible states, including faulty states. These
models use state-transition notation involved in the clas-
sical stochastic models of discrete event systems such
as Markov chains and Petri nets [42.19]. The benefit
of Markov and stochastic Petri net approaches relies on
their capability to support quantitative analysis of the
models, but these models suffer from the combinatoric
explosion of the states that occurs when modeling com-
plex industrial systems. Moreover, all of these analytic
approaches assume that the stochastic processes can be
modeled using a constant exponential law. For indus-
trial processes that do not fit with this strong Markovian
hypothesis, the definition of simulation models, such
as Monte Carlo simulation, remains the only way to
evaluate the RMS parameters.
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Fig. 42.4a,b Example of declarative models. (a) Fault tree. (b) FMECA (RPN – risk priority number, Sev – severity, Occur –
occurence, Det – detectability (high detectability implies lower risk))

Whatever the kind of used approaches, models for
predictive RMS evaluation rely upon system data col-
lection that does not always reflect the system reality
due to a gap between real and estimated states. This
limitation reinforces the need to establish reliable gates
between RMS engineering and system deployment to
update the RMS model data with real-time information
provided by the automated system.

42.2.2 Towards a Safe Engineering Process
for RMS

Automation techniques have proven their effective-
ness in controlling the behavior of complex systems,

based on the use of suitable mathematical relationships
involving feedback system dynamics during the de-
sign process. Nevertheless, the process of automating
a system, as addressed by system theory for auto-
matic control, also deals with qualitative phases [42.19]
that require intuitive modeling of real phenomena
(a quantity of material, energy, information, a robot,
a cell, a plant, etc.) to be controlled for achieving
end-user goals. The modeler’s intuition remains impor-
tant [42.20, 21] to build the model as an abstraction
of the real system by identifying the appropriate input,
output, and state variables in order to logically define
the required system behavior. The main difficulty is to
handle the quality of the automation engineering pro-
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Table 42.1 Capability maturity model [42.24]

Level 1:
Initial

The software process is characterized as ad hoc and occasionally even chaotic. Few processes are
defined and success depends on individual effort.

Level 2:
Repeatable

Basic project management processes are established to track cost, schedule, and functionality.
The necessary process discipline is in place to repeat earlier successes on projects with similar
applications.

Level 3:
Defined

The software process for both management and engineering activities is documented, standard-
ized, and integrated into a standard software process for the organization.

Level 4:
Managed

Detailed measures of the software process and product quality are collected. Both the software
process and product are quantitatively understood and controlled.

Level 5:
Optimizing

Continuous process improvement is enabled by quantitative feedback from the process and from
piloting innovative ideas and technologies.

cesses from definition and development to deployment
and operation of the target system by standardization
and use of best practices that are generic to well-
identified problem classes and whose quality has been
established by experience. Capability maturity models
(CMM) [42.22], and validation–verification methods,
guide engineers to combine prescriptive and descrip-
tive models in order to meet system requirements such
as RMS, but without any formal proof of accuracy of
the resulting system model. Finally, the present trend
to compose automation logic by assembling standard-
ized, configurable, off-the-shelf components [42.23]
strengthens the need to first better relate the modeling
process and the system goals and then to preserve them
through the transformation of models of the automa-
tion engineering chain. The CMM, was developed as
a means of rating the thoroughness of a software de-
velopment process, by the Carnegie Melon University
Software Engineering Institute in the 1990s.

To pave the way toward CMM level 5, there is
a growing demand for formalized methods for assur-
ing dependability in industrial automation engineering,
in order to compensate for the increasing complexity
of software-intensive applications [42.25]. In particular,
high levels of safety integrity, as addressed by the In-
ternational Electrotechnical Commission (IEC) 61508
standard, should be formally checked and proven by
mathematically sound techniques in order to verify the
required completeness, consistency, unambiguity, and
finally correctness of the system models throughout the
definition, development, and deployment phases of the
engineering lifecycle [42.26, 27].

The conformance measure of system models with
regards to the requirements, and especially RMS fea-
tures, can be obtained using:

• Assertion methods that include the properties to be
checked in the system models proceed to an a pos-
teriori verification using automatic techniques such
as model checking [42.28].• Refinement methods that start with the formal-
ization of a requirement model and progressively
enrich this model until a concrete model of the
system that fulfils, by construction, the identi-
fied requirements is obtained. They can be based
on:
– Semiformal mechanisms that identify and clas-

sify RMS requirements and then allocate those
requirements to the function, components, and
equipment of the automated system. In this case,
classical models combine computer-science ap-
proaches such as unified modeling language
(UML) with discrete-event analysis models.

– Formal mechanisms [42.29] that allow a se-
quence of formal models to be systematically
derived while preserving the link between for-
mal models and required properties (goals): an
extension of the spiral method for software en-
gineering.

All of these techniques may be combined to contribute
to RMS issues [42.30, 31], but the emphasis on correct
system definition is then shifted to earlier requirements
analysis and elicitation phases.
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42.3 Operational Organization and Architecture for RMS

Taking advantage of technological advances in the
field of communications (web services embedded in
programmable logic controllers) or in the field of
electronics and information technology (radiofrequency
identification (RFID), sensor networks, software em-
bedded components, etc.), automated systems now
include an increasing part of information technology
and communication distributed at the very heart of
production processes and products. However, this au-
tomation comes at a price: the complexity of the control
system in terms of both heterogeneous material (ded-
icated computers, communications networks, supply
chain operations and capture, etc.) and software func-
tions (scheduling, control, supervisory control, moni-
toring, diagnosis, reconfiguration, etc.) that it houses
(Fig. 42.5).

This section deals with the operational archi-
tectures and organizations required to enable active
dependability of the automated system by provid-
ing information processing, storage, and communi-
cation capabilities to anticipate undesired situations
or to react as effectively as possible to fault occur-
rences.

today
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t

Fig. 42.5 Evolution of automated system architecture (CRM – customer relationship management, ERP – enterprise
resource planning, SCM – system configuration maintenance, MES – manufacturing execution system, OPC – on-
line process control, PLC – programmable logic controller, SCADA – supervisory control and data acquisition, EAI
– enterprise architecture interface, HMI – human machine interface, OAGIS – open applications group integration
specification)

42.3.1 Integrated Control
and Monitoring Systems

In order to maintain an acceptable quality of service, de-
pendability should no longer be considered redundant,
but should be integrated with production systems in
order to be an asset in the business competitive environ-
ment. This leads to integration of additional monitoring
functions with the classical control functions of an au-
tomated system in order to provide the system with the
ability to reconfigure itself to continue some or all of
its missions. The main idea is to avoid a complete shut-
down of the system when a failure (with a consequent
reduction in the productive potential of the system) oc-
curs. Considering the system’s intrinsic flexibilities, the
aim is to promote system reconfiguration using a reflex
loop including:

• Failure detection reports about the normal or abnor-
mal behavior of the system. These are mainly based
on a theoretical model of the functional and dys-
functional behavior of the devices involved in the
automated system.
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Fig. 42.6 Integrated control and monitoring systems (after [42.32])

• Diagnosis is mandated to establish a causal connec-
tion between an observed symptom and the failure
that occurred, its causes, and its consequences.
This function involves failure localization to iso-
late the failure to a subarea of the system and/or
devices, failure identification to precisely deter-
mine the causes that brought about the default, and
prognosis to determine whether or not there are im-

Business
level

Shop floor
level

Technical
information
system

Business
Management
processing

Technical management

MaintenanceControl

Field-bus

Process

Fig. 42.7 Integrated control, main-
tenance, and technical management:
layers of automation

mediate consequences of the failure on the plant’s
future operation.• Reconfiguration concerns reorganization of hard-
ware and/or software of a control system to ensure
production within a timeframe compatible with
the specifications. This function involves decision-
making activities to define the most appropriate
control policy and operational activities to imple-
ment the reconfigured control actions.

Integration of monitoring [42.33, 34], diagnosis [42.35]
or even prognosis into control for manufacturing sys-
tems have been widely explored for discrete-event
systems (Fig. 42.6) and today provide material for iden-
tifying degradation or failure modes where control
reconfiguration may be required [42.36].

Reconfiguration exploits the various flexibilities of
the automated system (functional and/or material redun-
dancies). In this way, it aims to satisfy fault-tolerance
properties that characterize the ability of a system (of-
ten computer-based) to continue operating properly in
the event of the failure of some of its components. One
of the most important design techniques is replication –
providing multiple identical instances of the same sys-
tem or subsystem, directing tasks or requests to all of
them in parallel, and choosing the correct result on the
basis of a quorum – and redundancy – providing multi-
ple identical instances of the same system and switching
to one of the remaining instances in case of a failure.
These techniques significantly increase system reliabil-
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ity, and are often the only viable means of doing so.
However, they are difficult to design and expensive to
implement, and are therefore limited to critical parts of
the system.

While automation of these functions is obviously
necessary for ensuring the best reactivity of the in-
dustrial production system to failure occurrence, it is
nevertheless true that system stoppage is often per-
formed by the human operator, who must act manually
to put it back into a admissible state. This justifies
the use of supervision and supervisory control and
data-acquisition (SCADA) systems that help human
operators for plant monitoring and decision-making re-
lated to the various corrective actions to be performed in
order to get back to a normal functioning situation (re-
configuration, management of operating mode). Given
the ever-increasing complexity of industrial processes,
the burden itself tends to become difficult or even im-
possible. For these reasons, much research is aimed at
developing and proposing solutions aimed at assisting
the human operator in the phases of reconfiguration.

42.3.2 Integrated Control, Maintenance,
and Technical Management Systems

Further developments of integrated control and moni-
toring systems have lead European projects in intelli-
gent actuation and measurement [42.37–40] to demon-
strate the benefit of integrating control, maintenance,
and technical management (CMTM) activities [42.41]:

• To optimize control activities by exploiting the plant
as efficiently as possible and taking into account
real-time information about process status (device
and function availability) provided by monitoring
and maintenance activities• To optimize the scheduling of the maintenance
activities by taking into account production con-
straints and objectives• To optimize, by technical management based on
validated information, the operation phase by modi-
fying control or maintenance procedures, tools, and
materials

Applying this principle at the shop-floor level of the
production system consists of integrating the opera-
tional activities of the CMM agents responsible for
the plant and its lower-level interfaces with the sys-
tem devices. They are also linked with the business
level of the enterprise (enterprise resource planning,
etc.) for business-to-manufacturing integration issues
(manufacturing execution system (MES)). These oper-

ational activities are based on collaboration between
human stakeholders and technical resources that sup-
port schedule management, quality management, etc.,
but also process management and maintenance manage-
ment, which are more dependent on the e-Connectivity
of the supporting devices.

The expected integrated organization for shop-floor
activities requires that information is made available
for use by all the operational activities (MES or
CMM). In this way, intelligence embedded in field de-
vices (e.g., devices such as actuators, sensors, PLCs
(programmable logic controllers), etc.) and digital com-
munication provide a solution to an informational
representation of the production process as efficiently
as possible: the system provides the right information
at the right time and at the right place. In other words,
the closer the data representation (e.g., in an object-
oriented system) to the physical and material flows, the
better the semantics of its informational representation
for integration purposes (Fig. 42.7).

At the shop-floor level, local intelligence (software)
allows distribution of information processing, informa-
tion storage, and communication capabilities in field
devices and adds to their classical roles new services
related to monitoring, validation, evaluation, decision
making, etc., with regard to their own operations (in-
creased degree of autonomy) but also their application
context (increased degree of component interaction).

42.3.3 Remote and e-Maintenance

Modern production equipment (manufactured by
original equipment manufacturers, OEMs) is highly
specialized; for example, a semiconductor manufactur-
ing plant may have over 200 specialized production
stages and over 100 equipment suppliers. In a serial
process of this type, all 200 steps must operate within
specification to produce an operational semiconductor
at the end of the line. This type of process requires
extraordinarily high reliability (and availability) of the
OEM production equipment. When such equipment
must be taken out of service, it is not uncommon to incur
production loss rates of over 100 000 $/h, and there-
fore accurate diagnosis and rapid repair of equipment
are essential. Since the year 2000, OEMs have increas-
ingly provided network-capable diagnostic interfaces to
equipment, so that experts do not have to come to the
site to make a diagnosis or repair, but can guide plant
personnel in doing this, and can order and ship parts
overnight. This is often termed e-Diagnostics, and is
crucial to maintaining high availability of production
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equipment. Using e-Diagnostics, a manufacturer may
maintain remote service contracts with dozens of OEM
suppliers to assure reliable operation of an entire pro-
duction process.

In some processes, where production equipment is
subject to wear or usage that is predictably related, for
example, to the number of parts produced, it is possible
to forecast the need for inspection, repair, or periodic
replacement of critical parts, a process called prognos-
tics. Although some statistical methods for prognostics
(such as Weibull analysis) are well known, the ability
to accurately predict the need for service of an individ-
ual part is still not well developed, and is not yet widely
accepted. One goal of this type of analysis is condition-
based maintenance (CBM), the practice of maintaining
equipment based on its condition rather than on the
basis of a fixed schedule [42.43].

Proactive maintenance is a new maintenance pol-
icy [42.44] based on prognostics, and improves on
condition-based maintenance (CBM). CBM acquires
real-time information in order to propose actions and to
repair only when maintenance is necessary. CBM con-
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Fig. 42.8 Distributed e-Maintenance infrastructure in a power energy plant [42.42] (DCS – distributed control system)

sists of equipment health monitoring to determine the
equipment state; CBM is a kind of just-in-time main-
tenance. CBM is not able to predict the future state of
equipment. The prognostic capability of the proactive
maintenance is based on the history of the equipment
operation, its current state, and its future operating con-
ditions. The objective of proactive maintenance is to
know if the system is able to accomplish its function
for a given time (for example, until the next plant main-
tenance shutdown).

Information from control systems (distributed or
not), automation, data-acquisition systems, and sensors
makes it possible to measure variables continuously in
order to produce symptoms or indicators of malfunc-
tion, to acquire the number of cycles of production,
the time of production, the energies consumed, etc.,
in order to correlate this information with the diagno-
sis and assess the probabilities of root cause. Based
on these monitoring and diagnosis functions, proac-
tive maintenance, thanks to prognosis, propagates the
drift of system behavior through time, taking into ac-
count the future exploitation conditions. Based on this
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extrapolation, prognostics can be used to evaluate the
time when the drift will exceed a threshold and to pro-
pose a time before next potential failure. In this way,
proactive maintenance can optimize maintenance ac-
tions and planning in order to minimize production
downtime.

Proactive maintenance allows a maintenance ac-
tion improvement (mean availability), to follow the
degradation tendency (quality of service), to avoid the
occurrence of dangerous situations (safety), and finally
to support the operator with knowledge oriented to the
degradation cause and effect (maintainability).

e-Maintenance is an organizational point of view
of maintenance. The concept of e-Maintenance comes
from remote maintenance capabilities coupled with
information and communication capabilities. Remote
maintenance was first a concept of remote data acquisi-
tion or consultation. Data are accessible during a limited
time. In order to realize e-Maintenance objectives data
storage must be organized to allow flexible access to
historical data.

In order to improve remote maintenance, a new con-
cept of e-Maintenance emerged at the end of the 1990s.
The e-Maintenance concept integrates cooperation, col-
laboration, and knowledge-sharing capabilities in order
to evolve the existing maintenance processes and to try
to tend towards new enterprise concepts: extended en-
terprise, supply-chain management, lean maintenance,
distributed support and expert centers, etc. Based on
web technologies, the e-Maintenance concept is nowa-
days available and industrial e-Maintenance software
platforms exist. e-Maintenance platforms (sometimes
termed asset management systems) manage the whole
of the maintenance processes throughout the system
lifecycle from engineering, maintenance, logistic, expe-
rience feedback, maintenance knowledge capitalization,
optimization, etc. to reengineering and revamping.

e-Maintenance is not based on software functions but
on maintenance services that are well-defined, self-
contained, and do not depend on the context or state of
other services. So, with the advent of service-oriented
architectures (SOA) and enterprise service-bus tech-
nologies [42.45], e-Maintenance platforms are easy
to evolve and can provide interoperability, flexibility,
adaptability, and agility. e-Maintenance platforms are
a kind of hub for maintenance services based on exist-
ing, new, and future applications.

42.3.4 Industrial Applications
Industrial software platforms have been developed dur-
ing the 1990s in order to provide the proof of concept
of this RMS modeling framework before marketing off-
the-shelf products. The first applications have appeared
since 2000 in various sectors such as power energy, steel
factory, petrochemical process, navy logistics and main-
tenance support, nuclear fuel manufacturing and waste
treatment, etc.

A common objective of these multisector applica-
tions is to reduce operation costs by increasing the
availability, maintainability, and reliability of plants and
systems, and to facilitate their compliance with regu-
lation laws. Another common objective is to elicit and
save the implicit knowledge acquired by skilled oper-
ators as well as by skilled engineers when performing
their tasks. Others objectives are specific to an industrial
sector; for example, understanding complex phenomena
to anticipate maintenance operations is critical to opti-
mize the impact of shutdown and startup operations in
process plants [42.46].

Return on investment is estimated to be at most
1 year from these industrial experiments, and leads to
a distributed service-oriented e-Maintenance infrastruc-
ture to warrantee by contract a level of availability in
plant operation (Fig. 42.8).

42.4 Challenges, Trends, and Open Issues

All aspects of dependability such as reliability, main-
tainability, and safety should be viewed in a broader
context depending on both management and technical
processes within the enterprise system to ensure the
necessary resilience to intrinsic and extrinsic complex
phenomena occurring when systems are operating in
changing environments. For example, MTBF is a mea-
sure of the random nature of an event and does not
predict when something will fail but only predicts the
probability that a system will fail within a certain time

boundary. Contrary to conventional wisdom, accidents
often result from interactions between perfectly func-
tioning components, i. e., before a system has reached
its expected life as predicted by RMS analysis.

Such considerations underscore that other advanced
concepts are beyond traditional RMS analyses and the
individual mind-set of each engineering discipline to
cope with emergent behavior as one of the results of
complexity. In other words, dependability assumes that
cause–effect relationships can be ordered in known and
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knowable ways, while resilience [42.47] should con-
fine the contextual emergence of complex relationships
within the system and between the system and its envi-
ronment in unordered ways [42.48].

An initial challenge is to understand that the con-
cept of system as the unique result of normal emergence
within a collaborative systems engineering process
leads to an ad hoc solution based on heuristics and nor-
mative process-driven guidelines [42.49].

A second challenge relies on weak emergence
[42.50] to perceive, model, and check added behaviors

due to the interactions between the component sys-
tems. This should be led by extensive model-driven
requirements analysis adding more details than current
practices and complementary experiments such as mul-
tiagent simulation to track self-organizing patterns in
order to improve component systems’ adaptability.

A third open challenge deals with the quality of
the engineering process to determine whether a system
can survive a strongly emergent event, as well as the
adaptability of the whole enterprise to come into play in
facing an inevitable systemic instability.
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Product Lifecy43. Product Lifecycle Management
and Embedded Information Devices

Dimitris Kiritsis

The closed-loop product lifecycle management
(PLM) system focuses on tracking and managing
the information of the whole product lifecycle,
with possible feedback of information to prod-
uct lifecycle phases. It provides opportunities
to reduce the inefficiency of lifecycle operations
and gain competitiveness. Thanks to the ad-
vent of hardware and software related to product
identification technologies, e.g., radiofrequency
identification (RFID) technology, recently closed-
loop PLM has been highlighted as a tool of
companies to enhance the performance of their
business models. However, implementing the
PLM system requires a high level of coordination
and integration. In this chapter we present the
background methodologies and techniques and
the main components for closed-loop PLM and
how they are related to each other. We start with
the concept of closed-loop PLM and a system ar-
chitecture in Sect. 43.1. In Sect. 43.2 we describe
the necessary components for closed-loop PLM
and how to integrate and coordinate them with
respect to business models, hardware, and soft-
ware. In Sect. 43.3 we propose a development
guide based on experiences gathered from proto-
type applications developed to date. In Sect. 43.4
we introduce a real case example that imple-
ments a closed-loop PLM solution focusing on
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end-of-life (EOL) of vehicles (ELV). Finally,
Sect. 43.5 discusses some challenging issues
and emerging trends in the implementation
of closed-loop PLM.

43.1 The Concept of Closed-Loop PLM

Product lifecycle management (PLM) is a new strategic
approach to manage product-related information effi-
ciently over the whole product lifecycle. Conceived as
an extension to product data management (PDM), its
vision is to provide more product-related information
to the extended enterprise over the whole product life-
cycle. Its concept appeared in the late 1990s, moving

beyond the engineering aspects of a product and pro-
viding a shared platform for creation, organization, and
dissemination of product-related knowledge across the
extended enterprise [43.1]. PLM facilitates the inno-
vation of enterprise operations by integrating people,
processes, business systems, and information through-
out product lifecycle and across extended enterprise. It
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aims to derive the advantages of horizontally connecting
functional silos in organizations, enhancing informa-
tion sharing, efficient change management, use of past
knowledge, and so on [43.2]. To meet this end, a PLM
system should be able to monitor the progress of a prod-
uct at any stage in its lifecycle, to analyze issues that
might arise at any product lifecycle phase, to make
suitable decisions to address problems, and to exe-
cute and enforce these decisions. In spite of its vision,
PLM as defined above has not received much atten-
tion so far from industry because there are no efficient
tools to gather product data over the entire product
lifecycle. However, recent applications of product iden-
tification technologies in various PLM aspects [43.3–9]
demonstrate that a sound technological framework is
now available for PLM to implement its vision. Prod-
uct identification technologies enable products to have
embedded information devices (e.g., RFID tags and on-
board computers), which makes it possible to gather
the whole lifecycle data of products at any time and
at any place. A new generation of PLM systems based
on product identification technologies will make the
whole product lifecycle totally visible and will allow
all actors involved in the product lifecycle to access,
manage, and control product-related information, espe-
cially information after product delivery to customers
and up to its final destiny, without temporal or spatial
constraints. During the whole product lifecycle, we can
now have visibility of not only forward but also back-
ward information flow; for example, beginning of life
(BOL) information related to product design and pro-
duction can be used to streamline operations of middle
of life (MOL) and end of life (EOL). Furthermore, MOL
and EOL information can also go back to designers
and production engineers for the improvement of BOL
decisions. This indicates that information flow is hor-
izontally closed over the whole product lifecycle. In
addition, based on data gathered by product embedded
information devices (PEID), we can analyze product-
related information and take some decisions on the
behavior of products, which will affect data gathering
again [43.10]. This means that information flow is also
vertically closed. We call this concept and relevant sys-
tems the closed-loop PLM. The concept of closed-loop
PLM can be defined as follows: a strategic business ap-
proach for the effective management of product lifecycle
activities by using product data/information/knowledge
which can compensate PLM to realize product lifecy-
cle optimization dynamically in closed loops with the
support of PEIDs and product data and knowledge
management (PDKM) system.

The objective of closed-loop PLM is to optimize
the performance of product lifecycle operations over
the whole product lifecycle, based on seamless prod-
uct information flow through a local wireless network
of PEIDs and associated devices and through remote
Internet connection [43.11] to knowledge repositories
in PDKM. In addition to PEIDs, sensors can be built
in products and linked to PEIDs for gathering status
data [43.12]. During product lifecycle, each lifecycle
actor can have access to PEIDs locally with PEID
controllers (e.g., RFID readers) or to a remote PLM sys-
tem for getting necessary information. Furthermore, in
closed-loop PLM, decision support systems (DSS) inte-
grated to PDKM systems may provide lifecycle actors
with suitable advice or decision support at any time.

In the closed-loop PLM, all business activities per-
formed along the product lifecycle must be coordinated
and efficiently managed. Although there are a lot of in-
formation flows and interorganizational workflows, the
business operations in closed-loop PLM are based on
the interactions among three organizations: the PLM
agent, PLM system, and product. The PLM agent can
gather product lifecycle information quickly from each
product with a mobile device such as a personal digital
assistant (PDA) or a fixed reader with built-in antenna.
He sends information gathered at each site (e.g., retail
sites, distribution sites, and disposal plants) to a PLM
system, as illustrated in Fig. 43.1.

A PLM system provides lifecycle information or
knowledge generated by PLM agents through product
lifecycle activities realized through the three main prod-
uct lifecycle phases: BOL, MOL, and EOL.

BOL is the phase where the product concept is
generated and subsequently physically realized. In the
closed-loop PLM, designers and production engineers
will receive feedback about detailed product informa-
tion from distributors, maintenance/service engineers,
customers or remanufacturers on product status, prod-
uct usage, product service, conditions of retirement, and
disposal of their products. The feedback information is
extremely valuable for product design and production
because designers and production engineers are able
to exploit expertise and knowhow of other actors in
the product lifecycle. Hence, closed-loop PLM can im-
prove the quality of product design and the efficiency of
production.

MOL is the phase where products are distributed,
used, maintained, and serviced by customers or engi-
neers. In the closed-loop PLM, a PEID can log the
product history related to distributing routes, usage
conditions, failure, maintenance or service events, and
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Fig. 43.1 Basic framework for PEID applications in PLM

so on. This information is later gathered into a PLM
system for analysis and sharing. Thus, during MOL,
an up-to-date report about the status of products and
real-time assistance can be obtained from this system
through the Internet or wireless mobile technology.
Based on these feedbacks, predictive maintenance can
be done by maintenance engineers [43.13]. Further-
more, optimizing logistics operations for maintenance
and service can be facilitated.

EOL is the phase where EOL products are col-
lected, disassembled, refurbished, recycled, reassem-

bled, reused or disposed. It can be said that EOL
starts from the time when the product no longer sat-
isfies an initial purchaser [43.14]. In the closed-loop
PLM, the use of PEIDs can greatly increase the ef-
fectiveness of EOL management; for example, material
recycling can be significantly improved because re-
cyclers and reusers can obtain accurate information
about valuable parts and materials arriving via EOL
routes: what materials they contain, who manufactured
them, and other knowledge that facilitates material
reuse [43.15].

43.2 The Components of a Closed-Loop PLM System

The components of a closed-loop PLM system and their
relations are presented in the five layers of the system
architecture schema shown in Fig. 43.2 [43.16].

These layers are mainly classified into business pro-
cess, software, and hardware. PEID is an important
hardware component for facilitating the closed-loop
PLM concept. Furthermore, software related to ap-
plications and middleware layers, and their interfaces
play important roles in closed-loop PLM. Following
are some more details about the components of whole

closed-loop PLM system: PEID, middleware, DSS, and
PDKM.

43.2.1 Product Embedded Information
Device (PEID)

PEID stands for product embedded information device.
It is defined as a device embedded in (or attached to)
a product, which contains information about the prod-
uct [e.g., product identity (ID), and which is able to
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Fig. 43.2 Overall system architecture for closed-loop PLM

provide the information whenever requested by external
systems during the product lifecycle. There are vari-
ous kinds of information devices built in products to
gather and manage product information, for example,
various types of RFID tags and onboard computers.
A PEID has a unique ID and provides data gathering,
processing, and data-storage functions. Power manage-
ment of a PEID is important to allow it to provide
its functionality along the product lifecycle. Particular

Long-range communication
Internet/GSM/GPRS/
mobile phone

Short-range communication Radio wave

Product identification EPC

Data storing Memory

Data processing/diagnosis Processor & firmware

Data gathering Sensor reading unit

Power management Power unit

PEID
Passive
RFID

Active
RFID Onboard

com.

Fig. 43.3 PEID functions and types (EPC – electronic product code, GSM – global system for mobile communications,
GPRS – general packet radio service)

attention is obviously paid to the data gathering func-
tion. Over the last decade, a lot of sensor technologies
have been developed to gather environmental status data
of products related to mechanical, thermal, electrical,
magnetic, radiant, and chemical data [43.12, 17]. These
sensor technologies can be incorporated into the PEID
to gather the history of product status with the data
gathering function. Eventually, these functions enable
a PEID to gather data from several sensors, to retain or
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store them, and if necessary to analyze them or support
associated decision making. In addition, it should have
a communication function with external environments
for exchanging data. For this, a PEID should have a pro-
cessing unit, communication unit, sensor reader, data
processor, and memory. Depending on the combinations
of these functions, the PEID has several types such as
passive RFID tag, active RFID tag, and onboard com-
puter. In particular the manufacturing cost of the PEID
is greatly affected by power management and data func-
tion specification. Hence, the PEID should be carefully
designed considering application characteristics. The
overall architecture of PEID is depicted in Fig. 43.3.

43.2.2 Middleware

Middleware can be considered as intermediate software
between different applications. Developing middleware
is one of the most challenging areas in the closed-loop
PLM since it is the core technology to efficiently gather
and distribute PEID data. It plays a role as the inter-
face between different software layers, e.g., between
PEIDs and PDKM, as shown in Fig. 43.4. It is used
to support complex and distributed applications, e.g.,
applications between RFID tags and business informa-
tion systems, to communicate, coordinate, and manage
data by converting the data in a proper way. In the
closed-loop PLM, it has a role to map the low-level

data gathered from PEID readers to more meaning-
ful data of other high-level application such as field
DB/PDKM and PLM business applications. There are
several issues to be resolved: data security, consis-
tency, synchronization of data, tracking and tracing,
exception handling, and so on. Figure 43.4 shows the
overall architecture of the middleware developed in the
PROMISE (product lifecycle management and informa-
tion tracking using smart embedded systems) project
(www.promise-plm.com).

43.2.3 Decision Support System (DSS)

Decision support system (DSS) software provides life-
cycle actors with the ability to transform gathered data
into necessary information and knowledge for specific
applications. To this end, diagnosis/analysis tools for
gathered data and data transformer are required. There
are a lot of decision support areas which are highlighted
in the closed-loop PLM, mainly transforming lifecycle
information of other lifecycle phases into streamlining
current lifecycle operations; for example, main areas
in decision support for MOL include assisting efficient
maintenance diagnosis and prognosis, whereas in EOL
this includes efficient waste management. Figure 43.5
shows the overall architecture of the middleware de-
veloped in the PROMISE project (see also Chap. 87 on
Decision Support Systems).
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43.2.4 Product Knowledge
and Management System (PDKM)

The PDKM manages information and knowledge gen-
erated during the product lifecycle. It is generally linked

PDKM portal (iViews deployed in SAP enterprise portal)

Back-end system (extended mySAP PLM)
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Fig. 43.6 PDKM architecture

with decision support systems and data transforma-
tion software. PDKM is a process and the associated
technology to acquire, store, share, and secure under-
standings, insights, and core distinctions. PDKM should
link not only product design and development such
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as computer-aided design/manufacture (CAD/CAM)
but also other back-end software to achieve interop-
erability of all activities that affect a product and

its lifecycle. Figure 43.6 shows the overall archi-
tecture of the PDKM developed in the PROMISE
project.

43.3 A Development Guide for Your Closed-Loop PLM Solution

In this section we describe the main elements of the de-
velopment of a closed-loop PLM solution: modeling,
selection of PEID system, data and data flow definition,
PDKM, DSS and middleware.

43.3.1 Modeling

PLM has specific objectives at each phase of the life-
cycle: BOL, MOL or EOL; for example, at BOL,
improving product design and production quality are
main concerns. During MOL, improving reliability,

Updating PEID

PLM system

Dismantler

EOL product expertProduct designerLogistics engineer

Remanu-
facturer

Product
(with PEID)

Analyzing data

Supporting EOL
decision

<<uses>>

<<uses>>
<<uses>>

Sending feedback
informationFiltering data

Managing information
and knowledge

Gathering, storing,
and transmitting data

RFID application in EOL

Fig. 43.7 Use case for PEID application at EOL

availability, and maintainability of products are the
most interesting issues. In EOL, optimizing EOL prod-
uct recovery operations is one of the most challenging
issues.

It is advisable to begin the development of a closed-
loop PLM solution by modeling the various charac-
teristics of the solutions we want to develop. If, for
example, we consider the EOL phase of a product,
a use-case diagram such as the one shown in Fig. 43.7
below will help to identify the main actors and activities
of the solution. This model shows how a PLM system,
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using PEID technology, can gather accurate data re-
lated to product lifecycle history at the collecting and
dismantling phase of EOL products, e.g., which com-
ponents they consist of, what materials they contain,
who manufactured them, and other data that facilitate
reuse of materials, components, and parts. Based on
gathered data, EOL product experts in the PLM system
can predict degradation status and remaining lifetime
of parts or components. With this information, at the
inspection phase, the dismantler can implement EOL
product recovery optimization, in other words, decid-
ing on suitable EOL recovery options such as recycle,
reuse, remanufacturing, and disposal, with the objec-
tive of maximizing values of EOL products considering
product status. This decision also provides useful in-
formation to remanufacturers for making an efficient
remanufacturing plan in advance. Furthermore, logis-
tics engineers can improve logistics at EOL (reverse
logistics) from collecting to remanufacturing, reuse or
disposal. They can obtain supply volume data for re-
cycle, reuse, remanufacturing, and disposal products
in advance from the EOL decision. In addition, EOL
product recovery decision data and product status at
EOL dismantling can give useful information to prod-
uct designers for improving product design with several
purposes, e.g., design for reliability, reuse, recycle, and
so on.

The next step of modeling concerns the process
and events of the solution. This is well achieved with
a swim-lane chart. Figure 43.8 below shows the swim-
lane chart of closed-loop application at EOL, mainly
focusing on EOL product recovery optimization.

In this application, at first, the EOL collector gath-
ers products that have lost their values. Then, the EOL
dismantler inspects collected products visually. As a re-
sult, products can be simply classified into two parts:
disposal, and disassembly for more detailed inspections.
In disassembly, the concerned components or parts will
be inspected in detail and sorted into several EOL op-
tions based on some criteria. During the inspection
and sorting process, if necessary, the dismantler ac-
cesses PEIDs of the parts or components concerned
to gather necessary data for inspecting and sorting the
EOL products. To sort EOL products in a systematic
way, the EOL dismantler asks for EOL decision sup-
port from the PLM system. EOL product experts in
the PLM system estimate the remaining value of the
parts or components concerned, based on accumulated
data, information, and knowledge at PDKM in the PLM.
Based on the estimated remaining values and other in-
formation such as costs and benefits of recycle, reuse,

remanufacture, disposal, and so on, EOL product ex-
perts decide on an adequate EOL option for each part
or component, i. e., which parts or components should
be recycled, reused, remanufactured or disposed, un-
der some constraints related to environmental regulation
and product quality. This information will be stored
in the PDKM and transmitted to dismantlers. If nec-
essary, product designer and logistics engineer receive
this information from the PLM system to improve their
operations.

Based on the proposed EOL decision, dismantlers
sort the parts or components. When the EOL disman-
tler sorts products, depending on the sorting results of
EOL products, operations related to PEIDs may be dif-
ferent. They may be removed and replaced with new
ones; or its data contents can be reset or updated without
replacement for the second life of parts or components;
for example, in the recycle case, PEIDs will usually be
detached from products. Then, recyclable products will
be sent to specific lots that have similar materials fea-
tures. For each lot, a new PEID will be used for its
management. Each lot will be sent to recycling com-
panies. In the reuse case, after quality data of parts
or components are updated to an existing PEID, prod-
ucts will be sent to a remanufacturing site or second
market. In the remanufacturing case, after required in-
formation for remanufacturing such as current quality
data, required quality data, product specification, and
production instruction are updated, products will be sent
to remanufacturing sites. In the case of disposal, af-
ter updating disposal-relevant data to each PEID and
PLM system by disposal engineers, products are sent
to disposal companies.

43.3.2 Selection of PEID System

Table 43.1 shows the basic functions and their corre-
sponding components of a PEID with its specifications.
Here, PEIDs can be classified into four types by their
functions and specifications.

Type A is for simple applications. It contains only its
own identification function. For this, it has a small-sized
read-only microchip that includes its own ID, config-
uration parameters, and simple logics programmed for
a specific application. A 1 bit transponder or simple pas-
sive RFID tag is included in this type. It does not need
any power to transmit data to a PEID controller. It can
be detected by a PEID controller automatically when
it goes into the interrogation zone. Hence, it does not
need any battery. When lifecycle actors just want to read
a small amount of product identification data without
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Table 43.1 Classification of PEIDs (filled bullet: high capacity, empty bullet: low capacity) (LF – low frequency, HF – high
frequency, UHF – ultra high frequency)

Our classification

Category

Type A
(1 bit transponder)

Type B
(passive or semi-
passive type with
memory)

Type C
(active type with
memory and
sensor)

Type D
(device for smart
product)

Function (corresponding component)

Product identification (simple serial number
in built-in chip)

• • • •

Sensing (sensor) – – • •
Data processing (microprocessor) – ◦ ◦ •
Data storage (memory) – • • •
Power management (battery) – ◦ • •
Communication (communication module) – – – •
Specification

Memory type (ROa, WORMb, RWc) RO WORM, RW RW RW

Reading distance (Ld, Me, Hf ) L, M M M, H M, H

Data rate (L, M, H) L L, M M, H M, H

Processing ability (L, M, H) – L L, M M, H

Frequency of operation (LF, HF, UHF) LF, HF LF, HF HF, UHF HF, UHF

Application level

Component/
item level

Component/
item or lot level

Assembly level
or lot level

Product level

a Read only, b Write once and read many, c Read/write, d up to 1 cm, e Up to 1 m, f Over 1 m (L = low, M = medium, H = high)

storing additional data to a product itself during product
lifecycle, this type of PEID is suitable.

Compared with type A, type B has additionally
storage capability. Hence, it enables storage of nec-
essary data in a product itself during its lifecycle. In
other words, a PEID controller can update new data
or information to this type of PEID, if necessary. This
requires a read/write type of memory. Depending on ap-
plications, some may need processing ability to filter
gathered data. Furthermore, some may need a bat-
tery because data storage requires a large amount of
power. To keep not only static but also dynamic data
about products (but a small amount, such as product
history data within a product itself) this type is prefer-
able. A semipassive or active tag can be used for this
type of application. This type can be used in produc-
tion lines or warehouses, or in supply chains for item
management applications, e.g., checking item status,
classifying items, tracing item history, and so on.

Type C has sensing and power management func-
tions to gather environmental data of a product, in
addition to the specifications of type B. Sensors can be
installed into a RFID tag or separately, independent of
a RFID tag. It should have its own battery since sen-

sors require a large amount of power. It may also have
a communication module, depending on the application.
Through the communication module, it is able to trans-
mit gathered data from sensors to back-end systems by
itself. Its size is larger and its reading distance is longer
than those of the previously described types. Predic-
tive maintenance domain is a major application of this
type of device. Depending on the types of sensors used,
the application areas are huge, from food to machinery
products.

Type D is the most complex PEID, which has ad-
ditionally communication and processing ability. It can
keep some amount of product status data gathered from
sensors in its own memory. Furthermore, it can ana-
lyze gathered data and make some decisional processes
based on them autonomously. This reduces the amount
of data to be handled by the back-end systems. In ad-
dition, it can communicate with a PLM system directly
without the help of PLM agents.

43.3.3 Data and Data Flow Definition

Table 43.2 describes the main data in several informa-
tion flows in PLM.
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Table 43.2 Main data of information flows in PLM

Information flow Category Main data

BOL to MOL BOM information Product ID, product structure, part ID, component ID prod-
uct/part/component design specification, etc.

Information for maintenance/
service

Spare part ID list, price of spare part, maintenance/service
instructions, etc.

Production information Assemble/disassemble instruction, production specifications
production history data, production routing data, production
plan, inventory status, etc.

BOL to EOL Product information Material information, BOM, part/component cost, disassem-
ble instruction, assembly information for remanufacturing,
etc.

Production information Production date, lot ID, production location, etc.

MOL to EOL Maintenance history information Number of breakdowns, parts/components’ IDs in problem,
installed date, maintenance engineers’ IDs, list of replaced
parts, aging statistics after substitution, maintenance cost,
etc.

Product status information Degree of quality of each component, performance defini-
tion, etc.

Usage environment information Usage condition (e.g., average humidity, internal/external
temperature), user mission profile, usage time, etc.

Updated BOM Updated BOM by repairing or changing parts and compo-
nents, etc.

MOL to BOL Maintenance and failure informa-
tion for design improvement

Ease of maintenance/service, reliability problems, mainte-
nance date, frequency of maintenance, MTBF1, MTTR2,
failure rate, critical component list, root causes, etc.

Technical customer support infor-
mation

Customer complaints, customer profiles, response, etc.

Usage environment information Usage condition (e.g., average humidity, internal/external
temperature), user mission profile, usage time, etc.

EOL to MOL Recycling/reusing part or compo-
nent information

Reuse part or component, remanufacturing information,
quality of remanufacturing part or component, etc.

EOL to BOL EOL product status information Product/part/component lifetime, recycling/reuse rate of
each component or part, etc.

Dismantling information Ease to disassemble, reuse or recycling value, disassembly
cost, remanufacturing cost, disposal cost, etc.

Environmental effects informa-
tion

Material recycle rate, environmental hazard information, etc.

1 Mean time between failures, 2 Mean time to repair

43.3.4 PDKM, DSS and Middleware

PLM has emerged as an enterprise solution. Thus,
all software tools/systems/databases used by vari-
ous departments and suppliers throughout the whole

product lifecycle have to be integrated so that the in-
formation contained in their systems can be shared
promptly and correctly between people and appli-
cations [43.2]. Hence, it is important to understand
how application software in a PLM fits with others
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Table 43.3 Functions and specifications of main software components

Classification Middleware PDKM DSS

Function • Request-driven reading• Event-driven reading• Filter data• Data transformation• Write• PEID management• Service management• Data transition

• Document management• Field data management• User requirement
management• Data transformation• Communication requirement
management• Information requirement
management

• Making decision• Decision support• Data analysis
and transformation

Specification • Location (within product,
outside of product)• Reading distance

• Reading rate• Data format• Interface protocol with PEID• Type of controller

• Location• Main user• Types of knowledge
management• Data format• Amount of data

• Location• Purpose of decision support• Decision-maker

• Data format• Expected output type• Types of DSS• Types of decision model

Information/knowledge
for decision support

Information/
knowledge

New information/
knowledge

Experience

Information
Categorized data

Raw data

Information

Data

Decision support

PLM users

PDKM

PEIDs attached to products

Data
transformer

Decision
support

Database

Middleware

Diagnosis/
analysis tools

Domain experts

Back-end
software

Fig. 43.9 Software architecture for
closed-loop PLM

in order to manage product information and oper-
ations [43.18]. For this, a software architecture is
required. Software architecture is the high-level struc-

ture of a software system concerned with how to
design software components and make them work
together.
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Figure 43.9 shows a software architecture for
closed-loop PLM. It takes a vertical approach in the
sense that its structure represents a hierarchy of soft-
ware of closed-loop PLM, from gathering raw data
to business applications. Embedded software (called
firmware) built into PEIDs plays the role of control-
ling and managing PEID data. The embedded software
can have the ability to filter raw data gathered by var-
ious sensors, if necessary (this function can also be
done in middleware). This can resolve the problem of
memory size in PEIDs by removing duplicate and un-
necessary data. Furthermore, firmware can do simple
analyses based on the gathered data, or this function can
also be implemented in other parts such as middleware,
diagnosis, and analysis tools, and PDKM.

Database (DB) software is required to store pro-
cessed data and manage them efficiently. A DB can be
distributed or located on a central server. Regarding the
format of the database, relational and object-oriented
databases have been considered in the relevant research

community. The configuration of the DB should be
determined considering a trade-off between cost and ef-
ficiency of data management, which is different for each
case.

PDKM, decision support, and middleware software
components must be designed and implemented accord-
ing to their description in Sect. 43.2.

Finally, back-end software can be defined as the
part of a software system that processes the input
from the front-end system that interacts with the user.
These usually involve legacy systems of an enterprise,
e.g., enterprise resource planning (ERP), supply chain
management (SCM), and customer relationship man-
agement (CRM). The back-end software will support
PLM users in implementing several business processes
(see Chap. 90 on Business Process Automation: CRM,
SM and ERP).

Table 43.3 presents the functions and specifications
of the main software components such as middleware,
PDKM, and DSS.

43.4 Closed-Loop PLM Application

The domain of application presented here is the
end-of-life (EOL) phase of the product lifecycle. It
specifically deals with the take back of end-of-life
vehicles (ELVs) by dismantlers so that they can be re-
processed: this strategy allows for both the feedback
of vital information (design information, usage statis-
tics on components, etc.), and the materials/components
themselves to the beginning-of-life (BOL) stage of the
product lifecycle; as well as the take back of selected
components into the middle-of-life (MOL) phase of the
product lifecycle as secondhand parts.

This industrial application was developed and im-
plemented by the Research Center of Fiat (CRF)
and its partners in PROMISE, and is reported in de-
tail in [43.19] and in the case study description A1
in [43.20]. It focuses specifically on the dismantler and
the operations performed to achieve the correct removal
decision [i. e., removal for reuse (BOL or MOL), re-
moval for remanufacturing (BOL), disposal, etc.]; and
the correct categorization and analysis of various en-
vironmental usage statistics associated with specific
components from the ELV.

The dismantler decides on the ELV’s recy-
cling/recovery path and converts the ELV into com-
ponents for reuse, remanufacturing or recycling. The
dismantler’s role is critical for returning ELV compo-

nents and information from EOL to BOL. He retrieves
from external databases the list of standard components
to be removed from the car and checks if the compo-
nents in the onboard diary are included in the standard
list. At the same time he retrieves models (algorithms
and costs) and thresholds from PDKM in order to com-
pute wear-out level for each component and analyze the
economic value of parts.

0 2 4 6 8

List of component to be removed
(in descending order of worth reusing score)

Alternator was replaced 2 weeks
ago. It does not need remanufac-
turing/reworking

Alternator

Suspension

Steering

Starting engine

Inj. pump

Clutch

Battery

Gearbox

Engine

Catalyst silencer

Air cond. compress.
Reuse not convenient

Recycling compulsory due to
legal constraints

Fig. 43.10 List of EOL components of a car
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In particular he decides which parts should be re-
moved from the vehicle, how to recover (reuse or
remanufacture) the removed parts, to which customers
the parts should be delivered, and where to store the
parts.

In the first stage, the system generates a bill of ma-
terials (BOM) of the car automatically based on the car
model or identity number inputted in the background
database; this BOM is used as the basis for developing
a list of potentially valuable parts to remove, which also
takes into account the requirements of legislation.

Using the dealer back-end system, the list of com-
ponents to be removed from the car is computed. An
example is shown in Fig. 43.10.

43.4.1 ELV Information
and PEID Technology

In order to make these decisions properly and accu-
rately, large amounts of information are required by
the ELV dismantlers, which may be classified into six
categories:

(1) Product-related information
(2) Location-related information
(3) Utilization-related information
(4) Legislative information
(5) Market information
(6) Process information

Generally the information in categories (1), (4), and
(6) above is relatively easy to acquire, because the
product-related information is usually obtained from the
automotive producers and from other relatively static
legislative bodies. However, current information sys-
tems cannot give more detailed specifications, such as
usage statistics and the environmental conditions un-
der which the ELV was used; this information can only
be obtained from the ELV itself, a situation which, un-
til recently, was only deemed to be resolvable by an
experienced dismantler that could use their subjective
judgement to make decisions about the present ELV
based upon their knowledge of past ELVs. Naturally,
this was seen as an unsatisfactory situation: the relevant
knowledge required was subjective and qualitative, and,
more important, linked to the personality of the disman-
tler. It was difficult to write down or communicate in
numeric terms, and so was deemed difficult to regulate
properly.

PEID technology, used as an enabler of PLM, can
help to remove many of the unsatisfactory elements of

the dismantling problem. By exploiting the capabili-
ties of PEIDs, sensors embedded in particular vehicle
components can collect and record relevant informa-
tion about the vehicle’s lifecycle, including production,
usage, maintenance, and dismantling data. The disman-
tlers only need to read the data from the ELVs’ PEID
system, and can thereby obtain all the required location-
and utilization-related information.

Thus, the solution suggested here removes the qual-
itative, subjective elements of the dismantling problem
by emphasizing the use of a PEID technology infras-
tructure that cumulatively develops an information store
of usage statistics as the ELV moves through its prod-
uct lifecycle. More importantly, the use of PEIDs allows
developers to remove the decision making at EOL from
the experienced dismantler’s hands, and allows an EOL-
dedicated DSS to be developed based upon numeric
usage statistics from the PEIDs in the ELV.

43.4.2 Decision Flow

The decision support for ELVs consists of two web-
based process stages (Fig. 43.11). In the first stage,
(1) remove decision, the system automatically generates
a bill of materials (BOM) of the car based on the car
model or identity number inputted and the background
database; this BOM is used as the basis for developing
a list of potentially valuable parts to remove, which also
takes into account the requirements of legislation [that
is, if there are hazardous parts, such as batteries, that
must be removed by European Union (EU) law, whether
valuable or not]. Once this list of parts to be removed
has been generated, the user moves into the second part
of the web interface: (2) recovery path, to determine
what on the projected list of car parts should actually
be removed and what should not be removed owing to
actual damage, abnormal wear and tear or other factors
that reduce the parts’ value.

There are two key removal decisions involved at this
point for each part in the ELV under consideration:

(1) Remove part from the vehicle for further treatment
or

(2) Leave part on the vehicle to be shredded

If a part is (1) removed, it is because it is worth it: the
quality of the part, the cost of labor to remove, the mar-
ket conditions, and the present stock levels are assessed;
if the part passes all of these thresholds then it is re-
moved. If a part is (2) left on the ELV, it is because it
is not worth removing: the value of the part does not
cover its quality, the cost to remove, or the market may
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Make
remove
decisionUser login

Input car
model

List of
remove partsList of BOM

Have decisions
been made for all the

components?

N

N

YChoosing
decision
module

1. Remove decision

Input car
model

Calculate
recovery decisions

Choose the target
components

Modify recovery
decisions

Enter PEID data for the
chosen components

Calculate
customer's decision

Calculate
location decision

List of
recovery path

Modify
customer's decision

Have data
been entered for
all the chosen
components?

Y

2. Recovery path

Fig. 43.11 A schematic view of DSS for ELVs

be unfavorable or the dismantler overstocked; the part
is left on the ELV to be shredded as base material for
recycling.

In the second stage, (2) recovery path in Fig. 43.11,
the system assumes the recovery of a number of parts
from the first stage and focuses on the recovery path
required for these removed components. The two main
recovery paths that any component can now take are:
remanufacturing (i. e., retooling of a part to original
quality levels; normally performed at the BOL phase)
or reuse (i. e., use of the part in the secondary mar-
ket; the part flow path is to the MOL if this is the
case). Using the information derived from the PEIDs
located on the recovered parts, the DSS can direct the
user to the optimal recovery path for each of the re-

moved parts; this is performed by a set of algorithms
that use the usage statistics on the PEIDs of the recov-
ered parts to determine the correct recovery path for
each component (the particular algorithms are not de-
tailed as they are beyond the scope of this paper). Once
the recovery method is issued, the system will cooperate
with its back-end system to suggest a potential down-
stream customer and potential storage position for the
component. Again, at each decision-making stage, the
decision-maker has the authority to change the decision
based on their judgement. When all of the decisions re-
lating to the ELV are settled, the system records all the
necessary information to the PDKM system, which is
available to the BOL designers of the vehicle in question
for examination.

43.5 Emerging Trends and Open Challenges

Total management of the product lifecycle is critical to
innovatively meet customer needs throughout its entire
lifecycle without driving up costs, sacrificing quality or
delaying product delivery. For this, it is necessary to
develop a PLM system in which information flow is hor-
izontally and vertically closed, i. e., closed-loop PLM.

The closed-loop PLM system provides opportunities to
reduce the inefficiency of lifecycle operations and gain
competitiveness.

In this chapter, we have also discussed a system
architecture for product lifecycle management where
information flows are closed due to emerging product
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identification technology over the whole product lifecy-
cle (closed-loop PLM). To gather product lifecycle data
during all product lifecycle phases, the concept and ar-
chitecture of PEID has been introduced. Furthermore,
necessary software components and their relations have
been addressed.

The following is a list of issues to be resolved for
implementing the closed-loop PLM concept:

• In the business model aspect, it is necessary to de-
velop a good business model to apply the concept of
closed-loop PLM for optimizing the profit of a com-
pany. For this, trade-off analysis for cost and effect
are prerequisite. Depending on each case, partial
implementation of closed-loop PLM may be cost-
effective.• Regarding the PEID, it is necessary to develop
a generic concept of a PEID that can be used over
the whole product lifecycle. For this, however, first,
the lifecycle of the PEID, including reuse, should

be modeled. Based on this design, suitable PEIDs
should be designed, because the great bottleneck to
deployment of PEID into business applications is
their cost.• In terms of middleware, it is a prerequisite to
develop a method for managing and controlling
enormous amounts of PEID event data. Methods
for filtering huge amounts of event data and trans-
forming them into meaningful information should
be developed. Furthermore, PEID security and au-
thority problems should be resolved.• In terms of PDKM, it is a prerequisite to design
the product lifecycle data schema for integrating
all relevant data objects required in lifecycle oper-
ations.

Finally, the case studies developed so far in the
PROMISE project show that the proposed concept can
yield great benefit to product lifecycle optimization ef-
forts.
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Education an44. Education and Qualification for Control
and Automation

Bozenna Pasik-Duncan, Matthew Verleger

Engineering education has seen an explosion of
interest in recent years, fueled simultaneously by
reports from both industry and academia. Au-
tomatic control education has recently become
a core issue for the international control com-
munity. This has occurred in tandem with the
explosion of interest in engineering education as
a whole. The applications of control are growing
rapidly. There is an increasing interest in con-
trol from researchers from outside of traditionally
control-based fields such as aeronautics, chemical,
mechanical, and electrical engineering. Recently
control and systems theory have had much to
offer to nontraditional control fields such as bi-
ology, biomedicine, finance, actuarial science,
and the social sciences as well as transportation
and telecommunications networks. Complemen-
tary, innovative developments of control and
systems theory have been motivated and inspired
by complex real-world problems. These new de-
velopments present huge challenges in control
education. Meeting these challenges will require
a multifaceted approach by the control community
that includes new approaches to teaching, new
preparations for facing new theoretical control and
systems theory problems, and a critical review of
the status quo. This chapter discusses these new
challenges as well as new approaches to education
and outreach. This chapter starts by presenting an
argument towards the future of controls as the
application of control theory expands into new
and unique disciplines. It provides two case stud-
ies of nontraditional areas where control theory
has been applied: finance and biomedicine. These
two case studies show a high potential for us-
ing powerful fundamental principles and tools of
automatic control in research with an inter-
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disciplinary nature. The chapter then outlines cur-
rent and future pedagogical approaches being
employed in control education, particularly intro-
ductory courses, around the world. It concludes
with a discussion about the role of scholarship,
teaching, and learning in control education both
now and in the coming years.
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44.1 The Importance of Automatic Control in the 21st Century

The field of automatic control has a rich history
(Fig. 44.1), well presented in a special issue of the Euro-
pean Journal of Control [44.1]. Fleming [44.2] provides
an assessment of its status and needs of control theory
through the 1980s. A broader and more updated report
is provided in [44.3–5].

At its core, control systems engineering involves
a variety of tasks including modeling, identifica-
tion, estimation, simulation, planning, decision making,
optimization, and deterministic and stochastic adap-
tation. While the overarching purpose of any con-
trol system is to assist with the automation of an
event, the successful application of control princi-
ples involves the integration of various tools from
related disciplines such as signal processing, fil-
tering, stochastic analysis, electronics, communica-
tion, software, algorithms, real-time computing, sen-
sors and actuators, as well as application-specific
knowledge.

a) b)

Fig. 44.1a,b The centrifugal governor (a) is widely considered to be the first practical control system, dating back to the
1780s. It was used in the Boulton and Watt steam engine (b) to regulate the amount of steam allowed into the cylinders
to maintain a constant engine speed

The applications of control automation range from
transportation, telecommunications networks, manufac-
turing, communications, aerospace, process industries
through commercial products reaching as diverse fields
of study as biology [44.6], medicine [44.7–10], and fi-
nance [44.11, 12]. New issues are already appearing in
the next generation of transportation [44.13] and telecom-
munications network [44.14] problems, as well as in the
next generation of sensor networks (particularly for ap-
plications such as weather prediction), emergency re-
sponse systems, and medical devices. These are new chal-
lenges that can be solved through the careful application
of control and systems theory. The impact of systems and
control in the changing world is described in the 2007
Chinese Control Conference (CCC) plenary talk Systems
and Control Impact in a Changing World delivered by
Ted Djaferis, the 2007 President of the Control Systems
Society [44.15]. A more thorough description of control
theory for automation can be found in Chaps. 9–11.

44.2 New Challenges for Education

Marketplace pressures and advances in technology are
driving a need in modern industry for well-trained con-
trol and systems scientists. With its cross-boundary
nature and ever-growing application base, helping
students in all disciplines of science, technology, en-

gineering, and mathematics (STEM) to understand the
power and complexity of control systems is becoming
an even more critical component to the future of tech-
nical education. The need to train all STEM graduates
to be comfortable with control theory generates many
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new challenges in control education which are exten-
sively discussed in [44.16] as well as in the report of
the National Science Foundation (NSF) and the Control
Systems Society (CSS) panel on an assessment of the
field [44.4] with its summary given in [44.5].

While the skills necessary for students to become
successful practitioners of their craft are changing, so
too is the background of our students. They are better
prepared to work with modern computing technologies.
The ability to interact with and manipulate a computer
is second nature to today’s connected student [44.18].
Thus the time is ripe for major renovations in con-
trol education as it applies to STEM disciplines. The
first step in the renovation process is to develop cross-
disciplinary examples, demonstrations, and laboratory
exercises that illustrate systems and control across the
entire spectrum of STEM education [44.3–5, 19].

The recent National Academy of Engineering
(NAE) report [44.17] identified the attributes and
abilities engineers will need to perform well in
a world driven by rapid technological advancements,
national security needs, aging infrastructure in devel-
oped countries (Table 44.1), environmental challenges
brought about by population growth and diminish-
ing resources, and creation of new disciplines at
the interfaces between engineering and science. The
systems and control community has been actively
involved and engaged in taking a leading role in
shaping the future automatic control engineering cur-

Table 44.1 America’s infrastructure is in dire need of re-
pair: just one of the many problems today’s engineering
students will be facing as they enter the workforce (af-
ter [44.17])

Area Grade Trend
(since 2001)

Roads D+ ↓
Bridges C ↔
Transit C ↓
Aviation D ↔
Schools D ↔
Drinking water D ↓
Watewater D ↓
Dams D ↓
Solid waste C+ ↔
Hazardous waste D+ ↔
Navigable waterways D+ ↓
Energy D+ ↓
America’s infrastructure D+
GPAa total US $ 1.6 trillion
investement (estimated 5-year

need)
a grade point average

riculum [44.20], as well as in educating and making
nonengineering communities aware of the benefits and
the power of the systems and control approaches and
tools.

44.3 Interdisciplinary Nature of Stochastic Control

Stochastic adaptive control, whereby the unknown pa-
rameters of a control system are modeled as random
variable or random processes [44.21, 22], can be used
to illustrate the interdisciplinary nature of control.
The general approach to adaptive control (Fig. 44.2)
involves a splitting, or separation, of parameter iden-
tification and adaptive control. A system’s behavior
depends on some set of parameters, and the fact that the
values of the parameters are unknown makes the sys-
tem unknown. Some crucial information concerning the
system is not available to the controller, and this infor-
mation can be learned during the system’s performance.
Using that information, the system’s performance can
then be altered to respond. This altered response may in
turn alter the previously unknown parameters. This pro-
cess is repeated in a recursive manner until the system
is shut down.

The described problem is the basic problem of
adaptive control. A stochastic control system can be
described using a stochastic differential equation or
a stochastic partial differential equation. The solution
to the adaptive control problem consists of showing the
strong consistency of the family of estimators of an un-
known parameter and the self-optimality of an adaptive
control that uses the family of estimates. The distur-
bance, or noise, in the system is modeled by a Brownian
motion or more generally by a fractional Brownian
motion (more accurate for recent problems in telecom-
munication, finance or biomedicine) [44.11]. Industrial
operation models are often described by stochastic con-
trolled systems [44.23].

Let us describe a simple adaptive control using
a simple investment model. Consider a model where an
investor has a choice in investing in two assets, a simple
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savings account with a fixed rate of growth (say 3.5%)
or shares of Microsoft stock whose growth is governed
by a Brownian motion with unknown drift and variance.
The investor controls his asset by transferring money
between the stock and the savings account. The goal
is, when the stock is expected to go down, to sell the

Fig. 44.2 The general structure of an adaptive control sys-
tem is one where the critical input control parameters are
outputs of the system. As the system operates over time, the
parameters are adapted to control how the system functions
in the future�

stock and transfer the money to the savings account, but
when the stock is expected to go up to repurchase the
stock before it goes up. The control variable is the to-
tal amount of money transferred from the stock to the
savings account and can be positive (stock has just been
sold) or negative (stock is about to be purchased). The
savings account is governed by a traditional differen-
tial equation and the stock is governed by a stochastic
differential equation. The goal is to find the optimal con-
trol so that the expected rate of growth is maximized.
The identification problem is to estimate the unknown
parameters, the drift and variance of the stock’s random-
ness, based on the available observations. The adaptive
control problem is to construct the (certainty equiv-
alence) adaptive control as a function of the current
state and the current estimate of what is expected to
happen.

44.4 New Applications of Systems and Control Theory

The use of systems and control theory has seen an ex-
pansion in recent years into new and emerging fields of
study. This expansion functions as a control system in
itself, with the unknown parameter being the number of
STEM students receiving controls training. The expan-
sion into new disciplines demonstrates the necessity of
controls education for all students in STEM disciplines
by showing that controls theory can be applied in a wide
variety of unique places for producing solutions to some
of today’s most complex problems. This demonstration
in turn acts as a driver for the curricular change nec-
essary to result in more STEM students experiencing
control education. As those students graduate, they too
will push the boundaries of what control theory can be
applied to and in turn feed the expansion cycle.

44.4.1 Financial Engineering
and Financial Mathematics

Research in control methods in finance has experi-
enced tremendous progress in recent years. The rapid
progress has necessitated communication and network-
ing between researchers in different disciplines. This

area brings together researchers from mathematical sci-
ences, finance, economics, and engineering. Together,
these people work on advances and future directions
of control methods in portfolio management, stochastic
models of markets and pricing, and hedging of options.
The finance area is highly interdisciplinary. This inter-
disciplinary nature comes from the necessity for a wide
variety of skills and knowledge bases.

As a major impetus for the development of financial
management and economics, the research in financial
engineering has had a major impact on the global econ-
omy. For instance, the Black–Scholes model [44.24]
and its various extensions for pricing of options [44.25]
using stochastic calculus have become a standard prac-
tice nowadays and have led to a revolution in the
financial industry. Incidentally, it also won Scholes and
Merton the Nobel Prize for Economics in 1997 (Black
had unfortunately passed away 2 years prior).

Powerful techniques of stochastic analysis and
stochastic control have been brought to almost all as-
pects of finance and resulted in a number of important
advances [44.12]. To name just a few, they include
the studies of valuation of contingent claims in com-
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plete and incomplete markets, consumption–investment
models with or without constraints, portfolio manage-
ment for institutional investors such as pension funds
and banks, and risk assessment and management using
financial derivatives. At the same time, these appli-
cations require and stimulate many new and exciting
theoretical discoveries within the systems and control
field. Take for instance the study of arbitrage theory,
risk assessment, and portfolio management, which have
collectively led to new developments in martingale the-
ory and stochastic control. Moreover, the development
of financial engineering has created a large demand for
graduates at both Master and Ph.D. levels in industry,
resulting in the introduction of the curriculum in many
universities including Kent State University, Princeton
University, Columbia University, and the University of
California at Berkeley.

Another contribution to the control community from
financial engineering and financial mathematics was the
identification and control of stochastic systems with
noise modeled by a fractional Brownian motion [44.11],
a process that can possess a long-range dependence.
Motivated by the need for this type of process in
telecommunications for models of Ethernet and asyn-
chronous transfer mode (ATM) traffic, a new stochastic
calculus for fractional Brownian motion was developed.
This work in financial engineering and financial math-
ematics has since been successfully used in other fields
such as telecommunications and medicine, in particular
epilepsy analysis of brain waves [44.8, 9].

44.4.2 Biomedical Models: Epilepsy Model

Epilepsy is a condition where a person has unprovoked
seizures at two or more separate times in her/his life.
A seizure is an abnormal electrical discharge within
the brain resulting in involuntary changes in move-
ment, sensation, perception, behavior, and/or level of
consciousness. It is estimated that 1% of the popula-
tions of industrialized countries have epilepsy whereas
5–10% of the populations of nonindustrialized coun-
tries have epilepsy. One link has been found between
epilepsy and malnutrition [44.26]. In the USA the num-
ber of epilepsy cases is significantly larger than the
number of cases of people who have Parkinson’s dis-
ease, muscular dystrophy, multiple sclerosis, acquired
immunodeficiency syndrome (AIDS) or Alzheimer’s
disease [44.10]. The organizers of the Third Interna-
tional Workshop on Seizure Prediction in Epilepsy held
in Freiburg, Germany stated in the Welcome to the
Workshop that:

The great interest of participants from all over the
world and the high number of original contributions
presented . . . instills confidence in us that seizure
prediction is a promising field for the years to come.

Epilepsy models, with their complexity, can serve
as an example of interdisciplinary and multidisciplinary
research for which systems and control approaches are
showing considerable promise. The methods pioneered
in the financial mathematics and engineering sector de-
scribed above have been successfully used for detection
and prediction of epileptic seizures. There is published
evidence that the seizure periods of brain waves of some
patients have long-range dependencies with nonseizure
periods. Based on some initial work, it seems that the
estimates of the Hurst parameter, which is a charac-
terization of the long-range dependence in fractional
Brownian motion, have a noticeable change prior to and
during a seizure. Some of the algorithms [44.8] used
in identifying the Hurst parameter use stochastic calcu-
lus for fractional Brownian motion that was developed
within the financial engineering and financial mathe-
matics sector. A new application for the Hurst param-
eter, real-time event detection, has recently been identi-
fied [44.9]. The high sensitivity to brain state changes,
ability to operate in real time, and small computational
requirements make Hurst parameter estimation well
suited for implementation into miniature implantable
devices for contingent delivery of antiseizure therapies.

This innovative interdisciplinary research has devel-
oped a new technology for future automated therapeutic
intervention devices to lessen, abort or prevent seizures,
opening the possibility of creating a brain pacemaker.
The goal is, by eliminating the unpredictability of
seizures, to minimize or prevent the disability caused
by epilepsy and hardship it imposes on patients and
their families and communities. It brings a hope to
improve productivity and better quality life for those
afflicted with epilepsy and their families as well as
for care-givers and healthcare providers. The creation
of a seizure warning device will minimize risks of in-
jury, the degrading experience associated with having
seizures in public, and the unpredictable disruption of
normal daily-life activities.

Only collaborative work of engineers, computer
scientists, physicists, physicians, biologists, and math-
ematicians can be successful in solving this type of
complex problem. Based partly on the success thus far,
there is a strong desire for a partnership with control
engineers. The University of Kansas (KU) Stochastic
Adaptive Control Group (SACG) has a long history
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of established collaboration in control education and
research with the KU Medical Center Comprehensive
Epilepsy Center and with Flint Hills Scientific, LLC
(FHS). FHS has one of the largest recorded collections
of long-term patient seizure data and it has used this

data to develop real-time seizure prediction algorithms
which have outperformed other prediction algorithms.
Recently FHS has initiated electrical stimulation con-
trol with a seizure prediction algorithm to prevent the
occurrence of seizures.

44.5 Pedagogical Approaches

The field of control is currently suffering from a fun-
damental design flaw. Because of a push from both
those external to the control community (e.g., the NAE’s
Engineer of 2020 reports) as well as those internal to
the control community, control has become an essen-
tial component for STEM education. This has resulted
in a flood of “current-state” papers describing methods
and mechanisms that are currently being employed for
teaching control.

The beauty of control as an area of study lies in its
use of many different areas of mathematics: from func-
tional analysis through stochastic processes, stochastic
analysis, stochastic calculus of a fractional Brown-
ian motion, stochastic partial differential equations,
stochastic optimal control to methods of mathematical
statistics, as well as current computational methods in
stochastic differential and partial differential equations.
The curse of control as an area of study lies in its use
of many different areas of mathematics. Because of the
broad spectrum of mathematical tools for approaching
systems and control problems, it is not a subject that al-
lows for practical understanding without some amount
of deep coverage. Likewise, it is a topic that almost de-
mands some hands-on experimentation, which can be
both costly and time consuming. Several approaches are
described for building adequate and appropriate control
coursework into an already packed curriculum.

44.5.1 Coursework

A special pair of issues of the Control Systems Maga-
zine on innovations in undergraduate education [44.28,
29] presents a variety of articles related to undergradu-
ate controls and systems education broken down into six
broad categories; Kindergarten-12th grade (K-12) edu-
cation, course and curriculum development, experiment
development, special projects, software and laboratory
development, and lecture material.

Djaferis [44.27] describes a three-pronged approach
to introducing systems and controls in a first-year engi-
neering course. A combination of lectures, simulations,

and a hands-on experiment where student develop a col-
lision avoidance system for a model car (Fig. 44.3) are
used to indoctrinate students into how control theory
can be practically applied within the engineering design
process. Because the only prerequisite requirement for
the course is first-semester calculus, it can be offered
during the spring term of the first year, allowing stu-
dents the opportunity to experience control early in their
education. Additionally, the author found that the early
introduction to control resulted in a number of students
choosing to take a more advanced course in control as
well as for some to pursue graduate studies of systems
and control.

An example of a new introductory control course
for both engineers and general scientists is described
in [44.30]. The course was taught for over 10 years at
Sweden’s Lund University. The goals for the course
include:

• Demonstrating the benefits of control and the power
of feedback• Describing the role of control in the design process
and the importance of integrated systems

Fig. 44.3 Control laboratory experiment for first-year en-
gineering students (after [44.27])
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• Introducing the language of systems and control• Introducing the basic ideas and concepts of control• Explaining fundamental limitations• Explaining how to formulate, interpret, and test
specifications• Exploring computational tools such as MATLAB
and Simulink [44.32] to compute time and fre-
quency responses• Developing practical experience of sketching Bode
diagrams and performing calculations using the as-
sociated plots.

The challenge is to teach students sufficient infor-
mation for understanding the validity of the information
contained in computer plots and to appreciate how to
achieve a satisfactory design that meets the specifica-
tions and necessary criteria. One of the curricular design
ideas that fueled the course’s creation was to provide
a course that functioned as both an introduction for
those that elected to continue their control studies as
well as a functionally complete overview for students
who would only take one course on control.

One approach for demonstrating and appreciating
the importance of the dynamics of a system is the use of
the bicycle discussed in detail in [44.33] and proposed
for use in an introductory course. Because of the uni-
versal familiarity of the bicycle, it represents a highly
approachable problem context. It also presents a wide
variety of unique control- and dynamics-related prob-
lems; for example, the fact that when at rest it is an
unstable system but when in motion it exhibits aspects
of stability presents a unique problem situation for stu-
dents to understand. The problem can also be extended
into issues of rear-wheeled steering and other assorted
complexity inducing issues. Finally, the scope of the
problem is such that other non-control-related problems
can be introduced, such as discussions of the elemen-

Fig. 44.4 Autonomous vehicles competing in the DARPA Grand Challenge [44.31]

tal physics of motion and the theoretical aspects of
design.

In response to the National Academy of Engineer-
ing report [44.17, 20] in which interdisciplinary system
engineering is cited as an increasingly important as-
pect of modern engineering and of the education of
future engineers projects that integrate elements of
mechanical design, modeling, control system design,
and software implementation were developed at the
University of Illinois at Urbana-Champaign [44.34].
In these projects, control design becomes an inte-
gral part of the larger systems engineering problems
and must be carried out in conjunction with design
and optimization of structural members, choice and
placement of sensors and actuators, electronics, power
considerations, modeling, simulations, identification,
and software developments.

44.5.2 Laboratories as Interactive Learning
Environments

Understanding systems and control demands hands-
on experience. It is nearly impossible to appreciate
the complexities and interactions of a physical system
without witnessing it. Therefore a good control labo-
ratory is important for control education. Advances in
technology have reduced the cost of developing labora-
tories significantly. Numerous courses currently utilize
the Lego Mindstorms kits which include a variety of
sensors and a programmable computer capable of in-
terpreting the sensor’s raw value [44.35–39]. While the
majority of those courses utilize the Lego system as
a vehicle for learning programming concepts or me-
chanical design principles, the sensor capabilities open
the door for use in a systems and control course.

The Intelligent Control Systems Laboratory [44.16]
at Australia’s Griffith University demonstrates con-
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trol through cooperative driverless vehicles. The idea
of intelligent vehicles has brought with it promises
of heightened safety, reliability, and efficiency. In
2004, the Defense Advanced Research Projects Agency
(DARPA) held the first of three DARPA Grand Chal-
lenge prize competitions for driverless vehicles [44.31]
(Fig. 44.4). The first year, the best vehicle drove only
7.36 miles of the 150 mile desert course. In 2006 at the
second challenge, five vehicles completed the course
and all but one of the 23 participating teams achieved
a distance greater than the maximum 7.36 miles ob-
tained during the first challenge. In 2007, the third
challenge required participants to navigate a more ur-
ban setting. Six of the 11 participating teams rose to the
challenge and successfully drove through the 60 mile
urban course.

Finally, the number of interactive tools for education
in automatic control is growing rapidly. Many examples
are provided [44.40–43]. A sample plain talk presented
below provides other examples of creative, interesting,
and important modern control engineering education
laboratories.

44.5.3 Plain Talk on Control
for a Wide Range of the Public

The IEEE Control Systems Society Technical Commit-
tee on Control Education has been in the process of
developing a series of short presentations prepared for
a wide range of the public demonstrating the power,
beauty, and excitement of systems and control. These
presentations were given at the workshops for high-
school teachers and students, sponsored by the National
Science Foundation and the Control Systems Society.
They are presented in [44.44, 45].

The following is a sample of such talks that were
presented at the 2007 Control and Decision Conference
in New Orleans:

• T. Djaferis: The Power of Feedback (University of
Massachusetts Amherst)• C. G. Cassandras: Joys and Perils of Automation
(Dept. of Manufacturing Engineering and Center for
Information and Systems Engineering Boston Uni-
versity)• R. M. Murray: Control Education and the DARPA
Grand Challenge (Control and Dynamical Systems,
California Institute of Technology)• P. R. Kumar: The Next Phase of the Informa-
tion Technology Revolution (University of Illinois,
Urbana-Champaign)

• C. Tomlin: Controlling Air Traffic (University of
California, Berkeley)• M. Spong: Control in Mechatronics and Robotics
(University of Illinois, Urbana-Champaign)• W. S. Levine, D. Hristu-Varsakelis: Some Uses for
Computer-Aided Control System Design Software in
Control Education (University of Maryland)• I. Osorio: Application of Control Theory to the
Problem of Epilepsy (University of Kansas Medical
Center and Mark Frei Flint Hills Scientific, LLC)• D. Duncan, T. Duncan, B. Pasik-Duncan: Random
Walk around Some Problems in Stochastic Systems
and Control (Yale University, University of Kansas)• K. Furuta: Understanding Phenomena through Real
Physical Objects–Controlling Pendulum (Tokyo
Denki University, Japan)• J. Baillieul: Risk Engineering–Past Successes and
Future Challenges (Intelligent Mechatronics Labo-
ratory, Boston University)

Developing plain talks that can be used by members
of the control community for noncontrol communities
in different settings is very important and has become
a major goal for the control education committees.
It is through these talks that the general population,
particularly children and young adults, can learn to ap-
preciate control and potentially pursue further study of
the topic.

44.5.4 New Approaches to Cultivating
Students Interest in Math, Science,
Engineering, and Technology
at K-12 Level

The IEEE CSS Technical Committee on Control Edu-
cation together with the American Automatic Control
Council (AACC) and the International Federation of
Automatic Control (IFAC) Committees on Control Ed-
ucation has organized a series of workshops for middle-
and high-school students and teachers on The Power,
Beauty, and Excitement of Control at all major control
conferences sponsored by CSS, AACC, and IFAC in
the USA and around the world since 2000 [44.46]. The
model for these workshops was created and developed
at the University of Kansas (KU) 15 years ago. The uni-
versity organized semiannual half-day workshops for
fifth- and sixth-graders from local schools to promote
STEM disciplines. They became very successful and
played a major role in establishing an important partner-
ship between K-12 and KU [44.47]. Another important
outreach activity for encouraging young people to con-
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sider a career in control was the workshop organized
for girls at the International Symposium on Intelligent
Control/Mediterranean Conference on Control and Au-
tomation (ISIC/MED) conference [44.48].

The purpose of NSF/CSS workshops is to inspire
interest from youth towards studies in control systems
and to assist high-school teachers in promoting the dis-
cipline of control systems among their students. It is
composed of several short but effective presentations,
as listed in Sect. 44.5.3, on various problems from the
real world that have been solved by using control en-
gineering methods, techniques, and technologies. The

workshops bring together all-star teams of some of the
most eminent senior control researchers and some of the
most prominent younger researchers involved in new
technologies to present control systems as an exciting
and intellectually stimulating field. The attractiveness
and excitement of choosing a career in control engineer-
ing has been addressed at workshops. Live interaction
between the presenters and the audience has been an im-
portant feature of the workshops. The workshops have
become very popular, with the last one in San Diego
bringing over 650 students and teachers. Additional in-
formation on the workshops can be found in [44.49,50].

44.6 Integrating Scholarship, Teaching, and Learning

The integration of scholarship, teaching, and learn-
ing into the classroom can be subdivided in many
ways. An important subdivision is horizontal inte-
gration versus vertical integration [44.51]. Horizontal
integration deals with institutional integration, drawing
perspectives from across the institution, whereas verti-
cal integration is programmatic, drawing perspectives
from throughout a specific school, department, or pro-
gram. Both are important for success.

To increase horizontal integration, faculty from
different disciplines work together in teaching a sin-
gle course. Faculty in different disciplines often work
on similar topics and each one can provide his or
her particular insights for understanding the mater-
ial and assimilating the information. Their combined
efforts result in a variety of advantages. First, they
develop cross-disciplinary ties which often boost col-

laboration. Second, students learn a topic from multiple
perspectives, which increases their potential ability to
understand the topics, as they are more likely to hear at
least one explanation that they will understand, as well
as increasing their interactions with a wider variety of
faculty members.

Vertical integration incorporates students and re-
searchers at different levels in the teaching activity, that
is, there is involvement of senior high-school students,
undergraduates, graduates, and postdoctoral students.
Often a student is more likely to discuss various ques-
tions with someone near to his or her educational level,
and these educationally close people can often iden-
tify more easily the causes of difficulty. The Stochastic
Adaptive Control Group (SACG) research group at the
University of Kansas has successfully implemented the
approach [44.46, 49, 52].

44.7 The Scholarship of Teaching and Learning

No modern educational discussion would be complete
without some discussion of the scholarship of teach-
ing and learning (SoTL). While the wording of SoTL
is similar to that of Sect. 44.6, there is a careful distinc-
tion. Integrating scholarship, teaching, and learning is
about using research (scholarship) in the classroom to
enhance teaching and learning. SoTL is about analyzing
and reflecting on teaching and learning using the same
scholarly processes (literature review, testing, data col-
lection, statistics, as well as more qualitative measures
such as systematically coded interviews) used in other
scholarly work. Illinois State University defines SoTL

to be “systematic reflection on teaching and learning
made public” [44.53].

What makes aspects of SoTL interesting for control
educators is that the process of systematically reflecting
can itself be a type of control problem. We learn about
our students each time we teach and we adapt the course
and methods of teaching to this particular class. It can
be considered a stochastic system; stochastic because
there is a lot of noise in the system, but typically also
having some degree of consistency. Sometimes referred
to as action research, the process involves an itera-
tive cycle of planning, action, and fact-finding about
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the result of the action [44.54]. With each new set
of facts, a new plan is formed, upon which action is
taken and new facts emerge. The process then begins
anew. Over time, a lesson is refined, with the best ap-
proaches and attributes of the lesson being used, while
the weakest elements are systematically removed or
replaced. Boyer refers to this as “scholarship in teach-
ing” [44.55].

Education should be regarded as a stochastic pro-
cess that changes over time, a process with several
components such as vision, design, data collection, and
data analysis. As instructors, we should collect informa-
tion, build a portfolio, analyze our reports and data after
every class, and want to do better each time. We should
want to apply the same rigor to our teaching that we do
to our other scholarly endeavors.

44.8 Conclusions and Emerging Challenges

The control field is an exciting field. It has a cross-
boundary nature. Many nontraditional disciplines rec-
ognize the power and the need for systems and control
approaches, principles, and technologies. Control edu-
cation of tomorrow is a collaborative effort integrating
scholarship, teaching, and learning. This collabora-
tive effort needs to include K-12 teachers, students,
and scholars. They need to work together as partners
who are learners in the process of control education.
A classroom should be treated as a scientific laboratory,
actively engaged in SoTL.

Similarly, instructors must learn to integrate their
scholarship into their teaching and learning by building
ties both across a discipline and across an institution. It
is important for control instructors to build bridges with
mathematics, computer science, and science. A future
control engineer has to integrate engineering with com-
putations, communications, mathematics, and science.

This is an extraordinary time for control, with ex-
traordinary opportunities. Several special sessions on
control educations have been organized at major control
conferences, bringing together leading control scholars
from academia and industry. Those important discus-
sions have been well documented [44.16]. Every issue
of the IEEE Control Systems Magazine is either devoted
fully or has an article on control education. The biggest
challenge is to attract young people to engineering and,
in particular, systems and control engineering. It is im-
portant for all control communities to be involved in

outreach programs. It is important to build new bridges
with other disciplines. It is important to focus on good
communication and writing and it is most important to
be passionate and enthusiastic about systems and con-
trol, and pass on this passion and enthusiasm to young
people, in particular women and minorities, encourag-
ing them to pursue and stay in the control profession,
which has so much to offer, both now and as control ex-
pands into more and more new and unique disciplines.

Future engineers must be well prepared for the
complex technical, social, and ethical questions raised
by emerging disciplines and technologies. To be suc-
cessful, students will need to be broadly educated.
Teachers and students need to understand the full range
of problems covering requirement, specifications, im-
plementation, commissioning, and operation that is
reliable, efficient, and robust. They need to under-
stand that new materials and devices are made possible
through advanced control of manufacturing processes.
They need to recognize that control theories can be used
for achieving breakthroughs in highly diverse settings,
including biomedicine and finance. As the NSF/CSS
panel report summarizes [44.3]:

. . . perhaps most important is the continued de-
velopment of individuals who embrace a system
perspective and provide technical leadership in
modeling, analysis, design and testing of complex
engineering systems.
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Software Man45. Software Management

Peter C. Patton, Bijay K. Jayaswal

This chapter is an introduction to software
management in the context of automation. It
recognizes how software and automation are in-
tertwined and have been mutually enabling in
enhancing the reach and seemingly unimaginable
applications of these two disciplines. It further
identifies software engineering as application of
various tools, techniques, methodologies, and dis-
ciplines to produce and maintain an automated
solution to a problem and how software manage-
ment plays a central role in making it possible. We
recognize that software must be managed like any
other corporate or organizational resource albeit as
a virtual rather than an actual or tangible entity.
In this chapter we restrict ourselves to three cru-
cial issues of software management in the context
of software as a component in automation and
how it enhances its value and availability by ef-
fective software distribution, asset management,
and cost estimation. It presents current best prac-
tices in software automation, distribution, asset
management, and cost estimation.
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45.1 Automation and Software Management

Automation and software are remarkably intertwined.
As organized disciplines, they have independent ori-
gins but are deeply interlocked now. Software, as an
integral component of computers, is an essential tool
for automation of a wide range of industrial, enter-
prise, educational, scientific, military, medical, home,

entertainment, and personal devices, processes, and
equipment. On the other hand, automation software,
compilers, and a range of computer-assisted software
engineering (CASE) tools are crucial for estimating, de-
veloping, testing, maintaining, and integrating all kinds
of software, especially large and complex ones. CASE
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Fig. 45.1 Phases and milestones of software development

automation tools are nothing but computer programs
that assist software analysts, engineers, and coders dur-
ing all phases of the software and system development
lifecycle (Fig. 45.1). They are used to automate software
development process and to ease the task of coordi-
nating various events in the development cycle. CASE
tools are usually divided into two main groups: those
that deal with the upstream parts of the system devel-
opment lifecycle (preliminary estimating, investigation,
analysis, and design) are referred to as front-end CASE
tools, and those that deal mainly with the implementa-
tion and installation are referred to as back-end CASE
tools [45.1]. Thus software is indispensable for automa-
tion and automation software tools are essential for
developing reliable and cost-effective software.

In its earliest applications, automation was mech-
anization of certain operation or a series of mechanical
tasks and operations that would be done manually other-
wise. While automation developed initially to meet the
challenges to automate mechanical and manual opera-
tions in industries, software’s origins could be traced
to solving (computing) military and subsequently, sci-
entific and business-related data-based problems. It is
amazing what a crucial role software has come to play
in computing, automation, and other numerous appli-
cations, given that it was actually an afterthought to
hardware. The term software was not even used un-
til 1958 almost two decades after the invention of the
ENIAC computer in 1940s.

45.1.1 Software Engineering
and Software Management

Software as a tool in automation has enabled a quantum
leap in improving quality, reliability, cost, precision,

safety, and security of a large number of products and
systems and in expanding automation to seemingly
unimaginable applications in the last several decades.
Software has enabled applications such as the Inter-
net and mobile platforms that have transformed our
lives. However, there are huge intellectual, resource,
and research challenges to deliver and control com-
plex systems involving systems of systems, networks
of networks, and agents of agents. They create huge
intellectual control and software management prob-
lems [45.2]. Automation and component technology
would play a critical role in meeting these software
management challenges.

Software consists of computer programs, proce-
dures, and (possibly) associated documentation and
data pertaining to the operation of a computer sys-
tem [45.3]. It is important to note that software is not
just codes or even programs. Further, software runs on
hardware and has been, relatively speaking, a laggard
as regards quality, delivery, and cost relative to hard-
ware part of computers. Software is thus the crucial
element to be addressed in determining cost and per-
formance of a large number of computer applications.
Often computers operate as part of communication
networks, increasingly the web and the Internet, that
provide connectivity for importing and exporting data
for a wide variety of commercial, military, educa-
tional, entertainment, and public services. The limits
of software availability and trustworthiness are simi-
larly determining factors as regards effectiveness and
viability of an increasingly large number of automation
applications.

Software engineering, on the other hand, could
be described as the application of tools, techniques,
methodologies, and disciplines to produce and main-
tain an automated solution to a problem. Designing
and delivering trustworthy software is one of the great
technological challenges of our times. It would require,
among others, the implementation of a lifecycle ap-
proach to software development that addresses software
trustworthiness at upstream phases of the software de-
velopment process [45.3].

That brings us to the subject of software man-
agement. What exactly is software management? An
inclusive view of a software business should include or-
ganizational, strategic, and competitive contexts of an
enterprise processes and technologies that are used in
developing software. That is a vast area and beyond
the scope of this Handbook and indeed this chapter.
Even the software development process is a large disci-
pline consisting of tools, techniques, and methodologies
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that aid planning, estimating, staffing, organizing, and
controlling the software development process [45.3, 4].
In this chapter we would restrict ourselves to three
crucial issues of software management in the con-

text of software as a component in automation and
how it enhances its value and availability by effective
software distribution, asset management, and cost esti-
mation.

45.2 Software Distribution

45.2.1 Overview of Software
Distribution/Software Delivery

Software distribution is a generic term used to describe
automated or semiautomated distribution or delivery of
software, usually on a network including the Internet.
Such facilities enable software providers to distribute,
fix, and update software packages to clients and servers
on an organization’s network. It is usually configured
to install software with no user intervention and as
such can be used to keep organization’s network up
to date with minimum disruptions. Enterprises face
the challenges of maintaining security and compli-
ance requirements while keeping pace with meeting
regulatory and technological changes. The information
technology (IT) staff has to constantly manage new
security threats and patches, updates as well as innova-
tions. Business success depends on maintaining control
in the face of all these changes. A smart configura-
tion management suite must meet several requirements
(Fig. 45.2) [45.5]:

1. Increase efficiency and save time with a complete
hardware and software management solution for all
the systems and users in your complex network en-
vironment.

2. Reduce costs and the demands on help desk re-
sources with tools that help you securely and easily
support users in any networked environment.

3. Protect user productivity and reduce resource needs
by easily keeping up with patches and updates and
maintaining system-level security.

4. Save time and network bandwidth with patented,
ultra-efficient, and fault-tolerant software distribu-
tion technologies.

5. Decrease software licensing costs and quickly
respond to audits with comprehensive software li-
cence monitoring capabilities.

6. Increase efficiency and save time by easily mi-
grating users and their profiles to new operating
systems.

Software distribution is one of the important tools
of configuration management tools. The rate and scale

of change is increasing. Demands such as Microsoft
Vista migrations, data center consolidation initiatives,
and stringent time-to-market requirements have placed
a new emphasis on the ability to execute changes ef-
fectively and efficiently. At the same time, IT is faced
with resource constraints, a geographically dispersed
and mobile workforce, and ongoing security threats.

HP configuration management solutions enable IT
to respond to these demands through automated deploy-
ment and continuous management of software, includ-
ing operating systems, applications, patches, content,
and configuration settings, on the widest breadth and
largest volume of devices throughout the lifecycle for:

• IT efficiency to control management costs• Agility to bring services to customers and users
faster.

Software distribution is essentially the process of
making the software products and services available to
users in a manner that meets their cost, quality, and de-
livery expectations. It means that the software provider
successfully delivers the product that the users need,
when they and in the form need it, and at the price
they are willing to pay for it. It also implies that the
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Fig. 45.2 A software management console (after [45.5] with per-
mission)
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software provider is able to do so in a cost-effective
manner that is economically and competitively viable.
While for many physical products we take this process
for granted, for software, especially, large and complex
ones, it is quite a challenge. The challenge comes of-
ten from software’s complexity and the very nature of
software design and use.

In addition to what was stated above regarding soft-
ware distribution benefits it also ensures ubiquity and
currency of software updates, and allows for certain
compliance with all licensing provisions, as well as
economy as just licences currently in use will be paid
for.

45.2.2 Software Distribution
in MS Configuration Manager 2007

Microsoft’s System Center Configuration Manager
(MSCCM) is a state-of-the-art toolset for software dis-
tribution and management in a networked organization.
We cite this product extensively as an exemplar of
technology available today without loss of generality,
even though it is a particular proprietary product [45.6].
Other quality software distribution products in this gen-
eral area include LANDesk [45.7], and Akamai [45.8].
Microsoft System Center is a suite of IT management
solutions that help IT departments proactively plan, de-
ploy, manage, and optimize the software lifecycle of
a networked IT environment.

Planning Software Distribution
Planning is the first step in effectively upgrading the
network server infrastructure. During this phase, the
IT department must collect critical information about
server infrastructure, including:

• Assessing the current state of the server infrastruc-
ture and datacenter• Identifying each asset that comprises the infrastruc-
ture• Identifying the purpose of each asset.

For most organizations, collecting accurate infor-
mation about server assets within the datacenter is
easier said than done. Networked datacenters grow in-
creasingly complex daily as companies introduce and
implement new technology to enhance business perfor-
mance. This makes it difficult for the IT department to
maintain accurate records of server assets, which also
makes it difficult to plan upgrades and enhancements to
server infrastructure. Microsoft System Center (MSCC)
delivers capabilities that make it easier for the IT or-

ganization to collect information needed for in-depth
knowledge of existing infrastructure.

The first step of planning a server upgrade is to
identify all the assets that make up the network. The
IT department needs a centralized management solution
that automatically identifies software assets. Microsoft
System Center Configuration Manager 2007 (MSCCM
2007) simplifies this task with hardware and software
inventory capabilities that identify hardware and soft-
ware assets, catalog who is using those assets, and
understand where they are located. Through asset in-
telligence, MSCCM 2007 presents a clear picture of
IT assets by providing identification and categorization
of the servers, desktops, laptops, mobile devices, and
software installed across both physical and virtual en-
vironments. Within the datacenter, this provides a fast
method for understanding what server devices are in use
today and who is using them. A new feature available in
the first service pack for MSCCM 2007 also enables as-
set intelligence to identify new and changing systems
and notify IT administrators of changes. This can re-
duce time spent identifying and tracking assets during
and after an upgrade project.

As IT organizations move through the phases of
the infrastructure optimization model, planning a server
upgrade presents an opportunity to cut both medium-
and long-term costs by optimizing the use of server re-
sources within the datacenter. Virtualization is one of
the most important trends that can impact server re-
source optimization by changing how an IT department
manages servers and workloads. Virtual machine tech-
nology decouples the physical hardware from software
so that the IT department can run multiple virtual ma-
chines on a single physical server.

Microsoft System Center Operations Manger 2007
and Microsoft System Center Virtual Machine Man-
ager 2007 help the IT department identify how servers
are being used, how each server is performing, and
how each server can be used to its fullest poten-
tial. System Center Operations Manager 2007 monitors
server health and stores vital performance information
in a database that System Center Virtual Machine Man-
ager 2007 can access and analyze. Virtual Machine
Manager 2007 then generates a consolidation report
that provides an easy-to-understand summary of the
long-term performance of a workload. This informa-
tion helps project teams make informed decisions about
which servers would be ideal candidates for consoli-
dation. Also, information about the performance of the
hardware running virtualized applications provides data
that decision-makers need to smartly move those appli-
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cations off one server onto another, re-image the server,
and then return the applications while maintaining full
availability of the datacenter resources.

Microsoft System Center Data Protection Manager
2007 helps companies plan a server upgrade with confi-
dence by enabling the IT department to back up existing
data. System Center Data Protection Manager 2007 was
built to protect and recover:

• Microsoft SQL Server• Microsoft Exchange Server• Microsoft Office SharePoint Server• Microsoft Virtual Server• Microsoft Active Directory directory service• Windows file services.

Configuring Software Distribution
When the IT department has created an accurate inven-
tory of server assets, it can then design the datacenter
and determine which changes should be made to guar-
antee the most cost-efficient infrastructure. Then further
steps will enable the department to successfully deploy
the Windows Server 2008 operating system, Microsoft
SQL Server 2008, and Exchange Server 2007 SP1 and
transform the datacenter into a strategic asset. During
the configuration or build phase, the IT department must
create server images, convert physical servers to vir-
tual servers, create a disaster recovery plan, and monitor
the testing process. The build phase offers an opportu-
nity for IT departments to identify areas for reducing
costs, improving efficiency, and supporting compliance
efforts. One way to accomplish this is by creating
standardized server images for all server components,
for both physical and virtual machines. System Center
Operations Manager 2007 and System Center Virtual
Machine Manager 2007 facilitate this process.

The task sequencer, driver packages, and dynamic
driver catalog included with Configuration Manager
2007 significantly reduce the number of server images
that the IT organization must create and be deployed
to either physical or virtual machines. IT administrators
can create a simple generic image and dynamically add
the necessary drivers during the build. In addition, by
integrating vendor-provided tools, Configuration Man-
ager 2007 can automate the setup of redundant array
of independent disks (RAID), storage area network
(SAN), and Internet small computer system interface
(iSCSI) hard-drive configurations as part of the task se-
quence. This can have a favorable impact on the amount
of work required later as upgrades are issued. Upon
creation of the server images for physical machines,

Virtual Machine Manager 2007 converts the appropri-
ate images for virtual machines. Traditionally, this task
can be slow and disrupt business operations, but Virtual
Machine Manager 2007 uses the volume shadow copy
service, which helps administrators create virtual ma-
chines without interrupting the source physical server.
Virtual Machine Manager 2007 also simplifies this
whole process by providing a task-based wizard that
helps guide administrators. Once images are created,
Virtual Machine Manager 2007 supports a complete li-
brary that organizes and manages all the building blocks
of the virtual datacenter within a single interface.

Data Protection Manager 2007 helps prevent the
IT department from losing critical business data when
upgrading server infrastructure. By integrating a point-
in-time database restore with existing application logs,
Data Protection Manager can deliver nearly zero data
loss recovery for Microsoft Exchange Server, SQL
Server, and SharePoint Server, eliminating the need to
replicate or synchronize data. Data Protection Manager
also uses both disk and tape media to enable fast re-
store from disk and supports long-term data retention
and off-site portability with disks.

Before deploying upgrades to the server environ-
ment, the IT department must perform tests to ensure
business continuity when the new server products go
live. System Center Operations Manager 2007 makes
it easy to access the results of these tests, much in
the same way that it monitors the overall health of the
server infrastructure. An IT department can also cre-
ate scenarios that act like the end-user of a specific
service to monitor success and failure rates and perfor-
mance statistics results that can help identify potential
deployment issues. In addition, administrator-simulated
end-users can access Virtual Machine Manager by way
of a web portal that is designed for user self-service.
This portal enables test users and development users to
quickly provision new virtual machines for themselves,
according to the controls set by the administrator. Not
only can IT personnel quickly test new configurations,
but they can also uncover problems before deployment.

Managing Software Distribution
During deployment, IT departments must quickly roll
out new products while remaining agile so they can re-
spond to changes. Costs must also be kept to a minimum
and business operations must not be disrupted. In the
past, deploying new server software required someone
to sit down at each server and complete the upgrade.
This manual process took significant resources and did
not guarantee that servers were deployed with con-
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sistent configurations. Determining which virtual and
physical machines to link together was also difficult
because companies did not have the data, such as work-
loads, performance metrics, and network capacity, to
create optimal arrangements. Companies often risked
losing vital company data during the migration process.
System Center helps alleviate these challenges.

With Configuration Manager 2007, IT administra-
tors can roll out new servers rapidly and consistently
by automating operating system deployments and task
sequences. IT administrators can fully deploy and con-
figure servers from previous states, either by updating
or replacing original equipment manufacturer (OEM)
builds, or by installing the operating system and appli-
cations on new computers. Preboot execution environ-
ment protocol and Windows deployment services also
make it easier to deploy servers that have no operating
system installed: just plug in the server and turn it on.

The task sequencer in Configuration Manager 2007
fully automates the end-to-end deployment process, en-
abling zero-touch to near-zero-touch deployments. This
means that the process of building servers, which can in-
clude more than 80 steps, including image loads, driver
loads, update loads, and multiple reboots, can be han-
dled by Configuration Manager automatically.

IT departments can also maintain visibility of the
state of the infrastructure throughout the entire datacen-
ter deployment and management process. Configuration
Manager 2007 generates detailed reports about the de-
ployments and provides information about those that
have failed. This information helps the IT department
resolve problems quickly, easily, and proactively. To
maximize server utilization, it is critical that IT admin-
istrators select the appropriate virtual machine host for
a given workload. Virtual Machine Manager 2007 helps
IT departments with this complex task of intelligent
placement. Virtual Machine Manager 2007 uses a holis-
tic approach to selecting the appropriate hosts based on
four factors:

1. The resource consumption characteristics of the
workload

2. Minimum central processing unit (CPU), disk,
random-access memory (RAM), and network ca-
pacity requirements

3. Performance data from virtual machine hosts
4. Preselected business rules and models associated

with each workflow that contain knowledge from
the entire lifecycle of the workload.

After the analysis, Virtual Machine Manager 2007
produces an intelligent placement report that helps the

IT department select the appropriate host for a given
workload.

As IT administrators migrate information to an up-
dated server platform, it is critical that data is not lost
or corrupted. Once the new platform is in place, Data
Protection Manager 2007 will identify the new server
environment and enable customers to quickly and eas-
ily restore the data where it needs to go. Administrative
delays associated with restores are also reduced by us-
ing a restore user interface that is based on the calendar,
robust media management functionality, and disk-based
end-user recovery. With Data Protection Manager 2007,
restoring information takes seconds and involves simply
browsing a share and copying directly from Data Pro-
tection Manager to the production server. By enabling
customers to restore data from disk, Data Protection
Manager significantly shortens the amount of time it
takes to recover data, allowing customers to recover
data in minutes versus the hours it takes to recover from
tape. Data Protection Manager also minimizes the risk
of failure that is associated with recovering data from
tape.

Monitoring Software Distribution
After successfully upgrading the server infrastructure
with next-generation server technology from Microsoft,
the IT department must continue to monitor the infras-
tructure to ensure technology and licences are up to
date, the network is secure, and commitments to meet
service level agreements for performance and availabil-
ity are met. In addition, the IT department must ensure
consistency within server configurations, for example,
guaranteeing that every exchange server has the same
configuration and that server resources are being used
with maximum efficiency to derive the most value from
existing resources. Meeting these goals was once a chal-
lenge because the IT department did not have a solution
that enabled the management of the entire server infras-
tructure from a central location.

System Center Server Management Suite Enterprise
not only simplifies and speeds the deployment of new
server software, it also eases the ongoing task of manag-
ing the entire server infrastructure on a day-to-day basis.
Centralized Management of Server Networks System
Center offers many ways for IT departments to proac-
tively manage the state of IT infrastructure regardless of
its complexity; for example, System Center Operations
Manager 2007 provides an easy-to-use management en-
vironment that can oversee thousands of servers and
applications, delivering a comprehensive view of the
health of the datacenter. System Center Operations

Part
E

4
5
.2



Software Management 45.2 Software Distribution 785

Manager 2007 also comes with over 60 management
packs, which extend management capabilities to the
operating systems, applications, and other technology
components that make up the datacenter. With these
management packs, IT departments have access to best-
practice knowledge about specific Microsoft products
and can more easily discover, monitor, trouble shoot, re-
port on, and resolve problems for a specific technology
component. Consequently, they can keep their data-
center running smoothly and efficiently. System Center
Operation Manager also has a high-availability architec-
ture that can leverage the latest network load-balancing
and clustering capabilities to help ensure the datacenter
is managed day and night.

To help guarantee that the infrastructure has the
right configurations across all required server com-
ponents, IT administrators can use System Center
Configuration Manager 2007. The desired configura-
tion management feature in Configuration Manager
2007 allows IT administrators to automatically assess
how computers comply with predefined configurations;
for example, an IT department can monitor the health
of a configuration implemented for Microsoft Ex-
change Server or Windows Server and are alerted when
a server’s configuration drifts from the standard config-
uration.

Configuration Manager also ships with config-
uration packs, which provide predefined, optimized
configurations for a range of servers. In addition, one of
the most time-consuming aspects of ongoing manage-
ment of the datacenter can be automated and managed
by using Configuration Manager. Updating servers with
patches, drivers, etc. within enforced maintenance win-
dows remains a key challenge for IT departments.
The desired configuration management feature can
automate this process, ensuring that servers are main-
tained, available, and compliant with organizational
standards.

Improve Disaster Recovery Capabilities. The IT depart-
ment cannot prevent organizational disasters, but can
take the appropriate steps to ensure that data is pro-
tected by developing and implementing a well-planned
backup and recovery strategy for network outages. Data
Protection Manager 2007 delivers the best possible re-
covery experience because it features continuous data
protection with traditional backup, disk-based recovery,
tape-based storage, database synchronizations, and log
shipping. Consequently, with just a few mouse clicks
the IT administrator can restore a SQL Server database
directly back to the original server, restore data to a re-

covery database on the original server, or copy database
files to an alternate server or disk.

Software Management Lifecycle
As the IT department updates and maintains datacenter
server infrastructure and transitions to a dynamic IT in-
frastructure, Microsoft System Center can play a major
role at each step. Because System Center is an inte-
grated solution for the datacenter, IT departments can
derive the most value in the shortest time. Every capa-
bility is built on a common framework and design, so
IT departments can smoothly transition from one phase
of the lifecycle to the next. Some examples of these
transitions include:

• The ability to configure, deploy, and monitor server
images, automatically, and then patch or update
these images as required• The ability to monitor datacenter applications and
servers (such as Microsoft SQL Server 2008), be
alerted to failures, and then recover from backup
data• The ability to report server performance, identify
problem servers, backup servers, and convert to
a virtual form to allow uninterrupted service while
switching to new hardware.

System Center delivers the capabilities the IT de-
partment needs for the complete distributed software
management lifecycle, and even offers specific licens-
ing to support the evolution of the datacenter with the
Server Management Suite Enterprise.

45.2.3 On-Demand Software

Microsoft’s chairman Bill Gates recently provided
a glimpse into the software giant’s strategy for the fu-
ture. In a widely circulated memo, Gates indicated that
Microsoft will shift its focus from packaged software
to the software as a service (SaaS), or on-demand,
model. Instead of buying software outright and in-
stalling it on desktops or servers, businesses would rent
applications on a per-user, per-month basis. Other en-
terprise software vendors have long been testing similar
SaaS offerings as well. For small businesses, the on-
demand model promises to reduce costs and complexity
while at the same time increase the level of software
functionality available to them. There are no packaged
applications or hardware to buy upfront, and no dedi-
cated personnel needed to install and maintain software.
What’s more SaaS will unleash a wave of service ap-
plications and that will dramatically change the nature
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and cost of solutions deliverable to enterprises or small
businesses.

In this case as with the web a decade ago the revo-
lution started without Microsoft, since other companies
have been selling on-demand software for years. How-
ever, a push by the world’s most powerful software
maker will certainly accelerate the trend, and it is note-
worthy that the immediate target of the new Microsoft
Office Live on-demand platform is small business. Pre-
release or beta versions of e-Mail, project management,
collaboration, website design, and analytics programs
will be available in early 2006. Microsoft aims to of-
fer some services to small businesses for free; the basic
version of Microsoft Office Live, will be supported by
advertisers and will allow small businesses to establish
a domain name, complete with a hosted web site with
30 MB of storage, among other services.

45.2.4 Electronic Software Delivery

Distributing software over the Internet is becoming an
increasingly popular means to distribute software to
users. Electronic software delivery (ESD) refers to such
distribution and particularly the practice of enabling
users to download software from the Internet. In fact,
ESD is the future of software distribution, sales, invoic-
ing, payment, maintenance, and customer service and
support. It is already an efficient and preferred way for
vendors and buyers to distribute/acquire a wide range
of software including music, videos, productivity soft-

ware, and increasingly texts and books. Compared with
physical distribution involving compact disks (CDs),
digital video disks or digital versatile disks (DVDs), and
paper formats, ESD offers dramatic improvements in
cost, delivery time, and convenience.

The trend toward ESD is irreversible. Nearly all
software vendors offer electronic delivery options, and
many new companies choose online downloads as their
only vehicle for software delivery. An increasingly large
proportion of consumer software and enterprise soft-
ware are being delivered electronically.

Major Challenges
of Electronic Software Delivery System

ESD however has a long way to go as regards qual-
ity, reliability, and security of delivery. The following
constitute the major challenges that ESD faces [45.8]:

a) Ensuring robust download performance to promote
user satisfaction, avoid costly physical fulfillment,
and prevent lost sales

b) Providing high-performance infrastructure that
meets highly unpredictable demands in a cost-
effective manner

c) Measuring and understanding download results and
completion rates to gain insight into customer base
and ESD efficacy

d) Identifying specific geographic regions where
end-users are downloading from and control-
ling/restricting access accordingly.

45.3 Asset Management

45.3.1 Software Asset Management
and Optimization

Typically the investment in software amounts to 20% of
an organization’s IT budget. The portfolio of software
development and maintenance tools and its enterprise
applications may be licensed from third-party vendors,
developed in-house, or in some cases be open-source
system software such as Linux, or open-source applica-
tions such as Apache or EMACS. In any case the IT
organization must take full systems responsibility in-
cluding currency, interoperability, and local support for
all of the software in its portfolio, managing these as
the organization would any other asset. In the case of
in-house developed application packages the organiza-
tion has conventional ownership of the asset; in the case
of third-party systems or application software the or-

ganization has a lease-like licence for the use of the
software and perhaps a maintenance service subscrip-
tion; for open-source software the situation is less clear
but can be sufficiently unambiguous that any risk of use
is vastly outweighed by the technological and economic
benefits of use.

Depending on the size of the organization and its
IT commitment, the human and financial resources re-
quired to manage software as an asset may vary widely.
At an IBM conference for IT directors in Atlanta re-
cently one of the authors sat next to a senior technical
person from Bell-South. As the presenter went around
the room of 30 IT directors asking for their titles and af-
filiation, he got to my seat mate who declared he was
a Unix system administrator. The others looked at him
in disgust, wondering how a low-level grunt like him
got into this august gathering of senior managers. The
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fellow went on to finish his sentence saying that he
managed 6700 Unix servers for Bell-South. Their ex-
pressions quickly turned from disgust to admiration as
he probably had the biggest and most critical IT respon-
sibility in the group. The complexity that the software
asset manager must deal with comes in two flavors:
first the inherent complexity of the software function-
ality itself, but second the number of desktop or laptop
workstations that must be dealt with. Two decades ago
most chief information officers (CIOs) avidly avoided
taking responsibility for small computers outside their
immediate purview, but since then the proliferation of
client–server computing organization has long insisted
that they take responsibility for them without the man-
date of ownership. This introduces the complexity of
numbers or volume, similarity to the complexity of
a 1000 piece jigsaw puzzle, which is more than twice as
difficult to assemble as a 500 piece puzzle. Few IT ad-
ministrators are responsible for 6700 servers, but many
are responsible for the effective operation of 10 000 or
more client workstations remotely attached to the main-
frame(s) or servers for which they do have ownership.
As client–server technology as grown along with the
third-party software vendor industry, so has the need for
automation in software asset management. A glance at
the Internet will reveal dozens of packages designed to
aid the software asset manager in his or her task. We
will not attempt to catalog this dynamic market here
but rather only mention the availability and capability
of such support software packages and describe what
you might expect from one.

45.3.2 The Applications Inventory
or Asset Portfolio

The director of development in the IT organization
usually takes responsibility for what is called the appli-
cations portfolio of all the software systems, application
packages, and tools licensed, owned, or used to fulfill
the organization’s functions. In larger organizations the
responsibility may be divided between a director of sys-
tems for system software and a director of applications
for applications software. An organization supporting
thousands of client platforms may have a third person
responsible for the management of client hardware asset
leasing, software asset licensing, and end-user support.
As in any other IT function these managers must walk
a tightrope to avoid too slow incorporation and sup-
port of new technology and too rapid incorporation of
new technology. In the former case their end-users lose

competitive advantage because they do not have access
to current software features and functions, and in the
latter they lose competitive advantage due to unreliabil-
ity of early release software, and perhaps even end-user
training problems.

The software asset portfolio should include all envi-
ronmental, legal, functional, and resource requirements
information about any program system, application,
or tool, whether licensed from the hardware vendor,
a third-party software vendor, open source or locally
developed. During the preparation for addressing year
2000 (Y2K) computer compliance one of the most of-
ten asked questions about a perfectly working but not
Y2K compliant COBOL75 program to the IT manager
was: Do you have current source code? If the answer
was “yes” the second question was: Do you still have
an archived copy of your COBOL75 compiler? All too
often the answer to the second question was that it had
long ago been discarded because it was no longer sup-
ported by the vendor. It was very easy (and relatively in-
expensive) to help those IT managers who saved every-
thing and knew exactly where it all was. As the prophet
Isaiah once said, “my people go into exile (or captivity)
for lack of knowledge” (Isaiah 5:13). The requirements
for a software portfolio are relatively simple:

• Know what software you are using and its source
and environmental requirements• Know which of your users needs it, how often, and
what their applications are• If still supported by a vendor, know who to contact
at the vendor for emergency support• If not supported, maintain a current copy of the
source code and a compiler that will compile it• Know the legal or licensing constraints of the soft-
ware and any sublicensed components that may be
used within it• Maintain a current source code file if possible; if
not, insure that one is escrowed for you by the ven-
dor• Archive software that is no longer used; it is
amazing how often someone very high up in the
organization will need it one more time.

45.3.3 Software Asset Management Tools

The issues that software asset management (SAM) tools
offer to handle for an organization concern IT man-
agers, financial managers, and corporate legal staff. For
IT managers the issues of concern are:
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• Manage site licences for software by user and work-
station• Get more out of underutilized assets by moving un-
used software to new users rather than purchasing
more licences• Manage unlicensed and open-source software any-
where in the system• Summarize entitlement information• Reconcile installations to entitlements• Provide user services high-level access to vendor
support as required• Monitor lifecycles and proposed upgrades of all li-
censed software• Ensure uniform corporate-wide installation of up-
grades and support.

For financial managers:

• Know whether all the software in firm is licensed
and legal• Avoid compliance fines and fees• Ensure that site licences are sufficient but also at
lowest cost• Maximize underused software assets by redistribut-
ing existing licences to new users• Minimize overall cost of licensed software.

For corporate legal staff in support of IT and financial
management:

• Ensure absolute compliance with site licence provi-
sions• Inform all staff and department heads about the risks
of using unlicensed software• Inhibit maverick departments and personnel from
downloading or sharing unlicensed software• Limit corporate liability by ensuring that unau-
thorized or illegal (e.g., off-shore gaming, porno-
graphic, child pornography, etc.) software is never
installed on corporate desktops or laptops.

While managing these issues calls for little more
than the application of common sense, doing so in
a large corporation, university, or government orga-
nization with several hundred servers and 15 000 or
more workstations and laptops is best done in a rig-
orous and disciplined way. One of the most pervasive
problems is easiest solved; when CIO at a research uni-
versity one of the authors had difficulty discouraging
some faculty, research staff, and department personnel
from downloading and sharing nonlicensed, non-open-
source software that they felt entitled to use without
licence. A short conversation with the general counsel

solved the problem with a single joint memo inform-
ing such users and department that, in the event they
were sued for such noncompliance, they would have
to pay the legal fees for their defense and any fines
out of personal or departmental budgets, since the uni-
versity would not be doing so. As for the latter, more
sensitive and even higher risk issue, making sure ev-
eryone in the organization knows the consequences
of noncompliance with corporate standards is usually
sufficient.

A somewhat larger issue is that software licensing
agreements are not all the same. Site licences for col-
leges and universities are often more lenient, and may
for example allow a faculty person to use two copies of
the software, one on a desktop and the other on a laptop,
providing that only one of them is being used at a time.
Provisions such as this may require invoking a bit of the
honor system but are usually manageable without undue
risk.

45.3.4 Managing Corporate Laptops
and Their Software

Laptops have a special set of problems due to their mo-
bility and susceptibility to shock-related damage. Many
organizations support both personal computer (PC) and
Mac laptops and thus may have to license the same soft-
ware in more than one way. As laptop hard drives are
more subject to shock damage and consequent loss of
both system and application software as well as data,
an inventory of the software licensed to each laptop
may be critical. The mobility of laptops introduces haz-
ards beyond shock in terms of theft or just loss of the
whole machine. Corporate data may be seriously com-
promised in these situations so security and backup is
especially important for laptops. If an organization has
thousands of laptop users it may require a full-time per-
son to maintain currency and security of both laptop
hardware and software. Now that many organizations
issue only laptops and not a desktop computer as well,
a special focus on laptop computing assets beyond just
SAM generally is worthy of consideration.

45.3.5 Licence Compliance Issues
and Benefits

As every personal computer user well knows, if you do
not agree to the license agreement, the software will not
install and open for you. Thus, the first benefit from li-
censing compliance is access. At the beginning the user
was forced to actually read the licence before the in-
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staller would accept their agreement, but users never
read these things (licences and contracts are written by
lawyers and therefore only read by lawyers). When the
vendors realized that everyone (except lawyers) was just
scrolling to the end and clicking on the accept radio but-
ton, they began to allow the user to just hit the button
and install. The licence is a form of contract and thus
protects both the vendor and the user. Software is no
longer bought and sold; rather the use of it or access to
it is guaranteed by the vendor to purchaser of a licence.
This means that, if it does not work as delivered, you can
insist on certain fixes and upgrades, although you may
have to pay an additional sum for the upgrades. After
spending a great deal of creative effort building a system
of application, it is some comfort to know that it will not
be arbitrarily dropped or made unavailable to you. In
such a case the end-user may need to finally read the li-
cence agreement to determine his or her rights and what
remedies may be available. If you build a complex ap-

plication without benefit of licence and something goes
wrong then you have no recourse. In a large organiza-
tion this is very important and careful management of
site licences may be an important business continuity
consideration if a real disaster happens.

45.3.6 Emerging Trends
and Future Challenges

The trend in personal computing and information shar-
ing is definitely towards mobility. As WiFi wireless
networks proliferate beyond today’s local-area net-
works (LANs) and small digital assistants, including
enhanced cell phones, become more popular, one may
expect to see the corporations computing, software, and
information assets spread ever more widely. As in any
other management situation it is necessary to know
where everything is, how it is being used, and to mini-
mize risk.

45.4 Cost Estimation

45.4.1 Estimating Project Scope

One of the major problems in computer systems devel-
opment is estimating the time and cost of a development
project. It has often been said that the next major devel-
opment in hardware technology forecast to be available
in 10 years arrives in about half that time, but the time
forecast to build a new software system takes twice as
long and costs at least twice as much as the initial fore-
cast. The field of software development is strewn with
disasters and abandoned projects because the scope of
the project was not understood from the beginning or
was expanded beyond the time and resources available
during development. A few tragic examples are given
in the book Design for Trustworthy Software [45.3,
p. 536].

One of the earliest and best contributions to
the solution of this problem was Prof. Barry
Boehm’s magisterial work entitled Software Engineer-
ing Economics [45.9]. The constructive cost model
(COCOMO) which he developed for estimating the cost
and development time for large mainframe software
projects has been updated for the current client–server
era and will be discussed below. While there are
other similar development models and methodologies,
COCOMO has long since become the gold standard
for such methods and is available in several commer-

cial versions. Here we will briefly review the COCOMO
suite and a recent product, SEER-SEM, which is based
on it. These are typical of the software estimation pack-
ages available to the software developer today.

45.4.2 Cost Estimating for Large Projects

Large software development projects have an unfortu-
nate history of time and cost overruns and the largest
and more complex of them have often been abandoned
after several years and many millions of dollars in-
vested. It is also true that some large software projects
do finish, on time, within budget, and satisfy their
users. Capers Jones, the dean of software estimation,
did a study of both 59 manual and 50 automated esti-
mates for large projects (e.g., in the 5000 function-point
range) [45.10]. The manual estimates were created by
managers using conventional methodologies and the
automated ones by commercially available estimating
tools. The manual estimates yielded lower costs and
shorter times than actually experienced and only 4 of
the 50 were within 10% of actual. Only one of the
automated estimates was optimistic, most were much
too conservative, but 22 were within 10% of actual
experience. Curiously, both were fairly accurate es-
timating the actual coding involved, but the manual
estimates were much too optimistic for the nonprogram-
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Table 45.1 Relative software development activities and effort by genre (after [45.10, p. 3])

Activity WWW % MIS % Outsource % Commercial % System % Military %

Requirements 5 7.5 9 4 4 7

Prototype 10 2 2.5 1 2 2

Architecture 0.5 1 2 1.5 1

Planning 1 1.5 1 2 1

Func design 8 7 6 7 6

Tech design 7 8 5 6 7

Design review 0.5 1.5 2.5 1

Coding 30 20 16 23 20 16

Reuseability 5 2 2 2 2

Package purchase 1 1 1 1

Code inspection 1.5 1.5 1

Verification and validation 1

Config management 3 3 1 1 1.5

Integration 2 2 1.5 2 1.5

Documentation 10 7 9 12 10 10

Unit testing 30 4 3.5 2.5 5 3

Functional testing 6 5 6 5 5

Integration testing 5 5 4 5 5

System testing 7 5 7 5 6

Field testing 6 1.5 3

Acceptance testing 5 3 1 3

Independent testing 1

Quality testing 1 2 2 1

Training 2 3 1 1

Project management 10 12 12 11 12 13

ming parts of the project such as design, documentation,
rework, testing, project management, etc. Jones notes
that, for projects with fewer than 1000 function points
(or about 125 000 C source LOC), programming is the
major cost driver, but for projects above 10 000 func-
tion points (or about 1 250 000 C source LOC), testing
and bug removal, plus documentation are much more
costly than the programming or actual implementa-
tion cost. The dynamic of software development cost
estimation is that developers tend to be conservative,
especially those who have survived one or more un-
successful project death marches, but their customers,
i. e., the senior managers who need the application tend
to be optimistic about both cost and time and crowd
the developers toward more optimistic estimates. If the
developer is too cautious and conservative the man-
ager will simple not buy the project. Any estimate,
whether it turns out to be optimistic or conservative in
the end, must be defensible and is best based on ex-
perience with previous projects of the same size and
complexity.

As software development projects get larger and the
specter of later abandonment becomes more threaten-
ing, the need for more accurate estimates has prompted
the development of a whole new software develop-
ment service industry to provide quality tools. Some
of the estimating tools on the market today are
COCOMO II, CoStar, CostModeler, CostXpert, Knowl-
edgePlan, PriceS, SEER, SLIM, and SoftCost [45.10,
p. 2]. Some of the first generation of tools are still in
use but are no longer being supported or sold. Jones
reports that the basic kernel of functions supported by
such tools includes:

• Sizing logic for specifications, source code, and test
cases• Phase-level, activity-level, and task-level estimation• Schedule adjustments for holidays, vacations, and
overtime• Local salary and burden rate adjustments• Adjustments for military, systems, and commercial
standards
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• Metrics support for function points and/or LOC• Support for maintenance and enhancement.

More advanced features available in some estimat-
ing systems include quality and reliability estimates,
risk and value analysis, return on investment (ROI),
models to collect historical data, statistical analysis,
and currency conversion for overseas development. Ta-
ble 45.1 summarizes Jones experience with six different
application genres. While he styles the table as merely
illustrative it certainly fits one of the author’s more than
50 years developing software in all six of these genres.

The new class of automatic software estimating
tools may not be perfect but they are very good and
may prompt the user to include factors he or she might
otherwise overlook. As always in any complex human
endeavor, there is no substitute for experience.

45.4.3 Requirements-Based
a priori Estimates

Of course it is easier to estimate a large software project
if this is the tenth one you have done just like it, but
that is rarely the case. Developers who managed to do
two or three projects fairly well are often promoted
to chief software architect or director of MIS. What
can be done when you need to create a requirements-
based estimate and the requirements are not completely
known yet? Amazing as it may seem to an engineer, this
case occurs very often in software development, and
can be tolerated because software is not manufactured
like other systems and products designed by engineers.
A software development project is the result of a nego-
tiation and, like any other negotiated decision, can be
renegotiated. Software is simply designed, redesigned,
and redesigned again as it is implemented. The only
software implementation analog to hard goods manu-
facturing is the almost completely error-free process of
copying a computer file on to one or more CD-ROMs.

The hardware designer would think that the soft-
ware engineer would follow the logical process of
requirements discovery, functional design, technical
design, implementation, testing, documentation, and
delivery; however, the more common case in software
development is that the first truly known and understood
parameter is the delivery date to the customer. Hence,
the software developer’s commonly employed process,
known as date-driven estimation [45.11]. So at this
point we now when the project is to be completed but
as yet do not know what is to be delivered. In traditional
engineering one makes the estimate after design but in

software engineering one must make the estimate before
design since, for software, design replaces manufactur-
ing. This places a tremendous burden on requirements
discovery [45.12] and on the subsequent specifica-
tion process. It has long been conventional wisdom in
software development that one could write a precise
functional specification (i. e., precise to both the im-
plementers and the end users). Efforts to do so have
greatly improved in the current era of object-oriented
programming analysis and design, and have given new
hope for the decades-long search for the holy grail
of software development: specification-based program-
ming [45.3, p. 502–506]. New technologies coming on
to the market today such as Lawson Software’s Land-
mark and Wescraft’s Java refactoring system, inter alia
promise a high degree of programming automation for
Java-based software [45.3, p. 501]. Moreover, since the
precise functional specification is written by domain
specialist(s) and the Java code produced automatically
by a metacompiler, what you as domain expert or al-
lele for the end-user specify is truly what you get. This
innovation in programming will dramatically change
the way software is designed, implemented, and main-
tained, but it also will put even more burden on the
requirements discovery and specification part of the
project, which according to Dekkers are already the
source of 60–99% of the defects delivered into imple-
mentation [45.12]. We have long known that defects are
written into software, just like villains are written into
melodramas, and with similar high drama and anxiety
we see as we approach the end of the project, i. e., the
well-known and very precise date of delivery.

In our opinion the best way to deal with this
commonly occurring situation is the analytic hier-
archy process (AHP) developed by Saaty [45.13],
which naturally prioritizes the user requirements as
they are identified. Clearly, the most critical and time-
consuming requirements come first to the user’s mind
and are the most important to the user’s ultimate satis-
faction with the end result of the software development
project. A description and overview of AHP together
with examples of its application is given in [45.3,
Chap. 8].

45.4.4 Training Developers
to Make Good Estimates

The need to train developers to make precise estimates
is an artifact of the conventional software design pro-
cess, in which requirements and functional designers
write in one language, technical or detail designers in
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another, testers in yet another, and the end-user in even
yet another, but a bit more similar to the first language
in the sequence. Understanding software design doc-
uments (including the actual source code) going from
one stage to the next in the process seems to involve an
inherent language translation effort which can be the
source of many defects in the end result; for example,
functional specification writers tend to think in terms of
effort units, placing the project in a cost and resource
framework. Developers however, tend to describe size
and complexity in terms of the things they will have to
make to implement the requirements [45.14]. Commer-
cial estimation packages need either concrete measures
such as source LOC or abstract measures such as func-
tion points as input, but are encoded with sufficient
industry experience to translate back and forth between
such measures.

Putnam and his associates, the developers of SLIM,
have developed a process for mapping units of need
into units of work which is able to train estimators
to take best advantage of the new software estimation
tools coming onto the market. As an alternative to the
conventional software development process, one deter-
mines the size of the software components by analyzing
them into common low-level software implementation
units; creating a model-based first-cut estimate using
known experiential productivity assumptions, project
size, and critical components; performing what-if mod-
eling until an agreed-upon (i. e., negotiated) estimate
has been developed; and finally creating a detailed plan
for the project [45.14]. The what-if modeling part of this
alternative employs the estimation tool (SLIM in his
example) in a feedback loop as well as a feedforward
process and provides a powerful learning experience
for the estimator. The intermediate units, for exam-
ple, would include forms, new reports, changed reports,
table changes, job control language (JCL) changes,
and SQL procedures, and for each such unit of work
a qualitative measure of effort, e.g., simple, average or
complex. This is a more analytical and finer-grained ap-
proach than the conventional method of estimating the
number of reports, estimating the number of forms, then
the number of transactions per component, and then the
number of database accesses, etc. Highly experienced
COBOL programmers of yesteryear could use the time-
honored conventional approach to estimate a project’s
source LOC to within a few percent using conventional
methods and experience, but object-oriented analysis,
design and programming (OOAPD)-based design begs
for a more analytical and finer-grained modeling as pro-
posed and implemented by Putnam.

45.4.5 Software Tools for Software
Development Estimates

In the late 1970s and early 1980s Barry Boehm devel-
oped the original COCOMO system mentioned above
to support the first generation of true software engi-
neers in estimating the cost of mainframe software
development. By 2000 the need for a version this tool
able to handle object-oriented programming (OOP) and
client–server software development led to COCOMO II.
There is also a large suite of collateral but genre
or methodology specific variations and derivatives of
COCOMO models and packages available today [45.15,
p. 2]. The major variations are COCOMO II, COIN-
COMO, and DBA COCOMO, which are fundamentally
the same model but tailored for different develop-
ment situations. Commercial version of COCOMO
such as Costar (http://www.softstarsystems.com) and
CostXpert (http://www.CostXpert.com) provide even
further cost estimation capability (see also http://sunset.
usc.edu/ ).

The basic logic of COCOMO models is based on
the general model or formula

PM = A ×
(∑

Size
)∑ B

×
∏

EM ,

where PM is person months, A is a calibration factor,
Size is a measure of functional size for a software model
that has an additive effect on the software development
effort, B are scale factors that have an exponential of
nonlinear effect on software development effort, and
EM are effort multipliers that influence software devel-
opment effort.

Clearly this is an experience-based model or for-
mula, not merely an equation to be evaluated. Each
factor in the equation can be represented by either a sin-
gle or multiple values depending on the purpose of the
factor; for example, Size may be measured in either
source LOC or function points, and EM may be used to
describe development environment factors such as soft-
ware complexity or software reuse. COCOMO II has
1 additive, 5 exponential, and 17 multiplicative factors,
but other models in the suite have a different number
depending on the scope of the effort and software genre
being estimated by that model [45.15]. Boehm’s current
research at the University of Southern California (USC)
is directed toward a unification of the COCOMO suite
of models in order to provide a comprehensive estimate
for the development of a software system to help de-
velopers make more precise cost and time estimates for
their projects.
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SEER-SEM is a cousin of COCOMO since both
followed the early work of both Jensen method and
Halstead’s software science. As in most other models
the development environment is characterized by pa-
rameters. The architecture of a software cost estimation
model is characterized by the way it answers the follow-
ing questions [45.16]:

• How large is the project?• How productive are the developers?• How much effort and time are required to complete
the project?• How does the outcome change under resource con-
straints?• How much will the project cost?• What is the expected quality of the outcome?• How much effort will be required to maintain and
upgrade the system in the field?

While the model can estimate program size in either
LOC or function points we will display only the source
LOC formula here

Se = NewSize+ExistingSize

× (0.4 × Redesign+0.25 × Reimpl

+0.35 × Retest) ,

where Se increases in direct proportion to the amount
of new code being added, but by a lesser amount for
the redesign, implementation, and retesting of existing
code [45.16, p. 1]. This pragmatic approach reflects the
fact that today’s programmer rarely starts with a blank
piece of paper (or a blank screen, as it were), but rather
is redesigning or upgrading some existing system or
application package to run in a new or enhanced envi-
ronment.

The formula for effort in SEER-SEM is

K = D0.4(Se/Cte)1.2 ,

where Se is effective size, and Cte is effective tech-
nology, a composite metric capturing factors relating
to development efficiency or productivity, based on an
extensive set of experiential people, process, and prod-
uct parameters. D is staffing complexity, which depends
on how quickly qualified staff can be added to the
project [45.16]. Once effort is obtained, the time to im-
plement can be found from

td = D−0.2(Se/Cte)0.4 .

The exponent on the critical ratio reflects the fact that as
the project size increases so does the time to complete,
however at a lesser rate.

45.4.6 Emerging Trends
and Future Challenges

The future of software development may be a very in-
teresting revolutionary one rather than the evolutionary
one we have experienced for the past 50 years. The
emergence of very high-quality open-source software
such as Linux and Apache raises the natural question
as to why management should pay large sums and wait
long times to develop custom proprietary software when
open-source alternatives are available. Of course the an-
swer to this question is they do not need to: if a time-
and industry-tested alternative is available it should be
added to the portfolio, but managed in a somewhat dif-
ferent way. We should only write software when we
have to, and this principle is leading to a restructuring
of the software industry from a vertical to a horizon-
tal model. In the future most software vendors will
sell their products to other software vendors, similar
to the structure of today’s automobile industry. Henry
Ford began his company with an extremely vertically
integrated business model like those of European man-
ufacturers: he had his own taconite mines in Minnesota
to feed his own steel mills, his own sand mines in New
Mexico for producing glass windows, his own sheep
ranches in Montana to produce the wool for upholstery,
etc. Today, every small engineering and machining firm
in Windsor, Ontario produces part for Ford. We think
the same development is happening in software, aided
by OOP and the functional componentization and con-
sequent reusability of software. Many firms will write
software but only a few of them will deliver it to end-
users.

The computer revolution has produced a hardware
performance gain of more than 1010 in the 60 years
since the ENIAC was announced in 1946; however,
the productivity gain in software development has been
much less impressive. Countess Ada Lovelace invented
the idea of the program loop in 1844 while watch-
ing Jacquard loom operate; Betty Holberton invented
the sort–merge generator at the Harvard Computation
Laboratory 100 years later; a decade later Dr. Grace
Hopper left Harvard to build the first compilers, Math-
Matic and FlowMatic at Univac, while Mandaly Grems
at Boeing was creating sophisticated scientific program-
ming interpretive systems for the IBM 701.26. The
progression of programmer-oriented languages such as
COBOL, FORTAN, and ALGOL in the second software
generation led to a factor of 10–20 in programming pro-
ductivity. Third- and fourth-generation software added
additional increase by at least an order of magnitude
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each, but three or four orders of magnitude overall is
much smaller than ten orders of magnitude.

The future of software development belongs to pat-
tern languages. Christopher Alexander is a building
architect who discovered the notion of a pattern lan-
guage for designing and constructing buildings and
cities. In general, a pattern language is a set of patterns
or design solutions to some particular design problem
in some particular domain. The key insight here is that
design is a domain-specific problem that takes deep un-
derstanding of the problem domain and that, once good
design solutions are found to any specific problem, we
can codify them into reusable patterns. A simple ex-
ample of a pattern language and the nature of domain
specificity is perhaps how farmers go about building
barns. They do not hire architects but rather get to-
gether and, through a set of rules of thumb based on how

much livestock they have and storage and processing
considerations, build a barn with certain dimensions.
One simple pattern is that, when the barn gets to be too
long for doors only at the ends, they put a double door
in the middle. Only with a powerful design or pattern
language – and in general a domain-specific design lan-
guage (DSDL) – can we overcome the inherent limita-
tions we have in our ability to comprehend the working
of some complex system, to model it, and then auto-
mate those portions which can be mechanized [45.17].
Lawson Software’s experience with Richard Patton and
Richard Lawson’s Landmark [45.3, p. 501] DSDL has
not only shown more than another order of magnitude
in business enterprise software development, but in the
first year of delivering accounting, supply chain, and hu-
man resources (HR) applications only one bug has been
reported. This is the future of software development.
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Practical Auto46. Practical Automation Specification

Wolfgang Mann

This chapter specifies equipment-based control
system structures for complex and integrated
systems and describes the approach to and im-
plementation of an equipment-based control
strategy. Based on a view of subsystems in a pro-
duction, process or a single machine the control
system has to abstract the subunits in an object-
oriented manner to obtain their methods and
properties. The base subunits will run as sep-
arate state machines (either on centralized or
decentralized control devices) representing them-
selves to the next control hierarchy level only by
said methods and properties. These base sub-
units form functional subsystems in the same
way.

Advantages of such a modular specification
are: easy replacement of different base units with
the same functionality to the next hierarchy level,
high efficiency in construction kit engineering of
systems, easy integration of systems to vertical
integration attempts – especially in the field of
networking and data concentration. The challenge
is the implementation on standard industrial
programmable logic controller (PLC) systems with
a standard industrial-like programming language
(e.g., EN 61131). An example demonstrates the
implementation in a modern test stand for heat
meters for the German Physikalisch-Technische
Bundesanstalt (PTB) institute, a system with about
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1000 physical input/output (I/O) and measurement
points.

46.1 Overview

Complex systems with many dozens of subsystems
become increasingly challenging in terms of program-
ming, interfacing, and commissioning, in both operation
and maintenance.

The reasons for this intricacy are multifarious and
include [46.1]:

1. Product lifecycles getting shorter, and even techno-
logical cycles getting shorter.

2. Orders to stock are replaced by short orders to
delivery.

3. Change form self-production to integration of sub-
suppliers.
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4. Decentralized stock and service.
5. High price pressure.
6. Change form manually process integration to inte-

grated processes.
7. Change from product supplier to system supplier.
8. Production processes control multiple enterprises.
9. e-Commerce and quality management systems ad-

ditionally produce enormous quantity of data and
force the introduction of data management through-
out the company.

These requests can be covered by a horizontal
and vertical integration of process and production
systems and subsystems within the company and ex-
tending the network to suppliers and even customers. So
the systems become more complex, open, distributed,
and heterogeneous. Dataflow often has to be imple-
mented throughout the complete enterprise hierarchy
form the shop floor area to enterprise management
level.

To address these attempts, new software concepts
have to be implemented throughout the complete infor-
mation chain within an enterprise, starting at the I/O
level of the production line.

Although there are well-developed methods and
strategies to produce well-structured, reusable, and so-
phisticated code in the information technology (IT)
personal computer (PC)-based environment, industrial
control at its base level is still done using standard PLC
systems with EN 61131-like programming language us-
ing functional blocks, structured text or instruction lists
at large scale [46.2].

As long as the projects are small and centralized
a programming technique limited to the I/Os of indus-
trial controllers and their periphery is applicable, with
some restrictions.

However, with the above-stated imperative demands
in mind, conventional I/O-based engineering attempts
leads to unstructured, error-prone code, resulting in cost
overruns during installation and operation.

We consider the traditional PLC programming style
more as an expression of old-fashioned thinking, hav-
ing its tradition as far back as relay-based times, rather
than an exigency coming from existing hardware and in
particular software systems.

Before the implementation strategy is described, we
look for the must-haves to overcome the shortcomings
of traditional industrial control programming.

46.2 Intention

Many of the following topics have been implemented
for years on IT-based systems using C++, Java or other
object-oriented (OO) languages. Some of these have
found their way into the International Electrotechnical
Commission (IEC) 61499 function blocks (with a lack
of practical implementations untill now), but actually
the bulk of industrial control applications is still done
on EN 61131-based systems. So, in the following, fo-
cus is placed on the implementation on these existing
systems [46.3].

46.2.1 Encapsulation

The most important part of changing the thinking in the
traditional control programming approach is to leave the
physical I/O connections as the primary way of compo-
sition and interaction of systems.

Normally an object in the real world is experienced
by humans through its properties, attributes, features
(however named), and the possibilities it offers or what
we can do with this object (called methods). In general
we realize this object only in a certain abstracted layer.

The level of this abstraction is chosen according to our
actual demands.

As an example we take a human being (a car me-
chanic). If our car is broken, we abstract him as an
object: human with the attributes educated, skilled on
certain brand, available, etc., and his methods: takes
order, repairs car, renders account, etc. We are not in-
terested in how the blood flows through his veins, how
his heart functions, etc. His doctor on the other hand is
interested in exactly these methods and attributes. He
will abstract him as object: human with the attributes:
sex, age, blood pressure, etc. and methods: sees, smells,
tastes, etc.

Coming back to automation. We are interested in
automated systems for production and processes, con-
trol and testing, etc. Usually complex systems are built
as a network of subsystems (objects) based again on
a network of subsystems.

In our namespace these subsystems are called
equipment. The term equipment could lead to some
unaesthetic grammar constructs in the following, but
we have chosen it intentionally: firstly, equipment ex-
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presses things we need for some activities, especially in
production, and secondly it is already a plural expres-
sion, although it could be a single device or the whole
factory. So it represents the modularity of the method
down to the smallest base modules (that in general again
consist of parts).

We differentiate between base equipment and ab-
stracted equipment. A motor, a valve or a pump is
a single base equipment. A pump station, for example,
is a single abstracted equipment.

What is the definition of base equipment in contrast
to abstracted equipment? A base equipment implements
interface access via physical I/Os to the real world,
whereas an abstracted equipment implements interface
access to physical I/Os only via base equipment. Nev-
ertheless base equipment can of cause host other base
equipment (see Sect. 46.2.2 as well).

The intention for building equipment is to en-
capsulate the actual physical implementation of one
subsystem from the collaboration with other subsys-
tems, as well as to support the abstraction of these
systems for different service subscribers (with different
interests, e.g., production, service, and management) to
its methods and/or properties.

The encapsulation consists of three layers: the in-
terface layer (providing abstracted methods and proper-
ties), the implementation layer (running the algorithms,
the event routines, and the exception routines), and
the base layer. The base layer is the interface to the
physical I/Os and the access to the implementation
layer of subequipment for base equipment and the
same without direct access to physical I/Os for abstract
equipment.

Access from one single equipment to another is al-
lowed only by use of its interface layer. This strict
access method allows one to change the implementa-
tion layer as well as the base layer of equipment without
affecting how it is accessed.

46.2.2 Generalization (Inheritance)

In the implementation of object-oriented languages
the method of inheritance is an important feature. It
describes the deployment from more generic objects
to more specialized ones. As in the following im-
plementation we have no special software tools in
standard EN 61131-based systems for constructing
strict inheritance (as is possible in C++), we talk about
generalization and bear in mind the underlying ideas.
So, for our needs, generalization allows hierarchical
structures and establishes a relationship between a more

general equipment and a more specific one, without
redefining all the specific methods and properties, al-
though if required it is possible to override the generic
methods and properties of the generic equipment with
more specific ones.

To follow our first example, a woman inherits all
the methods and properties of the object human, but has
of course more specific attributes and methods, most
importantly to give life to new humans. We will give
more technical examples in the implementation sec-
tion.

46.2.3 Reusability

Probably it is the basic idea of every engineer to built
up a system (whichever) out of already existing, used,
and tested parts coming from a toolbox (as children do
when playing Lego) to create new systems and projects.
By doing this an engineer mostly thinks about saving
time, lowering risks, and reducing overall costs.

The basis for doing this is encapsulation and the
concept of instances. As a single equipment is the
implementation of methods and at the same time its
abstraction, and the base layer is the interface to the
physical world, it is only a general construct. The base
equipment, e.g., is brought to life when it is con-
nected via its interface to defined physical I/O points
and placed as a defined instance in the state machine
call (see the implementation section); for example,
we define an equipment pump with all its methods
and properties, but only when we have certain pumps
(FreshwaterPump01, WasteWaterPump01, . . . ) instan-
tiated in our project will water flow.

So with these concepts we are able to forget the
internal details of the equipment for all future im-
plementations of the same sort of pump and can
concentrate on the method and property interface.

46.2.4 Interchangeability

Interchangeability has a strong relation to reusability as
it is based on the same concepts, although it describes
another topic.

Reusability refers to the ability to use the same
equipment without major efforts again in the same
or another project. Interchangeability applies when we
want to replace existing equipment with another type
of equipment, but with the same functionality. Accord-
ing to our encapsulation approach, equipment with the
same functionality should have the same interface layer,
although the implementation layer and the base layer
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are different. We advise strict application of this rule, at
least for base equipment.

Consider, for example, that one has to change
a pump with all its control and monitoring periphery
for any reason (customer demand, unavailability, etc.)
with one from another manufacturer. It is evident that
often the physical implementation of the machine will
be different, even though it has the same functionality.

Having two equipments describing the two pump
systems with the same interface layer makes software
changes possible in a matter of minutes.

46.2.5 Interoperability

As long as the defined equipment runs on a central-
ized system, communication between them leads to no
trouble. As we pointed out in the Introduction systems
nowadays are highly complex and distributed, so we
need implementation concepts to simplify access be-
tween equipment even in high-grade networked and

heterogeneous environments, starting at low control lev-
els with existing equipment.

We will not describe all the systems and attempts in
hardware and software that exist or are in development,
which could fill books. We only want to focus on the
way we structure the issue.

As pointed out in the paragraph on encapsulation,
the only way of accessing other equipment is by using
the interface layer. As a fetch-ahead of the implemen-
tation, we will see that this interface is not part of
the equipment functions, but is a separate, generally
available data structure. For the time being, this data
structure is only composed of basic data types.

As a paradigm we do not allow the implementation
layer of a single equipment to be spread over sev-
eral controllers. This seems like a strong restriction on
first reflection, but it enforces well-elaborated encap-
sulation, and good and fine-structured systems. As an
additional advantage, it simplifies equipment communi-
cation, which is one of our aims.

46.3 Strategy

46.3.1 Device Drivers

As we defined in the paragraph on encapsulation the
basis of every system is its base equipment – the equip-
ment connected directly to the physical world. We
consider this equipment like device drivers in the PC
environment. In the same way that a program in Win-
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Fig. 46.1 Example of a single base equipment (control valve)

dows does not care about the actual physical mouse
type connected to the computer, but only the abstracted
events, other base or abstracted equipment does not
care about the physical implementation of the accessed
equipment.

All base equipment, at least, is implemented in the
implementation layer as a state machine, executing the
functions necessary to the actual state and checking all
allowed transitions to switch to another. Typically an-
other cycle is used to catch all possible exceptions.

Figure 46.1 shows the example of a control valve
(base equipment) with two possible physical and
software implementations. The left column in the im-
plementation part depicts a discrete built-on electric
valve with a motor, a potentiometer providing feed-
back, and limit switches for the end positions. In this
case the implementation layer has to build up the com-
plete functionality of the valve, such as the control of
the motor, the control loop with the feedback poten-
tiometer, etc. In the right column a micro controller
(µC) positioner-based pneumatic valve is represented.
Here the implementation layer has to manage mainly
the communication to the µC positioner, as the control
itself is done by the external logic.

Additionally the independency of the physical im-
plementation is visible. As the electrical valve is
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Fig. 46.2 Example of a specifying single base equipment
(equipment block diagram); Equip01 does not use other
equipment, accessing only physical I/O

connected via the base interface to discrete I/O, the
pneumatic valve is running on a bus system.

Nevertheless the interface layer is the same, and we
can control both valve types from higher-level equip-
ment with a handful of methods and properties. So we
fulfill at least the demands for encapsulation, reusabil-
ity, and interchangeability.

46.3.2 Equipment Blocks

To model a complex system a graphical representa-
tion of its equipment is helpful. We choose a unified
modeling language (UML) class-like representation, al-
though the diagram has an additional area for the base
layer [46.4].

Figure 46.2 shows an equipment block for a sin-
gle base equipment interfacing the base layer singly to
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Fig. 46.3 Specifying implementation of single base equip-
ment (relay/motor protection controlled motor)
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Fig. 46.4 Specifying generalization of single base equip-
ment

physical I/O and not to other equipment. The implemen-
tation layer is not a must for the diagram representation,
but can be used for clarification of the actual execution
of the equipment.

Figure 46.3 depicts the diagram for a simple motor
with a brake controlled only by a relay–motor protec-
tion switch combination with feedback contacts.

Figure 46.4 shows a more specific equipment inher-
ited from a general one. Equip11 will use the methods
and properties of Equip01, adding some specific new
methods and properties by implementing additional
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Fig. 46.5 Specifying implementation of single base equip-
ment based on generalized base equipment (motor con-
trolled by frequency converter)
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physical IO and/or by implementing new algorithms
and transitions in the interface of Equip01.

Figures 46.4 and 46.5 demonstrate the generaliza-
tion (inheritance) of equipment in general based on the
example of a more sophisticated implementation of the
motor controlled by a frequency converter unit. Bear
in mind that there are no automatic mechanisms for
inheritance in EN 61131 as in object-oriented program-
ming (OOP) languages. Nevertheless, we implement the
underlying idea and call the method generalization to
indicate the difference.

Equip11 can forward the interface layer of Equip01
to its own interface layer or can override certain
methods and properties of Equip01 as its own imple-
mentation.

Figure 46.5 depicts a motor controlled via an intel-
ligent frequency converter. It is derived from the more
general Motor01 shown in Fig. 46.3. Depending on the
actual implementation, the interface of Motor01 can be
forwarded directly to the interface layer of Motor11, or
some methods and/or properties have to be overridden.

Figure 46.6 represents a single abstract equipment,
built up on two sublevels, as Equip02 accesses another
equipment. Euip21 is abstract, as it does not access
physical I/O directly.
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Fig. 46.6 Abstract equipment (does not access physical
I/O directly)

46.3.3 Communication

As stated above, communication between equipment is
allowed only through use of the interface level. For
communication between equipment on the same con-
trol unit, shared data blocks are used in general. For
homogenous distributed systems all open or proprietary
transfer mechanisms are allowed, ensuring coherent
data transfer.

For data communication between heterogeneous
distributed systems a standardized communication pro-
tocol has to be used. As object linking and embed-
ding (OLE) for process control (OPC) data access
(DA) is widespread, we normally use this proto-
col. As version 2 of this protocol does not support
well-structured data, the interface layer data has to
built up by basic data types only when using OPC
DA 2.

With broad distribution of OPC DA 3 or OPC ex-
tensible markup language (XML) data access (OPC
XML-DA) this constriction will vanish in the fore-
seeable future, reducing implementation time for the
interface communication [46.5].

Special attention has to paid to access to the inter-
face layer of a single equipment by another equipment.
As indicated in Figs. 46.4 and 46.6, in general, a sin-
gle subequipment is embedded into another equipment
only via connecting the interface layer of subequipment
to the base layer of the accessing equipment. In this way
we will obtain a well-structured and strictly hierarchical
system.

An exception to this rule has been implemented
for accessing data of interest to a group of equipment,
bypassing this strict hierarchical system. A separate
handler extracts filtered data from the interface layer of
defined equipment, stores it in separated data blocks,
and present these to a certain interface of the imple-
mentation layer. In general we use this outlier only for
exception handling.

46.3.4 Rules

As the following implementation will be done on stan-
dard EN 61131-based systems, the following rules have
to be implemented as a design guide, as these ex-
isting systems do not force the engineer to act in
an equipment-oriented way. On the other hand, only by
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using a C++ compiler, nobody is barred from writing
unstructured code in an objectless method. The rules
are:

1. Encapsulation is a must: no direct access to the
physical level other than by distinctive base equip-
ment.

2. Abstraction has to be forced to the highest level
possible, which makes especially interchangeability
simple.

3. Interequipment communication has to be done only
by use of the interface level (methods and proper-
ties).

4. Generalization has to be used whenever possible.
5. The use of abstract equipment should be done in the

lowest possible level.
6. Implementation of one single equipment on a single

controller (no implementation of algorithms or state
machines in the implementation layer via more then
one controlling unit).

46.4 Implementation

As pointed out at the beginning, in this chapter we want
to focus on the implementation of the topics elaborated
so far for EN 61131-based PLCs, since this poses a par-
ticularly challenge.

We have chosen the implementation in instruction
list form, as the flexibility of this method in general
is the largest for most control systems. Nevertheless
one can use structured text or function block diagrams;
ladder diagrams or sequential function charts are not
adequate [46.2].

All equipment is implemented in function blocks;
each instance of the function block represents a physical
unit for base equipment or a certain virtual or composed
unit for abstract equipment.

The base layer is represented by the function block’s
own encapsulated data block, whereas the interface
layer is represented by a separate, general data block,
unique for each implementation of the equipment. This
allows simple data communication and easy multiple
access for different higher-level equipment.

For base equipment a state-machine implementation
is a must, although abstract equipment should also use
this method if it makes sense.

All base equipment function block are called cycli-
cally by a service routine and run their state-machine
functions. Implementing this approach, at least er-
ror handling is done for all devices, independently of

whether the device is actually used or not. This is a ma-
jor advantages for early failure detection. The way of
connecting physical I/O to base equipment is not limited
and could be either discrete on a centralized unit or via
fieldbuses, Ethernet or even wireless for decentralized
peripherals.

As mentioned earlier, one homogenous control unit
is responsible for implementing the algorithms and
state-machine functions for a single equipment, i. e.,
such a control unit can of course host a large number
of equipments, but the implementation layer of one sin-
gle equipment cannot be executed by several control
devices.

So, considering the communication aspect, even in
heterogeneous networked systems different communi-
cation methods simply have to map the interface data
blocks to the participating control units in a coherent
manner.

Practically we use system-specific communication
methods, as long we are working in homogenous plat-
forms, because they are in general more efficient. If
we leave the homogenous domain, we normally use
OPC DA and OPC AE (alarms and events) [46.5].

Because we do not mix data with data com-
munication in our strategy, functional engineering
and data communication setup can be handled sepa-
rately.

46.5 Additional Impacts

46.5.1 Vertical Integration and Views

In the Introduction of this chapter we found that ver-
tical integration of processes is an answer to many of

the demands of modern business [46.6]. Figure 46.7
represents the business as well as the communica-
tion pyramid in a contemporary enterprise. Nowadays
the control level is the domain of PLCs, whereas
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Fig. 46.7 Business and communication pyramid in a modern enter-
prise

supervisory control and data acquisition (SCADA),
manufacturing execution systems (MES), and enterprise
resource planning (ERP) are the domains of PC-based
devices [46.7].

With the implementation of an equipment-based
programming structure at the control level we overcome
the existing gap between the field and the data/IT level.

As many enterprise MES and ERP solutions are
already object oriented, equipment-based control struc-
tures can easily be mapped to objects in higher-level

applications, as the equipment constructs are built up
in a class-like manner [46.7].

The hierarchical structure of the equipment imple-
mentation follows the natural business pyramid, and
the encapsulation and abstraction support the inherent
enforcement of data reduction in the lower field level.

46.5.2 Testing

A major part of resources during the development of
a system is spent on testing its functionality and excep-
tion handling. By using software strategies with a clear
hierarchical structure, a modular concept with a strictly
defined interface layer architecture, these resources can
be dramatically reduced, concurrently increasing per-
formance and stability.

46.5.3 Simulation

Another attempt to reduce testing resources is the
simulation of systems or subsystems of a project. If
a simulation is connected to real hardware, we speak of
hardware in the loop simulation. In testing developed
equipment, one can differentiate between two cases.
The higher-level equipment accessing the part to be
tested is simulated, or a lower-level part we want to
access is simulated.

In both cases the concept of equipment-based
structures simplifies the simulation part. Firstly, most
simulation tools are object oriented, so we are able
to map our equipment easily to their classes. Second
the simulation environment has to model only the ab-
stracted interface layer of the simulated subsystem,
rather than simulating all the necessary I/Os.

46.6 Example

Profactor, amongst others, has been a supplier of test
stands for heat and flow meters for 20 years; addition-
ally the automation group of ARC-sr delivers innovative
automation solutions for the process and production in-
dustry and also develops new automation processes for
a couple of sectors [46.8].

In 2000 Profactor was put in charge of building
one of the largest and most modern test stands for heat
meters in Berlin. The customer was the well-known
Physikalisch Technische Bundesanstalt (PTB) [46.9].

In addition to building up the mechanics and mea-
surement system, challenging the frontiers of today’s
realizability, the test stand had to be embedded into an

overall test administration system. This started with the
management of customers, test orders, and devices un-
der test, and ended with management of test reports
and quality management for the test stand with its own
subsystems.

As the system for the PTB was the most complex
test stand ever, incorporating about 1000 physical I/O
and measurement points, including dozen of subsys-
tems, and has to be vertically integrated into the testing
hierarchy of the PTB, Profactor decided to implement
the described system for the actual and future system
as well as for other complex systems in their field of
activities [46.10].
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Fig. 46.8 Layout of the test stand for
flow and heat meters

100 MBit/s Ethernet

Switch
PTBPTB

intranetintranet

10
0 

M
B

it/
s 

E
th

er
ne

t

IndustrialIndustrial
controllercontroller
SimaticSimatic
S7-400S7-400

Network
printer

Process-
system-
automation
field

Te
m

pe
ra

tu
re

de
te

ct
io

n

In
di

vi
du

al
 tr

ea
tm

en
ts

of
 te

st
ee

s
(s

pe
ci

al
 tr

ea
tm

en
ts

)

E
va

lu
at

io
n 

ba
la

nc
e

sy
st

em
T

im
e 

sy
nc

hr
on

iz
at

io
n

Testees
Secondary-
standard

Flow
Pressure
Density
Humidity

GBIP/
Ethernet

PXI 
comp.
testees

PXI 
comp.

balance
system

Linux
server

VMK
system

SCADA
work-
station

SCADA
work-
station

SCADA
batch
server

OPC
server

DB
server

VMK
serial

VMK
serial

VMK
serial

VMK
Linux

VMK
Linux

VMK
Linux

VMK
Linux

R
em

ot
e

m
ai

nt
en

an
ce

R
em

ot
e

m
ai

nt
en

an
ce

B
ac

ku
p

sy
st

em
Precision

DMV

Signal
condition

DMV
multiplex

Fig. 46.9 Specifying subsystems and their communication implementation (Seibersdorf Research) (VMK – measure-
ment interface, GBIP – general purpose interface bus, PXI – PCI extensions for instrumentation)
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46.6.1 System

Figure 46.8 depicts the layout of the test stand. The fa-
cility is built up on two floors. The upper floor houses
the test bench itself, the balance device with its self-
calibration unit, the diverter unit, and the elevated tank.
The pressure tank, compensation tank, pumping sta-
tions, and electrical heating device are installed on the
lower floor. Auxiliary equipment such as the gas heating
unit and air cooling systems as well as compressor-

based cooling systems are in separate locations and are
not shown in the figure.

To get an impression of the dimensions, the linear
expansion of the system as depicted in Fig. 46.8 is about
40 m. The maximal testing flow rate is 1000 m3/h. The
operation temperature is between 3 ◦C and 90 ◦C with
an installed heating capacity of 680 kW h, an air cooling
capacity of about 1000 kW h, a compressor-based cool-
ing capacity of about 380 kW h, and an installed pump
capacity of about 350 kW h.
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The technical requests for the commissioning were
at the limit of technical feasibility:

• Stability of temperature in all operating points
< 0.1 K• Stability of flow (up to 1000 m3/h) < 1%• Stability of pressure (in pressure mode) < 3 mbar• Accuracy of balance unit < 50 g (on 20 t of load)• Overall measurement uncertainty < 4 × 10−4.

These demands resulted in highest efforts to the control
and measurement system.

The key factor for the integration request was the
integration of the test stand management database (Or-
acle or MS SQL server (Microsoft structured query
language)) with its user front-end in the production
database that organizes the test routines and is respon-
sible for the storage of real-time trend data from the
testing process [46.11].

In these databases not only the test and test man-
agement data is stored, but also the complete setup and
control parameters as well as the calibration data of the
test stands measurement devices.

For exact repetition of tests all setup and control
parameters of the complete facility can be reloaded to
the subsystems automatically by recalling a certain date
or test order from the database. In additionally pro-
viding the necessary automatic documents for quality

control the customer owns not only one of the most
modern test stands in measuring technology, but also in
terms of data management.

Figure 46.9 shows the communication of the subsys-
tems. The control of the test stand itself and its auxiliary
systems is realized by an EN 61131-like PLC system.
This PLC system alone manages about 800 physical
I/O points on a centralized and decentralized basis. The
programming strictly follows the described equipment
structure.

46.6.2 Impacts

The first PLC implementation of this concept required
more effort and expense compared with traditionally
programming, but major benefits were observed already
during start of operation and integration into the vertical
environment.

46.6.3 Succession

Subsequently Profactor was put in charge of building
another, smaller test stand for a major German power
authority. Although Profactor was forced to use a lot of
different components compared with the PTB installa-
tion, the decrease of time, efforts, cost, and failures was
significant.

46.7 Conclusion

By following the described methods of implementing
an equipment-based control system structure, the sys-
tem designer is able to deliver software with a clear
hierarchical structure and a modular concept with
strictly defined interface layer architecture, simultane-
ously decreasing the required resources and increasing
performance, stability, and openness.

It is possible to implement a lot of con-
cept features normally only supported by object-
oriented languages. Most importantly, the engineer
can use existing software and hardware platforms
that have been available for many years and any-
where.

46.8 Further Reading

1. M. Frappier, H. Habrias: Software Specification
Methods: An Overview Using a Case Study
(Springer, Berlin Heidelberg 2000)

2. H. Ehrig: Integration of Software Specification
Techniques for Application in Engineering: Intro-
duction and Overview of Results (Springer, Berlin
Heidelberg 2004)

Part
E

4
6
.8



808 Part E Automation Management

References

46.1 G. Strohrmann: Automatisierungstechnik 1 (Olden-
burg, Munich 1998), in German

46.2 K.H. John, M. Tiegelkamp: SPS Programmierung mit
IEC 61131-3 (Springer, Berlin Heidelberg 2000), in
German

46.3 R.W. Lewis: Modelling Control Systems Using IEC
61499: Applying Function Blocks to Distributed Sys-
tems (Inst. Engineering and Technology, London
2001)

46.4 H.E. Eriksson: UML Toolkit (Wiley, New York 2001)
46.5 OPC Task Force: OPC Overview (OPC Foundation,

Scottsdale 1998)
46.6 Arbeitskreis Systemaspekte des ZVEI Fachverbandes

AUTOMATION: Die Prozessleittechnik im Spannungs-
feld neuer Standards und Technologien, J. Appl.
Test. Technol. 43, 53–60 (2001), in German

46.7 A. Dedinak, G. Kronreif, C. Wögerer: Vertical inte-
gration of production systems, IEEE Int. Conf. Ind.
Technol. ICIT’03 (Maribor 2003)

46.8 A. Dedinak, C. Wögerer, H. Haslinger, P. Hadinger:
Vertical integration of mechatronic systems
demonstrated on industrial examples – theory and
implementation examples, BASYS’04, Proc. 6th IFIP
Int. Conf. Inf. Technol. Autom. Syst. Manuf. Serv.
(Vienna 2004)

46.9 A. Dedinak, C. Wögerer: Automatisierung von
Großprüfanlagen am Beispiel eines Wärmezäh-
lerprüfstandes für die PTB, White Paper (ARC
Seibersdorf Research, Vienna 2002), in German

46.10 A. Dedinak, W. Studecker, A. Witt: Fully automated
test-plant for calibration of flow-/heat-meters,
Int. Fed. Autom. Control (IFAC), 16th World Congr.
(Prag 2005)

46.11 A. Dedinak, S. Koetterl, C. Wögerer, H. Haslinger:
Integrated vertical software solutions for industrial
used manufacturing and testing systems for re-
search and development (Advanced Manufacturing
Technology, London 2004)

Part
E

4
6



809

Automation a47. Automation and Ethics

Srinivasan Ramaswamy, Hemant Joshi

Should we trust automation? Can automation cause
harm to individuals and to society? Can individuals
apply automation to harm other individuals? The
answers are yes; hence, ethical issues are deeply
associated with automation. The purpose of this
chapter is to provide some ethical background and
guidance to automation professionals and stu-
dents. Governmental action and economic factors
are increasingly resulting in more global interac-
tions and competition for jobs requiring lower-end
skills as well as those that are higher-end endeav-
ors such as research. Moreover, as the Internet
continually eliminates geographic boundaries, the
concept of doing business within a single country
is giving way to companies and organizations fo-
cusing on serving and competing in international
frameworks and a global marketplace. Coupled
with the superfluous nature of an Internet-driven
social culture, the globally-distributed digital-
ization of work, services and products, and the
reorganization of work processes across many or-
ganizations have resulted in ethically challenging
questions that are not just economically, or so-
cially sensitive, but also highly culturally sensitive.
Like the shifting of commodity manufacturing jobs
in the late 1900s, standardization of information
technology and engineering jobs have also accel-
erated the prospect of services and jobs more easily
moved across the globe, thereby driving a need
for innovation in design, and in the creation of
higher-skill jobs. In this chapter, we review the
fundamental concepts of ethics as it relates to
automation, and then focus on the impacts of au-
tomation and their significance in both education
and research.
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47.1 Background

To educate a man in mind and not in morals is to
educate a menace to society. (Theodore Roosevelt)

In this chapter we attempt to address a key issue fac-
ing people from industry and academia, especially with
the rapid pace of globalization and technological ad-
vancement related to automation. Why is ethics, and
what makes studying and understanding ethics and its
link to automation important; both the inculcation of
it among our present and future colleagues, employ-
ees, and public services, and understanding it within
the context of academic, government, and corporate re-
search. After describing the ethical issues related to
automation, we focus our presentation on two spe-
cific areas, education and research, respectively. In
the section on education, we present a mechanism
whereby the inculcation of ethics can, and should,
be integrated within a student’s curricular program
and learning experience, instead of the simpler one-
course approach that is taken by educational institutions

today, in response to the mandatory requirement of
teaching ethics as sought by employers and accredita-
tion agencies such as ABET. The section on research
could have been written on many levels – from ethics
in workplace, personal ethics, to social and profes-
sional perspectives of what can be considered ethical
behavior in research. Since these topics are widely cov-
ered elsewhere (references are given below), we have
chosen to illustrate and explore the critically emerg-
ing issues of user profiling by logging user activities
on a network (the Internet and automation network-
ing in general). This illustration is important because
this issue is beginning to assume a greater degree of
significance in today’s world, with the ability of peo-
ple and organizations to use advanced automation to
gather, store, mine and analyze enormous amounts of
data, very cheaply. Hence, addressing this issue will
likely prompt ethical questions (not just limited to
what we present here) across all the above different
perspectives.

47.2 What Is Ethics, and How Is It Related to Automation?

New and emerging automation technologies and so-
lutions pose significant new challenges for ethical
individuals, organizations, and policy-makers. (Au-
tomation Scholars)

Ethics is a set of principles of right and wrong that indi-
viduals apply when making decisions influencing their
behavior. Many decisions can clearly be recognized by
most people as being wrong or immoral, including vio-
lations of the law, dishonesty, and any other behaviors
that conflict with common behavioral norms and so-
cietal values. The role of ethics, ethical thinking, is
important especially when there are no clear-cut guide-
lines, for example, when individuals encounter conflicts
between objectives and their principles, and as often
happens with the emergence of new technology, includ-
ing automation technology [47.1–7]. As new choices
and new experiences become available to individuals
and organizations, they face dilemmas between risks
and benefits, short-term benefits against long-term risks,
risks to individuals versus benefits to a group, and so on.
A major challenge to ethical behavior is the fact that not
only changes in technological abilities over time pose
new ethical dilemmas, but that ethics is deeply rooted
in local and domain cultures, hence, it requires adjust-

ments and calibration in the interfaces and exchanges.
This dual challenge for inter-cultural ethical behavior
over time and location has been evident throughout his-
tory, and is particularly sharp at the edges during our
age of tremendous automation innovations coupled with
intensifying global exchanges (Fig. 47.1).

Automation has several particular impacts on ethics:

1. Automation enables unethical behavior, e.g., apply-
ing automatic imaging to monitor private situations
violates privacy rights, but may be necessary for
security and prevention of theft.

2. Automation simplifies unethical behavior by ob-
scuring its source, e.g., people blaming automation
for mistakes, delays, inefficiency, and other weak-
nesses (It’s not me; it’s this dumb computer).

3. Automation increasingly enables unethical behav-
ior related to information and communication, e.g.,
recording conversations and proprietary knowledge;
maintaining and visiting web-sites with illegal, vio-
lent, or hateful contents.

4. Automation enables replacement of labor, e.g., by
robots, automated sorting, and automatic inspection.

5. Automation affords anonymous access over and to
private or restricted property.
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Fig. 47.1a–d Ethics values and dilemmas: (a) Ethics of today may not be the same as ethics of yesteryears due to changes
in cultural and technological evolution (changes) around the globe. (b) Ethical dilemmas are conflicts between individ-
ual’s or groups of individuals’ rights, benefits, and rewards versus community, organization, and society at large gains and
sustainability. (c) Major ethical dilemmas emerge when changing from manual tools and procedures to automated and
automatic devices, e.g., remote imaging, banking automation, and Internetworking. (d) Major ethical dilemmas further
emerge, more frequently and with farther impact when automation evolves and with computers and worldwide network
communications advancements

6. Automation enables cyber-crime, cyber-terrorism,
information hiding or obscuring, forgery, identity
theft, or identity hiding.

Some of these examples overlap with criminal and
other illegal behavior [47.6, 8, 9]. But there are many

examples where the situations are ambiguous, or am-
bivalent. When society realizes the severity and damage
caused by some such cases, laws are developed and im-
plemented. Often, however, ethical issues emerge and
require urgent individual and organizational responses
in the face of far-reaching ethical dilemmas.

47.3 Dimensions of Ethics

Dimensions of ethics can be considered in multiple as-
pects, which are inter-related (Table 47.1): From the
aspect of automation technology, how and what it en-
ables in challenging ethical behaviors, e.g., financial
crimes through banking automation; from the aspect of
impacts on individuals, on communities, and on society,
e.g., hate crimes through the Internet. From the aspect
of automation security, how automation’s own security
can be breached with unethical schemes and outcomes,
e.g., by intentionally or unintentionally disabling soft-
ware safety functions. In all dimensions, however, it
is clear that people are responsible, directly or indi-
rectly, intentionally or unintentionally, for their ethical
decisions, behaviors, and the outcomes; furthermore,

people, not automation, are the potential misusers and
abusers of automation in the context of ethics.

Ethics and automation can also generally be divided
into ethical issues involving information-focused au-
tomation [47.1, 2, 4, 10], e.g., information security and
privacy; and automatic device/systems ethic [47.7, 9,
11–13], e.g., ethics of robotics (sometimes called robo-
ethics), for instance, trust in tele-surgery by robots.
There are, of course, overlapping ethical dimensions,
for instance, when information systems are hacked
(security breach) to disrupt automatic traffic and avi-
ation control (impact dimension), or to dysfunction
automatic power distribution (technology and impact
dimensions) [47.5, 14–16].
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Table 47.1 Aspects and dimensions of ethical concerns with automation

Aspect Scope Main ethical dimensions Sample
of ethical di-
mensions

references

Technology
aspect

Ethical challenges enabled
and raised by automation
functions and abilities

• Cyber-ethics (a.k.a. e-Ethics)• Robo-ethics
[47.3, 7, 8, 11–15,
17–20]

Impact aspect Ethical impacts
on individuals, communities,
and society

• Privacy• Property• Quality• Accessibility

[47.1,2,4,6,10,14,
16, 19, 21–23]

Automation
security aspect

Ethical issues of man-made
(malicious and erroneous)
and natural disasters
causing security threats
through automation,
and vulnerabilities caused
by automation

• Information security• Technical failures• Cyber-crime• Cyber-terrorism• Cyber-warfare; robo-warfare

[47.2,4,6,7,12–15,
20, 24–30]

Consider the four main automation areas (Chap. 3,
Fig. 3.2):

1. Automation with just computers – Data processing
and decision support, e.g., enterprise resource plan-
ning, accounting services

2. Automation with various automation platforms and
applications, but without robots, meaning automa-
tion with devices, sensors, and communication, e.g.,
weather forecasting, air-traffic control

3. Automation applying also robotics, e.g., fire safety
including alarms and robotic sprinklers

4. Automation with robotics, e.g., robot painting,
robotics in microelectronics fabrication and assem-
bly

Each of these automation areas involves ethical de-
cisions and behaviors, along the dimensions indicated in
Table 47.1, by managers, operators, maintenance per-
sonnel, and designers, who have to adhere to ethical
values to enable sustainable services and viable society.
Additional examples follow below.

Another common view of ethics and automation has
been the view from the aspect of impacts on individuals,
on communities, and on society. Four main dimensions
of ethics in this context, as related to automation, are
privacy, property, quality, and accessibility.

Privacy: Privacy issues are related to gathering,
maintaining, distributing, analyzing, and mining infor-
mation about individuals. For example:

• What rights do individuals have to their own infor-
mation and its protection?• What information about themselves do individuals
have to share with others?• Who is responsible for the security of private infor-
mation about individuals when it is maintained in
a database?• What rights to surveillance over individuals do or-
ganizations and government services have?

Property: Issues involving ownership of physical
and intellectual property. For example:

• Can corporate automation equipment be used for
personal purposes?• How should software, music, and other media piracy
be handled?• Who is accountable and liable for damage caused by
automation?• How will intellectual property be traced and ac-
counted for, when automation enables its easy and
rapid copying and transfer?• Who is responsible and accountable for backup
records?

Quality: Quality of automation implies its integrity
and safety of functions, fidelity, authenticity and accu-
racy. For example:

• Can an individual trust an automatic device, e.g., in
medical diagnostics and treatment?
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• What quality standards are needed to protect so-
ciety’s and individuals’ safety and health, also
including long-term environmental concerns?• What quality standards and protocols concerning
automation and information are required to protect
individuals’ rights?• Who is responsible, accountable, and liable for the
accuracy and authenticity of information and of au-
tomatic functions?• Who is responsible, accountable, and liable when
functions relying on automation fail?

Accessibility: Accessibility issues involve the right
to access and benefit from automation, the authority
of who can and cannot access certain automation as-
sets and resources, and the increasing dependency on
automation. For example:

• What skills and what values should be preserved
and maintained in a society increasingly relying on
automation?• What about loss of judgment due to such reliance?• Who is authorized to use automation and access au-
tomation resources?• How can such access be managed and controlled?• Can employees or clients with disabilities be pro-
vided with access to automation, for their work,
healthcare, learning, and entertainment?• How and under what conditions should access to
automation be priced and charged?• Can automation limit political freedom?• Does automation cause addiction and isolation from
family and community?

47.3.1 Automation Security

Automation security involves security of computer and
controller software and hardware; of information and
knowledge stored, maintained, and collected by au-
tomation, e.g., the Internet, imaging satellites, and
sensor networks; and of automation devices, appliances,
systems, networks, and other platforms. Most of the
ethical concerns in automation security overlap the pre-
vious aspects and dimensions, but have certain unique
security related dimensions. Some of the ethical issues
associated with automation security are:

• What are the vulnerabilities of automation secu-
rity that impact on privacy, property, quality, and
accessibility ethical dimensions, and who is respon-

sible for overcoming them? For recovering from
them?• With increasing automatic interconnections and au-
tomatic interactions between various automation
systems and devices, how can security levels be
maintained, shared, and warranted over entire ser-
vices? Who is responsible for tracking, tracing, and
blocking the instigators and initiators of the security
shortcomings causing unsatisfactory service?• Who is responsible and who is liable in the case
of harmful and damaging security breaches, such
as trespassing, espionage, sabotage, information ex-
tortion, data acquisition attacks, cyber-terrorism,
cyber-crime, compromised intellectual property,
private information theft, and so on? What would be
the difference between breaches caused by uninten-
tional human error versus malicious, unethical acts?• Who is responsible and who is liable when there are
automation software attacks, e.g., software viruses,
worms, Trojan horses, denial of service, phishing,
spamware, and spyware attacks?

Governments, national and international organiza-
tions, and companies have already advanced various
measures of defenses and protection mechanisms
against security breaches. Examples are the Business
Software Alliance (www.bsa.org), the cyber conse-
quences unit in the US Department of Homeland
Security, computer and information security enter-
prises such as www.cybertrust.com, and university
centers such as CERIAS (Center of Education and
Research in Information Assurance and Security,
www.cerias.purdue.edu), and CERT (Computer Emer-
gency Response Team, www.cert.org). Yet, automation
security poses complex and difficult challenges because
of the high cost of preventing hazards, associated with
the difficulty to justify such controls, the difficulty to
protect automation networks that cross platforms, or-
ganizations, countries, and continents, and the rapid
automation advances, which render new security mea-
sures obsolete. More about automation security can be
found in [47.25–30].

The ethical dilemmas discussed above and their di-
mensions illustrate some of the ethical questions raised
by developing and applying automation, and by its rapid
advancement and influence over our society, from au-
tomatic control devices, robots and instruments, to the
computing, information, communication, and Internet
applications.
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47.3.2 Ethics Case Studies

Ethics is best taught and explained through case studies
and examples [47.2, 3, 5, 14, 21, 31, 32]. In Table 47.2,
examples of ethical issues related to automation are
described. Some examples are clear ethical dilemmas.

Some of them are more subtle ethical problems. As of-
ten is the case in ethical dilemmas, solutions are usually
not simple.

Table 47.2 Examples of ethical issues in automation and
their dimensions �

47.4 Ethical Analysis and Evaluation Steps

What is hateful to you, do not do to your fellow
human. (Hillel the Elder, Talmud, Shabbat 31a)

How can one rationalize situations and decisions
involving ethical conflicts? And how can automation
systems be designed and operated with assurance that
intended ethical imperatives and decisions would in-
deed be followed?

Some of the earliest thinking about ethics and au-
tomation, in the area of robotics, is attributed to Isaac
Asimov, a prominent scientist and science fiction au-
thor, who wrote in his book I, Robot, [47.33] and also
in Looking Ahead [47.34] The Three Laws of Robotics:

1. A robot may not injure a human being, or, through
inaction, allow a human being to come to harm.

2. A robot must obey the orders given it by human be-
ings except where such orders would conflict with
the First Law.

3. A robot must protect its own existence as long as
such protection does not conflict with the First or
Second Law.

Substituting an automation system for a robot in
the three laws above would still make a lot of sense in
any context of automation, including the threat of au-
tomation singularity (see Chap. 3). But a critical issue
is how to implement it during the design and activa-
tion of any automation functions. While this challenge
is still open to research and discoveries, ethics educa-
tors and scholars recommend a five-step approach, as
follows [47.1–8, 18, 19]:

Step 1 Characterize and Specify the Facts
Establish the stakeholders and events involved,
including the 6 Ws, who, what, when, why, to
whom, and where.
Notes:

a) Sometimes, just clarifying the facts results in
simplifying the resolution and the decision.

b) Often getting multiple parties, even those in con-
flict, to agree on the facts may help resolve the
ethical conflict.

c) Often the clarification of facts sharpens and sim-
plifies the realization of an ethical imperative,
leading one or more of the participants to share
the facts with authorities (known as the whis-
tle blower), thus leading to a resolution of the
ethical dilemma.

Step 2 Formulate the Dilemma and Conflict (or Con-
flicts), and Find the Involved Values
Ethical issues are always linked with values; the
parties in conflict usually claim their motivation
as the pursuit of high values, such as fairness,
freedom, protection of privacy and property,
saving resources and the environment, and in-
creasing quality.

Step 3 Clarify Who Would Benefit and Who Would Be
Harmed by the Given Ethical Issue
Beyond the facts established in Step 1, includ-
ing the stakeholders, analyzing and finding who
may benefit and who may be harmed can be
useful in clarifying and understanding which
solution, or solutions, may be effective and fea-
sible and practicable.

Step 4 Weigh and Balance the Resolution Options
Ethical dilemmas and conflicts are characterized
by having complex variables and dependencies,
and rarely present a simple solution. Usually,
not every one of the stakeholders and other in-
volved individuals, organizations, and society
members can be satisfied. Moreover, the thorny
realization is that there would almost always
be some who may suffer or would consider
themselves harmed under any given decision.
In some cases, there may not be any optional
strategies that could balance the consequences
to all the involved parties.

Step 5 Analyze and Clarify the Potential Outcome of
the Ethical Decision
Certain options of ethical strategy and policy to
resolve a given ethical dilemma may satisfy our
principles and values, yet they may be harm-
ful from other aspects. For example, a policy
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Ethical case
Dimensions of ethical issues

Privacy Property Quality Accessibility

1. Company database highlights employees’ personal attributes,
e.g., nearing retirement, potentially being discriminatory. Further-
more, who needs to know this information? Who is authorized to
access it?

√ √

2. Service providers monitor employees’ access to certain web-
sites. Employees cannot prevent being monitored while using
company computers; employers may abuse the gathered private in-
formation.

√ √ √

3. Organization audits individuals’ use of unauthorized soft-
ware, either to create policies, protect itself from property lawsuits,
or monitor individual private behavior.

√ √

4. Company is using automated imaging technology to replace
employees. This case illustrates a typical conflict between econ-
omy, accuracy, and efficiency goals achievable with automation, and
the loyalty to dedicated employees (who will lose access to work
with automation).

√ √

5. New automatic sorter has hidden design deficiencies that are
too costly to repair after deployment of thousands of such de-
vices. This case is common, as evident by some ethical companies
occasionally recalling defective automation equipment for upgrade
and repair. If there is no recall in such cases, clients and users are
denied access to better quality and safer equipment.

√ √

6. A robot controller, under certain undisclosed conditions,
will cause substantial chemical waste and pollution. This
multi-dimensional ethical problem, involving issues of significant
potential damages to life, life quality and property, possibly deny-
ing access to inflicted areas and properties, and potentially costing
also in major remedial and recovery efforts, is illustrated by cases
of whistle blowers, ethical individuals who risked their employment
to warn about imminent hazards.

√ √ √

7. Company has superior medical automation technology but
will not produce it for several years till it recovers all previous
investments in the inferior product currently being marketed
to hospitals. This case is similar to Case 6, except it is a different
scenario.

√ √ √

8. A vending machine delivers (a) the right item, but returns
too much change; (b) the wrong item, and no change. Ethical
dilemmas are caused by automation’s dysfunctional quality.

√

9. A manager blames automation for faulty packaging. Is au-
tomation to blame, or is it its designer/implementer/user?

√

10. A student blames the school’s computer for lost homework.
Ethical challenges concerning work quality (and computer automa-
tion quality) are posed to both the student and the instructor.

√

11. (Think of an ethical dilemma with your home automation.)
12. (Think of an ethical dilemma unique to your organization’s use
of automation.)
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Table 47.3 Examples of conflicts between ethical values and principles

Values/Principles Illustration
in conflict

1. Short versus long term Software patch solving security problems now but causing hazards later

2. Individual versus community Wasteful exploitation of resources harming later generations

3. Justice versus mercy Charging for mass email to prevent spamming

4. Privacy versus convenience Reading the fine details of use-contracts for each downloaded software

5. Loyalty versus truth Divulging harmful private or proprietary information gained in confidence

6. Loyalty to present Sharing knowledge about relative advantages or shortcomings of design

versus former organization or applications

(employer)

7. Efficiency versus safety Higher speed limits and lower weight versus automobile accidents’ severity

that works well for some situations may not
work well, or may work only partially well for
the same situations under different conditions (it
is a conditional solution); or not work well at
another time period (it is a time-dependent solu-
tion). In analyzing potential outcomes, one may
consider the conflicts arising between wrong
and right solutions or decisions, between two
wrong solutions or decisions, and between two
right solutions or decisions. Examples of such
ethical conflict analyses are illustrated in Ta-
ble 47.3.

In analyzing ethical conflicts, usually the conflicts
between two or more right solutions, or between two or
more right values, pose the most complicated dilemmas.

Table 47.4 Seven ethics principles

Principle’s name Ethical principle imperative/lesson

1. Hillel the Elder’s principle Do not do to others what you do not want to be done to you.

2. The Golden rule Do to others what you would accept if done to you.

3. Immanuel Kant’s If an action is not right for everyone (in a team, or group, or community) to

categorical imperative take, then it is not right for anyone.

4. Descartes’ rule of change If an action cannot be taken repeatedly (e.g., a small action that may snowball

out of control), it is wrong to take it at any time.

5. Utilitarian principle Decide on the action that leads to the higher, or greater, or more significant

value (if values can be prioritized, and if consequences can be predicted).

6. Risk aversion principle Decide on the action that leads to the least damage, or the smallest hazard.

7. No Free Lunch rule Respect the ownership of tangible and intangible assets, and if ownership is

unknown to you, assume somebody owns assets that do not belong to you.

For example, decisions in examples 1 and 5, which may
be relatively simple when the potential hazard is enor-
mous. The situations are also relatively more complex
when multiple conflicts combine, e.g., individual ver-
sus community for short versus long term implications.
Additional guidance is offered by ethics principles.

47.4.1 Ethics Principles

Numerous ethics principles have evolved since ancient
times, and have been suggested by ethics philosophers
and scholars. Seven of the well known principles are
listed in Table 47.4.

Principles (1) and (2) are considered the individual
fairness principles. Principle (3) is similar to (2), but
stated from a group aspect. Principle (4) represents the
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impact of time and changes over time (at least those
changes that are predictable. Principle (5) addresses
the issue of conflict between several objectives and
principles, and maximizing the value of consequences.
Principle (6) is similar to (5) but from the aspect of
minimizing damage. Finally, principle (7) addresses the
value and concern for intellectual property protection,
on par with physical property protection, as a fair prin-
ciple for a globally sustainable society.

The above principles provide some guidance for
initial analysis. Often, however, they may point to con-
flicting strategies, and individuals still need to carefully
weigh their decisions and take responsibility for each of
their decisions. On the other hand, these basic principles
offer clear tests for actions and decisions that should not
be followed if they fail these tests.

47.4.2 Codes of Ethics

To address the complexities of ethical issues, corpo-
rations and organizations define, accept, and publicize
their code of ethics [47.10, 21–23]. Such a code pre-
scribes values to which the organization or corporation
members are supposed to adhere. The typical struc-
ture of a code of ethics closely related to automation
is illustrated in the Appendix. Examples of codes
of ethics in different countries are included on the
USA National Academy of Engineering site ([47.21],

http://onlineethics.org). Values that may be incorpo-
rated in a code of ethics include:

• Care for others• Compliance with the law• Consideration of cultural differences• Courtesy• Fairness• Honesty• Integrity• Loyalty• Reliability• Respect for sustainable environment• Trustworthiness• Waste avoidance and elimination.

General moral imperatives that are included in a code of
ethics are listed as follows:

• Follow fairness principles• Contribute to society and human well-being and
sustainability• Avoid harming others• Be honest and trustworthy• Honor property rights including copyrights and
patents• Give proper credit to intellectual property• Access automation resources only when authorized• Respect the privacy, diversity, and rights of others.

47.5 Ethics and STEM Education

I didn’t know I was a slave until I found out I
couldn’t do the things I wanted. (Frederick Dou-
glass)

Rapid advancements in automation have led to signif-
icant challenges, as indicated earlier in this chapter.
Automation has also influenced changes to demograph-
ics, and the creeping of problems associated with
student and employee recruitment, retention, and fo-
cused funding. Good educational preparation in the
science, technology, engineering, and mathematics
(STEM) disciplines is one of the primary means avail-
able to prepare the workforce to compete globally for
highly skilled technology-based and automation-based
jobs. In their current work environments, not only do
students need to understand and deal with the increased

knowledge expectations from the workforce, but they
need to also understand and deal with the pervasive and
dominant role of automation technology within their
chosen fields, and operate effectively in an increasingly
multi-cultural and multi-ethnic, global environment. In
these jobs, softer skills, which relate to how we go
about getting things done, being language, society, and
culture-sensitive, are becoming equally important as
the hard functional skills (e.g., programming, problem
solving, techniques selection, modeling) that have tra-
ditionally defined what it means to be competent in
a chosen professional field. The widespread globaliza-
tion of the job market calls for future employees to
be adaptive, curious, and nurturing so as to work ef-
fectively in a team, which may be either co-located or
geographically separated.
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47.5.1 Preparing the Future Workforce
and Service-Force

I cannot tell anybody anything; I can only make
them think. (Socrates)

Many organizations, for profit and not-for-profit, now
realize that hiring workers who have been trained
to understand international issues, specifically from
an ethical and cultural perspective, will provide their
businesses and services the necessary competitive-
sustainable advantage in a global society and global
market. For example, conducting transactions in another
country can be riddled with cultural issues that require
deft personal touch, such as demonstrating appropriate
hospitality, and respecting cultural and religious diver-
sity. Thus, the future in many professional disciplines is
not in merely a collective ability to prepare and graduate
good designers, programmers, practitioners, managers,
and technologists – these skills have now become com-
modities that can be outsourced. It lies is in the ability to
prepare entry-level employees and continuing education
employees who are highly comfortable with the theory,
can appropriately blend it with necessary practice and
possess an understanding of both the business culture
and the social issues involved, while being able to ef-
fectively share, communicate, articulate, and advance
their ideas for an innovative product or solution. Hence,
how we educate students to become such successful em-
ployees and entrepreneurs, while acting ethically in the
global economy and society is an important considera-
tion, often better taught through the use of appropriate
case studies.

The rapidly emerging and evolving, and highly
sensitive global economy is profoundly affecting the
employment patterns and the professional lives of
graduates. Thus educating the future workforce to un-
derstand such issues in a global context is becoming
a highly sought-after experience and a critical differen-
tiator in their employability, often testing their ability
to bridge discipline-specific theoretical research issues
with real-world practice, including addressing and re-
solving ethical dilemmas, as reflected by the inundation
of single and multi-semester capstone projects in many
disciplines. While it has been widely reported that
despite intensifying competition, off shoring between
developed and developing countries can benefit both
parties, many students from western countries have
shunned STEM careers because they fear that job op-
portunities and salaries in these fields will decline.
Thus, education is confronted with needing to provide

students with higher-order technological skills aptly
blended with the consideration of emerging social needs
across the globe to provide much needed experiences to
thrive in the future, as well as be frontline contributors
to the technologically and ethically savvy workforce.

A fundamental change in the education of future
workforce and service-force is necessary to assure that
we are well prepared for the increasingly more pro-
fessionally demanding roles. These demands relate to
success in the job market, responsibilities toward em-
ployers, customers, clients, community and society, and
responsibilities as developers of powerful and pervasive
automation technologies. In addition to strong technical
and management skills, future software and automation
designers need the skills to design customized products
and integrated services that meet the diverse needs of
a multi-cultural, multi-ethnic, and increasingly smaller
world united by rapid scientific and technological ad-
vances, and facing globally and tightly inter-related
hazards and challenges. These trends come with un-
foreseen social and ethical challenges and tremendous
opportunities.

47.5.2 Integrating Social Responsibility
and Sensitivity into Education

Effectively integrating social-responsibility, sensitiv-
ity and sustainability into our educational curricula
has become essential for employers and organization
leaders [47.32, 35–37]. See also, for example, the
IEEE and ACM model curricula in the context of
automation (IEEE.org, ACM.org). Students, trainees,
and employees need the diverse exposure to problems
and ideas to develop a broad, yet pragmatic vision of
the technologically-shifting employment and business
landscape. A case study-based approach to teaching,
training, and inculcating ethical behavior can provide
adequate opportunities to develop the necessary soft
skills for being successful in the global service and
workplace. Such an exposure can vastly benefit those
who may very well be charged with developing policies,
priorities, and making investments that can help regions
and nations to remain competitive and integrated in the
global automation systems and services industry.

Many STEM curricula, in response to these grow-
ing industry needs, have placed emphasis on team-based
projects and problem-based instruction styles. How-
ever, these projects have their own bag of pit falls;
for example, in project-based software development
classes students often epitomize software development
as building the best solution to address customers’ re-
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quirements. In the following section, a dilemma-based
case study approach that goes beyond a project-based
curriculum is described. It encourages students to reflect
upon the social and ethical ramifications of technology,
expanding the narrow, functional-focused tunnel vision
that currently (subliminally) exists across many com-
puting and automation curricula, and the automation
and software industry, in particular. This is an attempt
to address some specific concerns that arise out of such
a problem/project focused curricula. With respect to
automation and software-related issues, some of these
concerns include:

1. In today’s post-scandal business climate, additional
scrutiny, public condemnation, and possible le-
gal consequences could result if individuals and
companies continue to violate accepted ethics and
fairness standards. While it is often difficult, if not
impossible to predict the future, or the negative con-
sequences of a creation, is ignoring such possible
consequences on individuals not ethically question-
able?

2. Is it responsible automation development practice,
when creating a new technology, and is it ethically
sound enough with regard to any possible negative
consequences of the new creation and its effects on
society?

47.5.3 Dilemma-Based Learning

Education is what remains after one has forgotten
what one has learned in school. (John Dryden)

Case-based learning has long been used in management
and business schools [47.38, 39]. It has also proved to
be highly effective in other disciplines [47.40–42]. Ac-
cording to [47.43], “Students change profoundly in their
ability to undertake critical analysis and discuss issues
intelligently”. Case-based instruction offers a number
of advantages and is effective for increasing student
motivation [47.40, 41]. In summary, it is thought to be
more effective than didactic teaching methods because
real-world cases:

1. More accurately represent the complexity and am-
biguity of problems

2. Provide a framework for making explicit the
problem-solving processes of both novices and ex-
perts

3. Provide a means for helping students develop the
kind of problem-solving strategies that practicing
professionals need [47.44].

Problem-based learning, a case-based derivative, is
also widely used, where students are required to learn
and apply assimilated knowledge [47.45]. It is reported
to broaden students’ views and causes a new aware-
ness of their own ideologies and capabilities, and effects
growth, questioning, or affirmation [47.42].

In dilemma-based learning [47.31, 37], another
case-based derivative, a story or game is used to
communicate the feeling of real-life dilemmas, while
challenging its users to learn from the results of their
actions. Dilemmas are chosen for their relevancy to
complex and costly situations that are difficult for
people to comprehend. For example, dilemmas may re-
flect the complexities of network implementations or
the impact of blame on team productivity and project
costs. Dilemmas in the classroom challenge learners
to balance trade-offs between short-term rewards and
long-term results [47.37]. In prior work, it has been
noticed that discussions on real-world topics through
dilemma-based case studies that couple logical inves-
tigative thinking of the problem-based approaches with
strategic needs assessments – cost, performance met-
rics, etc., make appropriate sense in motivating CS
students [47.32, 35, 37].

The use of enthusiasm, empathy, and role-play by
students has also been shown to be beneficial in im-
proving overall student attitude and encouraging more
participation by women students and minorities [47.36,
46]. It helps develop learning communities and other
forms of peer support structures, while emphasizing
the positive social benefits of automation and com-
puting. It instills a good feeling among students and
motivates them to be participative [47.47, 48]. Hence,
a secondary effect of this approach is to help student
retention efforts, as they explore related technology is-
sues and interests in the various domains based upon
their own personal analogical contexts and experiences.
Thus, a recurring dilemma-based approach integrated
into multiple automation and computing classes could
help increase retention of acceptable ethical standards
among students regarding automation technology and
help them better understand different ethical issues and
perspectives.

Dilemma-based learning, by adopting and build-
ing upon themes that dominate our everyday lives, in
introductory level classes can not only have the great-
est impact on subsequent classes, but also help correct
the bad blame-driven rapport that the engineering and
computing disciplines have received since the 2001
market crash. Progressive refinement of knowledge
gained through more dilemma-based cases in different
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classes throughout the curriculum provide the natural
progression necessary for the retention of ethical issues,
while allowing for reinforcement learning through sim-
ilar dilemmas, but with increasing technical content of
cases.

Currently, for interested educators, there are several
archival case resources (this is a partial set of references
to such material) on ethics with appropriate real-world
cases that can be adapted to the needs of a particu-
lar class (e.g., [47.1–7, 21, 50, 51]). They can serve as
resources to start the building of dilemma-based case
studies across several core classes in automation-related
curricula.

47.5.4 Model-Based Approach to Teaching
Ethics and Automation (Learning)

Several model-based approaches to teaching ethics and
automation have been developed and implemented ef-
fectively. For example, in [47.21] a model for teaching
information assurance ethics is presented. The model is
composed of four dimensions:

1. The moral development dimension
2. The ethical dimension
3. The security dimension
4. The solutions dimension.

The ethical dimension explores the ethical ramifi-
cations of a topic from a variety of perspectives. The
security dimension includes ways in which an informa-
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Fig. 47.2 The IDEA Model (after [47.49])

tion assurance topic manifests to information assurance
professionals. The solutions dimension focuses on
remedies that individuals, groups of individuals, and
society have created to address security problems and
associated ethical dilemmas. The moral development
dimension describes the stages and transitions that hu-
mans experience as they develop morally, and as they
develop their own personal beliefs and behaviors about
right and wrong.

Another model-based approach [47.49] is the IDEA
model, described next.

The IDEA model presents how dilemma-based
learning can be accomplished. There are two primary
players and four steps to the IDEA model (Fig. 47.2).
The players include the teachers involved in teaching
the courses and the participating students. The four
steps are, in turn, specific to these players. The four
steps are explained in more detail and illustrated next.

IDEA Step 1: Involve and Identify
From the teacher’s perspective, the ‘I’ in IDEA stands
for involve and from the students’ perspective it stands
for identify. The teacher begins by engaging in a discus-
sion of specific cases that are related to the topic being
discussed in the class. For example, in an introductory
programming course the discussion may be based on
a case that is related to the issue of outsourcing. The
teacher presents various concerns with respect to the
case in question while at the same time engaging the
students’ interest through discussions (several societal

Part
E

4
7
.5
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issues can be discussed here: job loss, immigration is-
sues, changing business culture, companies relocating
to other countries, etc.).

By engaging the students in the identification of
appropriately interesting cases, they become active par-
ticipants in the class discussions and hence are more
likely to engage in investigating the case study further
from various socially-interesting perspectives.

A case study on outsourcing provides the ideal op-
portunity to dispel some of the pervasive myths that
students seem to be swayed by, in their choice of au-
tomation and computing as a career choice. Current
world news information is critical to involving students
in the topic of discussion.

For example, at the time of writing this chapter, in
the current state of the economy (August 2008), accord-
ing to the CIO magazine, the unemployment rate for
people in the IT industry is less than 3%, while that for
the entire USA is 5.9%. Such information opens up the
classroom for engaging discussions on IT-driven out-
sourcing myths and realities. In the rest of this section,
we use outsourcing as an engaging example to illustrate
the IDEA model. However, this example is by no means
meant to be restrictive; other relevant examples may
be issues of poor GUI design, issues with electronic
voting machines (especially in years of national elec-
tions), issues of multi-language support in browsers,
issues of robots in tele-surgery, issues with automation
for earthquake rescue and refugee survival, automation
innovations for energy production, distribution, and de-
livery, etc.

IDEA Step 2: Direct and Develop
In step 2, most possibly in a follow up class, the stu-
dent is directed (guided) by the teacher to explore some
specific issues of the case further to develop a deeper
understanding of the various issues involved. Follow-
ing the outsourcing case study identified earlier, say
an automation assembly language programming class,
students can be engaged in a discussion of software out-
sourcing for embedded systems, say the development
of software modules such as drivers that are further in-
tegrated into everyday automation systems. Issues of
security and privacy that are affected by these low-
level software modules, which may be produced in any
part of the world, can be discussed and articulated. It
has been observed that students participate in such en-
gaging topics with great enthusiasm. This enthusiasm
allows learners and trainees to develop a mental model
of the entire issue, as well as understand some of the
subtle issues in the globalized system of automation

software development, as well as appreciate the finer
details of even studying a subject such as assembly lan-
guage programming and its need within an automation
and computing-based curriculum.

Often, students tend to develop a follow the herd
mentality and are swayed by what they see and hear
as requisite job skills. Students may often espouse the
clouded view that they need to spend most of their time
in the program learning marketable skills – such as the
next hot programming language or system. By asso-
ciation, they may believe they should not spend time
learning issues that may not be directly related to their
immediate future jobs. This learning misconception has
indeed been the observation of instructors and trainers
in many disciplines.

Hence, although highly relevant to learning the fun-
damentals of automation, or computer science, courses
such as assembly language programming, evoke less
interest among current-day students. Integrating such
a dilemma-oriented case study driven discussion can
help assure the students of the need for focusing on
such fundamental courses as well as understanding its
high relevance to societal needs – for example, helping
build privacy and security in I/O drivers and embedded
automation devices and systems.

IDEA Step 3: Evolve and Explain

The mediocre teacher tells. The good teacher ex-
plains. The superior teacher demonstrates. The
great teacher inspires. (William Ward)

In step 3, the ‘E’ in IDEA stands for evolve from the
teacher’s perspective, and explain from the students’
perspective. The student, in the same (automation pro-
gramming/digital design/assembly language) or a fol-
low up class (say a database systems class that normally
appears in a junior/senior year of the curriculum) is
guided by the teacher to explore more details of the
case to understand the magnitude and implications of
the various issues involved. Again, on the issue of out-
sourcing, the teacher can engage the students in cases
such as credit card sales and marketing (or cellular
communication devices, etc.), whereby the jobs of iden-
tifying and seeking likely customers are outsourced to
BPO companies (business process outsourcing).

Foreign governments are offering significant fiscal
and non-fiscal incentives to attract such foreign direct
investments into their respective countries and hence it
is difficult for a business to ignore such compelling ben-
efits. Experts who see the growing global demand for
BPO (estimated to be at US$180 billion in 2010) indi-
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cate a shift from cost-effectiveness to issues of skills,
quality, and competence. Issues of personal, profes-
sional, and business ethics would definitely be factored
as we move towards meeting such expectations, often
driven by concerned citizens whose personal data is at
stake as part of such BPO decision processes in multi-
national organizations.

In a course such as database systems, the teacher
can guide discussion on how such practices effect the
compilation, sharing, and administration of the data
contained in large-scale distributed databases in ques-
tion, their effect on issues of an individual’s privacy,
which possibly is no longer within the geographical
confines of the source country, and issues of checks and
bounds verifications that need to occur for such busi-
ness arrangements between business operating in across
different countries that are culturally different.

How is an individual’s right to privacy different
across cultures and what does privacy mean in a dif-
ferent society? What are the issues a business needs,
or service needs, to be concerned with respect to the
laws of the country? How can the business or service
contain and secure the assimilation and sharing of such
data? Instructors can promote discussions that can ac-
tually engage the student in understanding core values
that may be viewed differently across cultures and grow
by discussing cases that involve such experiences.

IDEA Step 4: Analyze and Adapt
Through the use of the three earlier steps, students
would have incrementally developed the mental and
subject-level maturity needed to understand the vari-
ous issues, their interrelatedness and the socio-cultural
effects of the various aspects of automation and com-
puting. In an appropriate junior/senior level course, say
systems analysis and design, software engineering or
a capstone automation course, where students normally
develop large-scale projects to demonstrate their deep
understanding of their career subject, students can focus
on better understanding the design and development,
or process; issues that need to be enforced for guar-
anteeing globally standardized automation development
practices when dealing with data and signals that can be
potentially misused.

Students will also be better prepared to understand
and discuss issues of professional codes of ethics, since
they would have been exposed to and have devel-
oped a deeper understanding of the need for them in
a globalized sense. In addition, they may have actually
gained the necessary skills to analyze and assess ethi-
cal dilemmas and conflicts, good versus evil ideas and
policies, and issues of sensitivity to social and global
sustainability concerning the design and enforcement
of such policies for globally-distributed services and
businesses.

47.6 Ethics and Research

Collectively this book provides a wealth of automation-
related research topics: sensor networks, cybernetics,
communication, automatic control, soft computing, ar-
tificial intelligence, evolutionary automation, etc. All
these automation research topics may serve as valid,
timely topics for ethical concerns related to research;
highly appropriate for this section. For the purposes of
demonstration of emerging issues that can be ethically-
sensitive vis-á-vis research, we focus specifically on the
ethical issues related to research aided by the exponen-
tial growth of the World Wide Web and the information
it could offer research about Internet users [47.52].

In order to advance research and serve the users
of their products, many Internet companies keep web
access logs, search history logs, or transaction logs.
Why is this perspective of logs important? On bulletin
boards, peer-to-peer and social networks, e-Commerce
sites, and the Internet in general, individuals can behave
and operate with certain anonymity in the absence of

the presentation of self. Individuals online have a sense
of complete autonomy and anonymity. Often the learnt
social norm from such interactions is that there is lit-
tle incentive to feel responsible for one’s own actions or
sensitivity to the open public and community, in gen-
eral, if the community does not provide some kind of
instantaneous visible reward or tangible penalty.

47.6.1 Internet-Based Research

The scaling up of web content as well as users has
resulted in increased difficulty in searching for informa-
tion over the web. The ever increasing number of pages
that match any given set of query words compel users to
modify their queries a number of times before obtain-
ing the required information. This repeated, inefficient
search results in increased traffic on the network and
in a spiraling effect, which in turn results in higher re-
source consumption and overload. Search engines have
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made it possible for anyone to look up information from
any corner of the world on the Internet.

In an unprecedented decision statement a judge in
New Zealand banned online media from publishing the
names of two people accused of murder [47.53]. All
other news media such as TV, printed media, etc. were
allowed to publish the names except the Internet media.
This distinction was based on the concern that informa-
tion about the accused is available on Internet for a long
time even after the trial is over.

This case poses a dilemma about the information
available on the Internet and in search engine logs much
longer after the validity of the information has expired.
The availability of query log datasets such as AOL has
opened up the doors for carrying out exploratory re-
search on searching user query logs and coming up with
possible solutions to make the user search sessions more
productive with the intent to provide better search expe-
rience for users. While AOL seems to have not taken
adequate measures to hide personally identifiable in-
formation, the availability of the data set itself poses
interesting ethical questions.

Several related developments can be summarized
about research and internet-based search, which may
shed light on ethical concerns and conflicts in this do-
main:

• In order to encourage research with user search
query logs, Microsoft announced that it would avail
its dataset to selected research organizations upon
signing agreements. Such safeguards are necessary
to protect user privacy and advance research, while
developing better tools to help search engine users.
Users’ opt-in and opt-out, meaning personally selec-
tive, optional acceptance or rejection of sharing their
personal information, have become common as part
of codes of privacy [47.4].• Users’ web searching behavior has been an in-
teresting research area for some time now. Re-
searchers have studied the overall nature of in-
formation behavior, including information seeking
behavior [47.54], information retrieval (IR) with
hidden behavioral patterns and semantically super-
concepts [47.55,56]. Sometimes, the thirst for infor-
mation and convenience influence human searchers
(as well as purchasers on the web researching avail-
able options) to willingly compromise, at least in
part, their principled sensitivity to protect their pri-
vacy.• Privacy rights and protection privileges are also as-
sociated with the availability of user search query

log datasets. Included are multi-faceted logs cou-
pled with relevant information such as time spent on
the web page clicked on, web pages opened, printed
and/or bookmarked, and whether the user’s true or
at least intended information needs are satisfied.
Potential ramifications or lack of such query logs
dataset vis-á-vis user privacy issues are outlined
in [47.57–59] and are subject to further research.

Addressing privacy rights and issues and Internet-based
research requires review boards, as described also in the
next section. Ethical thinking in this direction includes,
for example:

• Setting up a review board for release of query log
data for research purposes, while adhering to certain
guidelines of ethical practices [47.60].• Classifying sensitive queries in the query log dataset
from a privacy perspective; for example, by partial
anonymization of queries [47.61].• Specific methods of anonymizing sensitive queries
in the AOL and similar such datasets [47.62, 63].
For instance:
a) applying threshold cryptography systems that

eliminate highly identifying queries in real time,
and

b) dealing with a set of aggregated queries that are
overly identifying, and addressing issues of tradeoff
between privacy and utility of the query log data.

47.6.2 More on Research Ethics
and User Privacy Issues

While internet users’ search session data availability for
research and other exploitation illustrates serious eth-
ical issues, some of which are described above, other
privacy, property, quality, and accessibility ethical con-
cerns need to be addressed. These concerns need to be
appropriately handled, including: fair use of informa-
tion, ethics of anonymity, and critical need for carefully
enabling selective access to private information and
behavioral research for specific goals of information
for safety, health, security, and other essential public
needs [47.64].

Privacy and Accessibility Rights
Versus Significant Public Service

What about limiting research on behavior patterns,
which may result in losing the opportunity to obtain
unique results for targeted services that are significantly
beneficial to society, even critical for sustainability? For
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example, health, safety, and security related issues may
need Internet-based and mobile phone-based research.
An emerging optional way is to have informed consent
from the users at appropriate instances, to enable the
fair use of behavior information for agreed upon and
selectively chosen research activities. This area is being
addressed already by different industry segments and is
handled by various legal means.

Policies for Conducting Research
Based on Automation

Policies for research based on knowledge obtained by
automation have been developed and are still emerg-
ing to address ethical concerns, e.g., [47.65]. Initiatives
have emerged and need to be strengthened and widened
to satisfy World Wide Web media related issues, as
such data may become increasingly available for or-
ganizations to mine for gaining competitive advantage
in the market place, e.g., [47.33]. A consortium for
university researchers, industries, government agencies,
and other concerned organizations to discuss policy and
other related issues of conducting such research is being
developed.

The Myth About User Privacy with Automation
One myth about privacy of automation-users is that pro-
tecting privacy rights is the onus of the user. In today’s
world, where information systems security management
is a discipline that is fast emerging, its peripheries are
yet to be well defined. Who are the gatekeepers?

• Internet service provider (ISP) are burdened with
the responsibility of being gatekeepers of their
users’ privacy; they have to regularly compromise
with governmental agencies trying to gain access to
ISP user data in order to prevent crime or conduct
data forensics.• Search engine services have a similar responsibil-
ity, though they are not burdened with the bulk of
keeping the identity of their users private (excep-
tions being Google or Yahoo! users who may opt
to log in before conducting a web-based search).

Neither of these entities, the ISP and the search engine
service, would like to be burdened with the bulk of the
responsibility of protecting the identity of a user, when
the user performs web-based searches. But the fact is
that the necessary interface for Internet access is pro-
vided to the user by the ISP. This fact lays the primary

responsibility of user identity obfuscation squarely on
the ISP. ISP employees may be able to gain access to
searches conducted by their users and may be able to ex-
ploit these details in various unethical or ethical ways.
This risk is higher in smaller communities that have
populations less than 50 000 and are typically serviced
by a few local ISPs.

Policies on Data Mining for Efficiency
Automation data preservation, analysis and indexing are
important for web-based search engines and other In-
ternet companies and automation services to perform
efficiently, since correlating diverse user searches and
interactions are the modus operandi of enhancing per-
formance results. This information can be useful for
automation design and architecture evolution. However,
this data mining can also be misused by the automation
service provider. Self regulations should be supported
by clearly defined policies on how the data is collected,
accessed, and distributed even for research purposes.

Institutional Review Boards
As common with any research involving human subject,
universities and research organizations need to follow
strict review board scrutiny. The Internet data research
initiatives undertaken by universities and research or-
ganizations should also go through institutional review
boards’ (IRB) formal approval process to make sure hu-
man interests, rights, and privacy are protected. Since
the review, scrutiny and approval procedures can also
be automated, Internet service providers and companies
should set clearly defined guidelines and policies for
its researchers and users. Many companies already fo-
cus on establishing a working group of individuals from
privacy, legal, IRB, and security teams to discuss vari-
ous aspects of the problem and proposed solutions. Such
working groups study problems on a case by case basis
ensuring a company’s competitive advantage without
compromising on the ethical issues (if any) involved in
the research.

The ethical issues about research and automation
will undoubtedly be addressed as organizations and so-
ciety learn the pitfalls and find methods to resolve the
ethical dilemmas that have been mentioned. At the same
time, it is clear (as indicated in Fig. 47.1) that newly
developed and far reaching automation functions will
continue to pose tremendous ethical challenges to indi-
viduals, organizations, and society at large.
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47.7 Challenges and Emerging Trends

In this chapter, ethical challenges, dilemmas, and con-
flicts related to automation and enabled or introduced
by automation have been highlighted. The context
of automation and internationalization, or globaliza-
tion of services and businesses bring further need
for rational, acceptable, and sustainable ethical sen-
sitivities and behaviors. These should continue to be
the responsibility of individuals, and of individuals
within organizations, but should also be supported,
monitored, and maintained by automation mecha-
nisms. Therefore, the increasing attention being paid
to ethics in the context of automation, specifically
from the perspective of education and research, has
been explained. Challenging ethical issues have been
presented and illustrated relative to the dimensions
of technology, security, privacy, property, quality, and
accessibility.

For education and training, the model-based ap-
proach for integrating ethics and socially responsible
automation/computing into the undergraduate curric-
ula, as well as training courses, has been presented.
Examples from automation and computing curricular
perspective have been used, and can be adapted to other
science and technological disciplines, and commercial
and service organizations. For the effective application
of this approach, or similar programs, one needs the
participation of several multi-disciplinary members, in-
structors or trainers. However, the attractiveness of such
an approach is in its ability to engage the students and
trainees meaningfully while still undertaking the pri-
mary task of learning the skills and techniques they
would need to be successful upon graduation or com-
pletion.

For research, certain open challenges in gathering,
mining, and observing user information-seeking behav-
ior, while maintaining individuals’ privacy rights have
been highlighted. Policies, including review boards,
have been and are being developed to address these
ethical concerns. In such situations a strong rational bal-
ance between advanced research and user privacy must
be maintained at all times. While the research commu-
nity at large would come up with the solutions, privacy,
anonymity, and fair use issues need to be effectively
addressed to demonstrate the innumerable benefits that
such research work can yield for the great benefits of
individuals and of society. Marketing and information
dissemination in a digital world represent an emerging
area of research that can be timely and exciting for stu-
dents, for users, for organizations, and for the public

– for example, issues such as cookies leaving digital
trail mixes on people’s machines, in light of protecting
society, while also protecting individual freedom and
individual rights.

47.7.1 Trends and Challenges

Ethical issues, dilemmas, and conflicts, and unethical
behaviors, some of which are horrendous and tragic,
are unfortunately an integral part of the proliferation
of computers and automation in our lives. Major con-
cerns range from privacy, copyrights, and cyber crime
issues, to the global impact of computers and com-
munication, online communities and social networks,
and effects of virtual reality. Articles, books, confer-
ences, on-line resources, social and political processes
have evolved and continue to grow in importance
and influence, contributing to ethics expertise in di-
verse disciplines. The breadth of multi-disciplinary
scope allows students and professionals to learn, under-
stand, and evaluate the individual, social, and ethical
issues brought about by computer and automation
technologies.

Some specific trends to consider:

International Policies
Impact of digitized information on individuals, commu-
nities, organizations, and societies, including continued
discussions and necessary development of international
policies on:

• Privacy• Automation quality and reliability• Automation security• Copyrights and intellectual property• Collaborative protocols for rational automation
control, equality of access under authorization pro-
cedures, and trust and authentication agreements

Frameworks and Regulations
Development of ethical frameworks and regulatory
processes are needed for substantial treatment of the
interrelated automation issues of cyber-ethics: accessi-
bility, free speech and expression, property, privacy, and
security.

Self-Repair and Self-Recovery
Research and development of automatic self-repair
and self-recovery are needed to address the risks as-
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sociated with unexpected computer and automation
break-downs, disasters, and failures that open up vul-
nerabilities to unethical, unsustainable scenarios.

Ethical Automation
Research and development are needed of inher-
ently ethical software and ethical automation (in-
cluding ethical robotics) able to automatically han-
dle and automatically help resolve issues such as
media copying, file sharing, infringement of intel-
lectual property, security risks and threats, Internet-
based crime, automation-assisted forgery, identity
theft, unethical employee surveillance, individual pri-
vacy, and compliance with ethical and professional
codes.

Ethics of Robotic Automation
Major advancements are needed in robo-ethics to ad-
dress the fact that (1) robots and robotic automation
are increasingly more capable, and (2) there are humans
that will increasingly abuse these powerful capabilities,
deploying them in ethically questionable situations and
environments (e.g., in schools, hospitals, etc.) where
ethically wrong robotic automation conduct could have
disastrous impacts on humans.

• We must develop ways to ensure that automation,
without robots and with robots, will always behave
in an ethically correct manner.• We need to be able to trust that automation, through
software-inherent ethics-rationale reflecting ethical
human logic (preferably specified in natural lan-
guages) will always behave under strict ethical
constraints. These constraints must follow previ-
ously defined ethical codes, and be able to limit their
actions and behavior under these constraints, always
reflecting ethical humans’ instructions, even without
human supervision.

The dual challenge in front of us is that as we
develop more powerful, intelligent, and autonomous au-
tomation, we must also be careful it is not and cannot be
abused by unethical people against us and against other
people; we must also be careful that this powerful au-
tomation does not assume independence to, on its own,
hurt people and inflict damage. The challenge for au-
tomation scientists, designers, and managers is that we
need to consider how to ethically control the behavior of
automation and how to ethically restrict its autonomy –
because automation is all around us and because we are
so dependent on it.

47.8 Additional Online Resources

Source materials relevant to ethics and automation are
available from the ACM and IEEE model curricula, na-
tional societies such as ACM, IEEE, AAAS, ASEE,
AAES, AIS, and others, for guidelines on ethics; groups
such as ACM SIGCAS, CERIAS, CPSR, EFF, EPIC,
and other professional organizations that promote re-
sponsible behavior. Their conferences, journals and
materials provide rich, additional topics on automation
and ethics. In addition, the following are several online
resources relevant for ethics and automation:

http://www.bsa.org
http://catless.ncl.ac.uk/risks
http://www.cerias.purdue.edu/
http://computingcases.org/index.html
http://www.cpsr.org/ethics/eei
http://csethics.uis.edu/dolce
http://www.cyberlawclinic.org/casestudy.htm

http://www.dhs.gov/dhspublic
(on strategy to secure the cyberspace)
http://ethics.iit.edu/resources/onlineresources.html
http://ethics.iit.edu/codes/engineer.html
http://ethics.iit.edu/emerging/index.html
http://ethics.sandiego.edu/resources/cases/
HomeOverview.asp
http://ethics.tamu.edu/1995nsf.htm
http://www.georgetown.edu/research/nrcbl/nrc
http://microsoft.com/piracy
http://onlineethics.org
http://privacyrights.org
http://www.rbs2.com/ethics.htm
http://repo-nt.tcc.virginia.edu/ethics/index.htm
http://seeri.etsu.edu/Ethics.htm
http://government.zdnet.com/?p=3935
(Modern Wars: Cyber assisted warfare).
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47.A Appendix: Code of Ethics Example

ACM (Association for Computing Machinery) Code of
Ethics and Professional Conduct

Adopted by ACM Council 10/16/92.

Preamble

Commitment to ethical professional conduct is ex-
pected of every member (voting members, associate
members, and student members) of the Association for
Computing Machinery (ACM).

This Code, consisting of 24 imperatives formulated
as statements of personal responsibility, identifies the
elements of such a commitment. It contains many, but
not all, issues professionals are likely to face. Sec-
tion 47.A.1 outlines fundamental ethical considerations,
while Sect. 47.A.2 addresses additional, more specific
considerations of professional conduct. Statements in
Sect. 47.A.3 pertain more specifically to individuals
who have a leadership role, whether in the workplace or
in a volunteer capacity such as with organizations like
ACM. Principles involving compliance with this Code
are given in Sect. 47.A.4.

The Code shall be supplemented by a set of Guide-
lines, which provide explanation to assist members in
dealing with the various issues contained in the Code.
It is expected that the Guidelines will be changed more
frequently than the Code.

The Code and its supplemented Guidelines are in-
tended to serve as a basis for ethical decision making
in the conduct of professional work. Secondarily, they
may serve as a basis for judging the merit of a formal
complaint pertaining to violation of professional ethical
standards.

It should be noted that although computing is not
mentioned in the imperatives of Sect. 47.A.1, the Code
is concerned with how these fundamental imperatives
apply to one’s conduct as a computing professional.
These imperatives are expressed in a general form to
emphasize that ethical principles which apply to com-
puter ethics are derived from more general ethical
principles.

It is understood that some words and phrases in
a code of ethics are subject to varying interpreta-
tions, and that any ethical principle may conflict with
other ethical principles in specific situations. Ques-
tions related to ethical conflicts can best be answered
by thoughtful consideration of fundamental principles,
rather than reliance on detailed regulations.

47.A.1 General Moral Imperatives

As an ACM member I will. . .

Contribute to Society and Human Well-Being
This principle concerning the quality of life of all peo-
ple affirms an obligation to protect fundamental human
rights and to respect the diversity of all cultures. An es-
sential aim of computing professionals is to minimize
negative consequences of computing systems, includ-
ing threats to health and safety. When designing or
implementing systems, computing professionals must
attempt to ensure that the products of their efforts will
be used in socially responsible ways, will meet so-
cial needs, and will avoid harmful effects to health and
welfare.

In addition to a safe social environment, human
well-being includes a safe natural environment. There-
fore, computing professionals who design and develop
systems must be alert to, and make others aware of, any
potential damage to the local or global environment.

Avoid Harm to Others
Harm means injury or negative consequences, such as
undesirable loss of information, loss of property, prop-
erty damage, or unwanted environmental impacts. This
principle prohibits use of computing technology in ways
that result in harm to any of the following: users, the
general public, employees, employers. Harmful actions
include intentional destruction or modification of files
and programs leading to serious loss of resources or un-
necessary expenditure of human resources such as the
time and effort required to purge systems of computer
viruses.

Well-intended actions, including those that accom-
plish assigned duties, may lead to harm unexpectedly. In
such an event the responsible person or persons are ob-
ligated to undo or mitigate the negative consequences
as much as possible. One way to avoid unintentional
harm is to carefully consider potential impacts on all
those affected by decisions made during design and im-
plementation.

To minimize the possibility of indirectly harming
others, computing professionals must minimize mal-
functions by following generally accepted standards for
system design and testing. Furthermore, it is often nec-
essary to assess the social consequences of systems to
project the likelihood of any serious harm to others. If
system features are misrepresented to users, coworkers,

Part
E

4
7
.A



828 Part E Automation Management

or supervisors, the individual computing professional is
responsible for any resulting injury.

In the work environment the computing professional
has the additional obligation to report any signs of sys-
tem dangers that might result in serious personal or
social damage. If one’s superiors do not act to curtail or
mitigate such dangers, it may be necessary to blow the
whistle to help correct the problem or reduce the risk.
However, capricious or misguided reporting of viola-
tions can, itself, be harmful. Before reporting violations,
all relevant aspects of the incident must be thoroughly
assessed. In particular, the assessment of risk and re-
sponsibility must be credible. It is suggested that advice
be sought from other computing professionals. See prin-
ciple 2.5 regarding thorough evaluations.

Be Honest and Trustworthy
Honesty is an essential component of trust. Without
trust an organization cannot function effectively. The
honest computing professional will not make deliber-
ately false or deceptive claims about a system or system
design, but will instead provide full disclosure of all
pertinent system limitations and problems.

A computer professional has a duty to be honest
about his or her own qualifications, and about any cir-
cumstances that might lead to conflicts of interest.

Membership in volunteer organizations such as
ACM may at times place individuals in situations where
their statements or actions could be interpreted as car-
rying the weight of a larger group of professionals. An
ACM member will exercise care to not misrepresent
ACM or positions and policies of ACM or any ACM
units.

Be Fair and Take Action not to Discriminate
The values of equality, tolerance, respect for others, and
the principles of equal justice govern this imperative.
Discrimination on the basis of race, sex, religion, age,
disability, national origin, or other such factors is an ex-
plicit violation of ACM policy and will not be tolerated.

Inequities between different groups of people may
result from the use or misuse of information and tech-
nology. In a fair society, all individuals would have
equal opportunity to participate in, or benefit from,
the use of computer resources regardless of race, sex,
religion, age, disability, national origin or other such
similar factors. However, these ideals do not justify
unauthorized use of computer resources nor do they
provide an adequate basis for violation of any other
ethical imperatives of this code.

Honor Property Rights Including Copyrights
and Patent

Violation of copyrights, patents, trade secrets and the
terms of license agreements is prohibited by law in most
circumstances. Even when software is not so protected,
such violations are contrary to professional behavior.
Copies of software should be made only with proper au-
thorization. Unauthorized duplication of materials must
not be condoned.

Give Proper Credit for Intellectual Property
Computing professionals are obligated to protect the in-
tegrity of intellectual property. Specifically, one must
not take credit for other’s ideas or work, even in cases
where the work has not been explicitly protected by
copyright, patent, etc.

Respect the Privacy of Others
Computing and communication technology enables
the collection and exchange of personal information
on a scale unprecedented in the history of civiliza-
tion. Thus there is increased potential for violating
the privacy of individuals and groups. It is the re-
sponsibility of professionals to maintain the privacy
and integrity of data describing individuals. This in-
cludes taking precautions to ensure the accuracy of
data, as well as protecting it from unauthorized access
or accidental disclosure to inappropriate individuals.
Furthermore, procedures must be established to al-
low individuals to review their records and correct
inaccuracies.

This imperative implies that only the necessary
amount of personal information be collected in a sys-
tem, that retention and disposal periods for that
information be clearly defined and enforced, and that
personal information gathered for a specific purpose
not be used for other purposes without consent of
the individual(s). These principles apply to electronic
communications, including electronic mail, and pro-
hibit procedures that capture or monitor electronic
user data, including messages, without the permis-
sion of users or bona fide authorization related to
system operation and maintenance. User data ob-
served during the normal duties of system operation
and maintenance must be treated with strictest con-
fidentiality, except in cases where it is evidence for
the violation of law, organizational regulations, or
this Code. In these cases, the nature or contents of
that information must be disclosed only to proper
authorities.

Part
E

4
7
.A



Automation and Ethics 47.A Appendix: Code of Ethics Example 829

Honor Confidentiality
The principle of honesty extends to issues of confiden-
tiality of information whenever one has made an explicit
promise to honor confidentiality or, implicitly, when
private information not directly related to the perfor-
mance of one’s duties becomes available. The ethical
concern is to respect all obligations of confidentiality
to employers, clients, and users unless discharged from
such obligations by requirements of the law or other
principles of this Code.

47.A.2 More Specific Professional
Responsibilities

As an ACM computing professional I will. . .

Strive to Achieve the Highest Quality,
Effectiveness and Dignity in Both the Process
and Products of Professional Work

Excellence is perhaps the most important obligation of
a professional. The computing professional must strive
to achieve quality and to be cognizant of the serious
negative consequences that may result from poor quality
in a system.

Acquire and Maintain Professional Competence
Excellence depends on individuals who take respon-
sibility for acquiring and maintaining professional
competence. A professional must participate in setting
standards for appropriate levels of competence, and
strive to achieve those standards. Upgrading technical
knowledge and competence can be achieved in sev-
eral ways: doing independent study; attending seminars,
conferences, or courses; and being involved in profes-
sional organizations.

Know and Respect Existing Laws Pertaining
to Professional Work

ACM members must obey existing local, state,
province, national, and international laws unless there
is a compelling ethical basis not to do so. Policies
and procedures of the organizations in which one par-
ticipates must also be obeyed. But compliance must
be balanced with the recognition that sometimes ex-
isting laws and rules may be immoral or inappropriate
and, therefore, must be challenged. Violation of a law
or regulation may be ethical when that law or rule
has inadequate moral basis or when it conflicts with
another law judged to be more important. If one de-
cides to violate a law or rule because it is viewed
as unethical, or for any other reason, one must fully

accept responsibility for one’s actions and for the
consequences.

Accept and Provide Appropriate Professional
Review

Quality professional work, especially in the comput-
ing profession, depends on professional reviewing and
critiquing. Whenever appropriate, individual members
should seek and utilize peer review as well as provide
critical review of the work of others.

Give Comprehensive and Thorough Evaluations
of Computer Systems and Their Impacts,
Including Analysis of Possible Risks

Computer professionals must strive to be perceptive,
thorough, and objective when evaluating, recommend-
ing, and presenting system descriptions and alternatives.
Computer professionals are in a position of special trust,
and therefore have a special responsibility to provide
objective, credible evaluations to employers, clients,
users, and the public. When providing evaluations the
professional must also identify any relevant conflicts of
interest, as stated in imperative 1.3.

As noted in the discussion of principle 1.2 on avoid-
ing harm, any signs of danger from systems must be
reported to those who have opportunity and/or responsi-
bility to resolve them. See the guidelines for imperative
1.2 for more details concerning harm, including the re-
porting of professional violations.

Honor Contracts, Agreements,
and Assigned Responsibilities

Honoring one’s commitments is a matter of integrity
and honesty. For the computer professional this includes
ensuring that system elements perform as intended.
Also, when one contracts for work with another party,
one has an obligation to keep that party properly in-
formed about progress toward completing that work.

A computing professional has a responsibility to re-
quest a change in any assignment that he or she feels
cannot be completed as defined. Only after serious con-
sideration and with full disclosure of risks and concerns
to the employer or client, should one accept the as-
signment. The major underlying principle here is the
obligation to accept personal accountability for profes-
sional work. On some occasions other ethical principles
may take greater priority.

A judgment that a specific assignment should not be
performed may not be accepted. Having clearly identi-
fied one’s concerns and reasons for that judgment, but
failing to procure a change in that assignment, one may
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yet be obligated, by contract or by law, to proceed as di-
rected. The computing professional’s ethical judgment
should be the final guide in deciding whether or not to
proceed. Regardless of the decision, one must accept the
responsibility for the consequences.

However, performing assignments against one’s
own judgment does not relieve the professional of re-
sponsibility for any negative consequences.

Improve Public Understanding of Computing
and Its Consequences

Computing professionals have a responsibility to share
technical knowledge with the public by encouraging
understanding of computing, including the impacts of
computer systems and their limitations. This imperative
implies an obligation to counter any false views related
to computing.

Access Computing and Communication
Resources only when Authorized to Do so

Theft or destruction of tangible and electronic prop-
erty is prohibited by imperative 1.2–Avoid harm to
others. Trespassing and unauthorized use of a com-
puter or communication system is addressed by this
imperative. Trespassing includes accessing communica-
tion networks and computer systems, or accounts and/or
files associated with those systems, without explicit au-
thorization to do so. Individuals and organizations have
the right to restrict access to their systems so long as
they do not violate the discrimination principle (see
1.4). No one should enter or use another’s computer
system, software, or data files without permission. One
must always have appropriate approval before using
system resources, including communication ports, file
space, other system peripherals, and computer time.

47.A.3 Organizational Leadership
Imperatives

As an ACM member and an organizational leader, I
will. . .

Background Note: This section draws extensively
from the draft IFIP Code of Ethics, especially its
sections on organizational ethics and international con-
cerns. The ethical obligations of organizations tend to
be neglected in most codes of professional conduct,
perhaps because these codes are written from the per-
spective of the individual member. This dilemma is
addressed by stating these imperatives from the per-
spective of the organizational leader. In this context
leader is viewed as any organizational member who has

leadership or educational responsibilities. These imper-
atives generally may apply to organizations as well as
their leaders. In this context organizations are corpo-
rations, government agencies, and other employers, as
well as volunteer professional organizations.

Articulate Social Responsibilities of Members
of an Organizational Unit and Encourage Full
Acceptance of Those Responsibilities

Because organizations of all kinds have impacts on the
public, they must accept responsibilities to society. Or-
ganizational procedures and attitudes oriented toward
quality and the welfare of society will reduce harm to
members of the public, thereby serving public interest
and fulfilling social responsibility. Therefore, organi-
zational leaders must encourage full participation in
meeting social responsibilities as well as quality perfor-
mance.

Manage Personnel and Resources to Design
and Build Information Systems that Enhance
the Quality of Working Life

Organizational leaders are responsible for ensuring that
computer systems enhance, not degrade, the quality of
working life. When implementing a computer system,
organizations must consider the personal and profes-
sional development, physical safety, and human dignity
of all workers. Appropriate human-computer ergonomic
standards should be considered in system design and in
the workplace.

Acknowledge and Support Proper
and Authorized Uses of an Organization’s
Computing and Communication Resources

Because computer systems can become tools to harm
as well as to benefit an organization, the leadership has
the responsibility to clearly define appropriate and inap-
propriate uses of organizational computing resources.
While the number and scope of such rules should be
minimal, they should be fully enforced when estab-
lished.

Ensure that Users and Those Who Will Be
Affected by a System Have Their Needs Clearly
Articulated During the Assessment and Design
of Requirements; Later the System Must Be
Validated to Meet Requirements

Current system users, potential users and other persons
whose lives may be affected by a system must have
their needs assessed and incorporated in the statement
of requirements. System validation should ensure com-
pliance with those requirements.
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Articulate and Support Policies that Protect
the Dignity of Users and Others Affected
by a Computing System

Designing or implementing systems that deliberately or
inadvertently demean individuals or groups is ethically
unacceptable. Computer professionals who are in de-
cision making positions should verify that systems are
designed and implemented to protect personal privacy
and enhance personal dignity.

Create Opportunities for Members
of the Organization to Learn the Principles
and Limitations of Computer Systems

This complements the imperative on public under-
standing (2.7). Educational opportunities are essential
to facilitate optimal participation of all organizational
members. Opportunities must be available to all mem-
bers to help them improve their knowledge and skills in
computing, including courses that familiarize them with
the consequences and limitations of particular types
of systems. In particular, professionals must be made
aware of the dangers of building systems around over-
simplified models, the improbability of anticipating and
designing for every possible operating condition, and
other issues related to the complexity of this profession.

47.A.4 Compliance with the Code

As an ACM member I will. . .

Uphold and Promote the Principles of this Code
The future of the computing profession depends on both
technical and ethical excellence. Not only is it impor-
tant for ACM computing professionals to adhere to the
principles expressed in this Code, each member should
encourage and support adherence by other members.

Treat Violations of this Code as Inconsistent
with Membership in the ACM

Adherence of professionals to a code of ethics is largely
a voluntary matter. However, if a member does not
follow this code by engaging in gross misconduct,
membership in ACM may be terminated.

This Code and the supplemental Guidelines were
developed by the Task Force for the Revision of the
ACM Code of Ethics and Professional Conduct: Ronald
E. Anderson, Chair, Gerald Engel, Donald Gotterbarn,
Grace C. Hertlein, Alex Hoffman, Bruce Jawer, Deb-
orah G. Johnson, Doris K. Lidtke, Joyce Currie Little,
Dianne Martin, Donn B. Parker, Judith A. Perrolle, and
Richard S. Rosenberg. The Task Force was organized by
ACM/SIGCAS and funding was provided by the ACM
SIG Discretionary Fund. This Code and the supplemen-
tal Guidelines were adopted by the ACM Council on
October 16, 1992.

This Code may be published without permission
as long as it is not changed in any way and it carries
the copyright notice. Copyright 1997, Association for
Computing Machinery, Inc.
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Industrial Automation. Part F Industrial automation is well known and fascinating to all of us who were born
in the 20th century, from visits to plants and factories to watching movies highlighting the automation marvels of
industrial operations and assembly lines. This part begins with explanation of machine tool automation, includ-
ing various types of numerical control (NC), flexible, and precision machinery for production, manufacturing,
and assembly, digital and virtual industrial production, to detailed design, guidelines and application of automa-
tion in the principal industries, from aerospace and automotive to semiconductor, mining, food, paper and wood
industries. Chapters are also devoted to the design, control and operation of functions common to all industrial
automation, including materials handling, supply, logistics, warehousing, distribution, and communication pro-
tocols, and the most advanced digital manufacturing, RFID-based automation, and emerging micro-automation
and nano-manipulation. Industrial automation represents a major growth and advancement opportunity, because
as explained in this part, it can provide significant innovative solutions to the grand challenges of our generation,
including the production and distribution capacity of needed goods and equipment, as well as food, medical and
other essential sustenance supplies for the quality of life around the globe.
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Machine Tool48. Machine Tool Automation

Keiichi Shirase, Susumu Fujii

Numerical control (NC) is the greatest inno-
vation in the achievement of machine tool
automation in manufacturing. In this chap-
ter, first a history of the development up to
the advent of NC machine tools is briefly re-
viewed (Sect. 48.1). Then the machining centers
and the turning centers are described with
their key modules and integration into flexi-
ble manufacturing systems (FMS) and flexible
manufacturing cells (FMC) in Sect. 48.2. NC part
programming is described from manual pro-
gramming to the computer-aided manufacturing
(CAM) system in Sect. 48.3. In Sect. 48.4 and
Sect. 48.5, following the technical innova-
tions in the advanced hardware and software
systems of NC machine tools, future control
systems for intelligent CNC machine tools are
presented.
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Numerical control (NC) is the greatest innovation in the
achievement of machine tool automation in manufac-
turing. Machine tools have expanded their performance
and ability since the era of the Industrial Revolution;
however all machine tools were operated manually
until the birth of the NC machine tool in 1952. Nu-
merical control enabled control of the motion and
sequence of machining operations with high accu-
racy and repeatability. In the 1960s, computers added
even greater flexibility and reliability of machining
operations. These machine tools which had computer
numerical control were called CNC machine tools.
A machining center, which is a highly automated NC

milling machine performing multiple milling opera-
tions, was developed to realize process integration as
well as machining automation in 1958. A turning cen-
ter, which is a highly automated NC lathe performing
multiple turning operations, was also developed. These
machine tools contributed to realize the flexible man-
ufacturing system (FMS), which had been proposed
during the mid-1960s. FMS aims to perform automatic
machining operations unaided by human operators to
machine various parts.

The automatically programmed tool (APT) is the
most important computer-assisted part programming
language and was first used to generate part programs
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Tools
The first innovationThe first innovation

The second innovationThe second innovation

Machine tools

NC machine tools

Analog control/mechanical control
(mechanics)

The third innovationThe third innovation

Digital control with AC
(performance function/constraint conditions)

Digital control with AC
(machining strategy/decision making)

NC machine tools
with adaptive control

Intelligent
NC machine tools

Digital control
(servo, actuator, sensor)

• High speed
• High precision
• High productivity

• Motion control
• Multi tasks/multi functions
• System

• Cutting process control
• Feedback of cutting process

• Artificial intelligence
• Knowledge/knowhow
• Learning/evolution
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Fig. 48.1 Evolution of machine tools toward the intelligent machine for the future

in production around 1960. The extended subset of
APT (EXAPT) was developed to add functions such
as setting of cutting conditions, selection of cutting
tool, and operation planning besides the functions of
APT. Another pioneering NC programming language,
COMPACT II, was developed by Manufacturing Data
Systems Inc. (MDSI) in 1967. Technologies developed
beyond APT and EXAPT were succeeded by computer-
aided manufacturing (CAM). CAM provides interactive
part programming with a visual and graphical environ-
ment and saves significant programming time and effort
for part programming. For example, COMPACT II
has evolved into open CNC software, which enables
integration of off-the-shelf hardware and software tech-
nologies. NC languages have also been integrated with
computer-aided design (CAD) and CAM systems.

In the past five decades, NC machine tools have
become more sophisticated to achieve higher accuracy
and faster machining operation with greater flexibil-
ity. Certainly, the conventional NC control system can
perform sophisticated motion control, but not cutting
process control. This means that further intelligence
of NC control system is still required to achieve more
sophisticated process control. In the near future, all ma-
chine tools will have advanced functions for process
planning, tool-path generation, cutting process monitor-
ing, cutting process prediction, self-monitoring, failure

prediction, etc. Information technology (IT) will be
the key issue to realize these advanced functions. The
paradigm is evolving from the concept of autonomy to
yield next-generation NC machine tools for sophisti-
cated manufacturing systems.

Machine tools have expanded their performance
and abilities as shown in Fig. 48.1. The first inno-
vation took place during the era of the Industrial
Revolution. Most conventional machine tools, such as
lathes and milling machines, have been developed since
the Industrial Revolution. High-speed machining, high-
precision machining, and high productivity have been
achieved by these modern machine tools to realize mass
production.

The second innovation was numerical control (NC).
A prototype machine was demonstrated at MIT in
1952. The accuracy and repeatability of NC machine
tools became far better than those of manually oper-
ated machine tools. NC is a key concept to realize
programmable automation. The principle of NC is
to control the motion and sequence of machining
operations. Computer numerical control (CNC) was
introduced, and computer technology replaced the hard-
ware control circuit boards on NC, greatly increasing
the reliability and functionality of NC. The most im-
portant functionality to be realized was adaptive control
(AC). In order to improve the productivity of the ma-
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chining process and the quality of machined surfaces,
several AC systems for real-time adjustment of cutting
parameters have been proposed and developed [48.1].

As mentioned above, machine tools have evolved
through advances in hardware and control technologies.
However, the machining operations are fully dominated
by the predetermined NC commands, and conventional
machine tools are not generally allowed to change the
machining sequence or the cutting conditions during
machining operations. This means that conventional NC
machine tools are allowed to perform only automatic
machining operations that are pre-instructed by NC pro-
grams.

In order to realize an intelligent machine tool for
the future, some innovative technical breakthroughs are
required. An intelligent machine tool should be good at
learning, understanding, and thinking in a logical way
about the cutting process and machining operation, and
no NC commands will be required to instruct machining
operations as an intelligent machine tool thinks about
machining operations, and adapts the cutting processes
itself. This means that an intelligent machine tool can
perform autonomous operations that are instructed by
in-process planning made by the tool itself. Information
technology (IT) will be the key issue to realize this third
innovation.

48.1 The Advent of the NC Machine Tool

48.1.1 From Hand Tool to Powered Machine

It is well known that John Wilkinson’s boring ma-
chine (Fig. 48.2) was able to machine a high-accuracy
cylinder to build Watt’s steam engine. The perfor-

Fig. 48.2 Wilkinson’s boring machine (1775)

Fig. 48.3 Maudsley’s screw-cutting lathe with mecha-
nized tool carriage (1800)

mance of steam engines was improved drastically by
the high-accuracy cylinder. With the spread of steam
engines, machine tools changed from hand tools to pow-
ered machines, and metal cutting became widespread
to achieve modern industrialization. During the era of
the Industrial Revolution, most conventional machine
tools, such as lathes and milling machines, were devel-
oped.

Maudsley’s screw-cutting lathe with mechanized
tool carriage (Fig. 48.3) was a great invention which
was able to machine high-accuracy screw threads. The
screw-cutting lathe was developed to machine screw
threads accurately; however the mechanical tool car-
riage equipped with a screw allowed precise repetition
of machined shapes. Precise repetition of machined
shape is an important requirement to produce many of
the component parts for mass production. Therefore,
Maudsley’s screw-cutting lathe became a prototype of
lathes.

Whitney’s milling machine (Fig. 48.4) is believed
to be the first successful milling machine used for
cutting plane of metal parts. However, it appears that
Whitney’s milling machine was made after Whitney’s
death. Whitney’s milling machine was designed to man-
ufacture interchangeable musket parts. Interchangeable
parts require high-precision machine tools to make ex-
act shapes.

Fitch’s turret lathe (Fig. 48.5) was the first auto-
matic turret lathe. Turret lathes were used to produce
complex-shaped cylindrical parts that required several
operating sequences and tools. Also, turret lathes can
perform automatic machining with a single setup and
can achieve high productivity. High productivity is an
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Fig. 48.4 Whitney’s milling machine (1818)

Fig. 48.5 Fitch’s turret lathe (1845)

important requirement to produce many of the compo-
nent parts for mass production.

As mentioned above, the most important modern
machine tools required to realize mass production were
developed during the era of the Industrial Revolution.
Also high-speed machining, high-precision machining,
and high productivity had been achieved by these mod-
ern machine tools.

48.1.2 Copy Milling Machine

A copy milling machine, also called a tracer milling
machine or a profiling milling machine, can dupli-
cate freeform geometry represented by a master model

Fig. 48.6 A copy milling machine

for making molds, dies, and other shaped cavities and
forms. A prove tracing the model contour is controlled
to follow a three-dimensional master model, and the
cutting tool follows the path taken by the tracer to ma-
chine the desired shape. Usually, a tracing prove is fed
by a human operator, and the motion of the tracer is
converted to the motion of the tool by hydraulic or elec-
tronic mechanisms. The motion in Fig. 48.6 shows an
example of copy milling. In this case, three spindle
heads or three cutting tools follow the path taken by the
tracer simultaneously. In some copy milling machines
the ratio between the motion of the tracer and the cutting
tool can be changed to machine shapes that are similar
to the master model.

Copy milling machines were widely used to ma-
chine molds and dies which were difficult to generate
with simple tool paths, until CAD/CAM systems be-
came widespread to generate NC programs freely for
machining three-dimensional freeform shapes.

48.1.3 NC Machine Tools

The first prototype NC machine tool, shown in Fig. 48.7,
was demonstrated at the MIT in 1952. The name nu-
merical control was given to the machine tool, as it
was controlled numerically. It is well known that nu-
merical control was required to develop more efficient
manufacturing methods for modern aircraft, as aircraft
components became more complex and required more
machining. The accuracy, repeatability, and productiv-
ity of NC machine tools became far better than those of
machine tools operated manually.

The concept of numerical control is very impor-
tant and innovative for programmable automation, in
which the motions of machine tools are controlled or
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Machine Tool Automation 48.2 Development of Machining Center and Turning Center 841

Fig. 48.7 The first NC machine tool, which was demon-
strated at MIT in 1952

instructed by a program containing coded alphanu-
meric data. According to the concept of numerical
control, machining operation becomes programmable
and machining shape is changeable. The concept of
the flexible manufacturing system (FMS) mentioned

later required the prior development of numerical
control.

A program to control NC machine tools is called
a part program, and the importance of a part program
was recognized from the beginning of NC machine
tools. In particular, the definition for machining shapes
of more complex parts is difficult by manual opera-
tion. Therefore, a part programming language, APT,
was developed at MIT to realize computer-assisted part
programming.

Recently, CNC has become widespread, and in most
cases the term NC is used synonymously with CNC.
Originally, CNC corresponded to an NC system oper-
ated by an internal computer, which realized storage of
part programs, editing of part programs, manual data
input (MDI), and so on. The latest CNC tools allow
generation of a part program interactively by a machine
operator, and avoid machine crash caused by a miss-
ing part program. High-speed and high-accuracy control
of machine tools to realize highly automated machin-
ing operation requires the latest central processing unit
(CPU) to perform high-speed data processing for sev-
eral functions.

48.2 Development of Machining Center and Turning Center

48.2.1 Machining Center

A machining center is a highly automated NC milling
machine that performs multiple machining operations
such as end milling, drilling, and tapping. It was devel-
oped to realize process integration as well as machining
automation, in 1958. Figure 48.8 shows an early ma-
chining center equipped with an automatic tool changer
(ATC). Most machining centers are equipped with an
ATC and an automatic pallet changer (APC) to per-
form multiple cutting operations in a single machine
setup and to reduce nonproductive time in the whole
machining cycle.

Machining centers are classified into horizontal and
vertical types according to the orientation of the spindle
axis. Figures 48.9 and 48.10 show typical horizon-
tal and vertical machining centers, respectively. Most
horizontal machining centers have a rotary table to
index the machined part at some specific angle rela-
tive to the cutting tool. A horizontal machining center
which has a rotary table can machine the four ver-
tical faces of boxed workpieces in single setup with
minimal human assistance. Therefore, a horizontal ma-

chining center is widely used in an automated shop
floor with a loading and unloading system for work-
pieces to realize machining automation. On the other

Fig. 48.8 Machining center, equipped with an ATC (cour-
tesy of Makino Milling Machine Co. Ltd.)
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Fig. 48.9 Horizontal machining center (courtesy of Yamazaki
Mazak Corp.)

Fig. 48.10 Vertical machining center (courtesy of Yamazaki Mazak
Corp.)

hand, a vertical machining center is widely used in a die
and mold machine shop. In a vertical machining cen-
ter, the cutting tool can machine only the top surface
of boxed workpieces, but it is easy for human opera-
tors to understand tool motion relative to the machined
part.

Automatic Tool Changer (ATC)
ATC stands for automatic tool changer, which permits
loading and unloading of cutting tools from one ma-
chining operation to the next. The ATC is designed to
exchange cutting tools between the spindle and a tool
magazine, which can store more than 20 tools. The

Fig. 48.11 ATC: automatic tool changer (courtesy of Ya-
mazaki Mazak Corp.)

large capacity of the tool magazine allows a variety of
workpieces to be machined. Additionally, higher tool-
change speed and reliability are required to achieve
a fast machining cycle. Figure 48.11 shows an example
of a twin-arm-type ATC driven by a cam mechanism to
ensure reliable high-speed tool change.

Automatic Pallet Changer (APC)
APC stands for automatic pallet changer, which permits
loading and unloading of workpieces for machining au-
tomation. Most horizontal machining centers have two
pallet tables to exchange the parts before and after ma-

Fig. 48.12 APC: automatic pallet changer (courtesy of Ya-
mazaki Mazak Corp.)
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Fig. 48.13 Turning center or CNC lathe (courtesy of Ya-
mazaki Mazak Corp.) �

chining automatically. Figure 48.12 shows an example
of an APC. The operator can be unloading the finished
part and loading the next part on one pallet while the
machining center is processing the current part on an-
other pallet.

48.2.2 Turning Center

A turning center is a highly automated NC lathe to per-
form multiple turning operations. Figure 48.13 shows
a typical turning center. Changing of cutting tools is per-
formed by a turret tool changer which can hold about
ten turning and milling tools. Therefore, a turning cen-
ter enables not only turning operations but also milling
operations such as end milling, drilling, and tapping in
a single machine setup. Some turning centers have two
spindles and two or more turret tool changers to com-
plete all machining operations of cylindrical parts in
a single machine setup. In this case, the first half of the
machining operations of the workpiece are carried out
on one spindle, then the second half of the machining
operations are carried out on another spindle, without
unloading and loading of the workpiece. This reduces
production time.

Turret Tool Changer
Figure 48.14 shows a tool turret with 12 cutting tools.
A suitable cutting tool for the target machining opera-
tion is indexed automatically under numerical control
for continuous machining operations. The most sophis-
ticated turning centers have tool monitoring systems
which check tool length and diameter for automatic
tool alignment and sense tool wear for automatic tool
changing.

48.2.3 Fully Automated Machining: FMS
and FMC

Flexible Manufacturing System (FMS)
The concept of the flexible manufacturing system
(FMS) was proposed during the mid-1960s. It aims to
perform automatic machining operations unaided by
human operators to machine various parts. Machining
centers are key components of the FMS for flexible ma-
chining operations. Figure 48.15 shows a typical FMS,
which consists of five machining centers, one conveyor,
one load/unload station, and a central computer that
controls and manages the components of the FMS.

Fig. 48.14 Tool turret in turning center (courtesy of Ya-
mazaki Mazak Corp.)

Fig. 48.15 Flexible manufacturing system (courtesy of Ya-
mazaki Mazak Corp.)
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No manufacturing system can be completely flex-
ible. FMSs are typically used for mid-volume and
mid-variety production. An FMS is designed to ma-
chine parts within a range of style, sizes, and processes,
and its degree of flexibility is limited. Additionally,
the machining shape is changeable through the part
programs that control the NC machine tools, and the
part programs required for every shape to be ma-
chined have to be prepared before the machining
operation. Therefore a new shape that needs a part pro-
gram is not acceptable in conventional FMSs, which
is why a third innovation of machine tools is re-
quired to achieve autonomous machining operations
instead of automatic machining operations to achieve
true FMS.

An FMS consists of several NC machine tools such
as machining centers and turning centers, material-
handling or loading/unloading systems such as indus-
trial robots and pallets changer, conveyer systems such
as conveyors and automated guided vehicles (AGV),
and storage systems. Additionally, an FMS has a central
computer to coordinate all of the activities of the FMS,
and all hardware components of the FMS generally
have their own microcomputer for control. The central
computer downloads NC part programs, and controls

the material-handling system, conveyer system, storage
system, and management of materials and cutting tools,
etc.

Human operators play important roles in FMSs, per-
forming the following tasks:

1. Loading/unloading parts at loading/unloading sta-
tions

2. Changing and setting of cutting tools
3. NC part programming
4. Maintenance of hardware components
5. Operation of the computer system.

These tasks are indispensable to manage the FMS suc-
cessfully.

Flexible Manufacturing Cell (FMC)
Basically, FMSs are large systems to realize manu-
facturing automation for mid-volume and mid-variety
production. In some cases, small systems are applicable
to realize manufacturing automation. The term flexible
manufacturing cell (FMC) is used to represent small
systems or compact cells of FMSs. Usually, the number
of machine tools included in a FMC is three or fewer.
One can consider that an FMS is a large manufacturing
system composed of several FMCs.

48.3 NC Part Programming

The task of programming to operate machine tools au-
tomatically is called NC part programming because the
program is prepared for a part to be machined. NC part
programming requires the programmer to be familiar
with both the cutting processes and programming pro-
cedures. The NC part program includes the detailed
commands to control the positions and motion of the
machine tool. In numerical control, the three linear axes
(x, y, z) of the Cartesian coordinate system are used

+z

a) b)
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Fig. 48.16a,b Coordinate systems in numerical control.
(a) Cylindrical part for turning; (b) cuboid part for
milling

to specify cutting tool positions, and three rotational
axes (a, b, c) are used to specify the cutting tool pos-
tures. In turning operations, the position of the cutting
tool is defined in the x–z plane for cylindrical parts, as
shown in Fig. 48.16a. In milling operations, the position
of the cutting tool is defined by the x-, y-, and z-axes for
cuboid parts, as shown in Fig. 48.16b.

Numerical control realizes programmable automa-
tion of machining. The mechanical actions or motions
of the cutting tool relative to the workpiece and the con-
trol sequence of the machine tool equipments are coded
by alphanumerical data in a program. NC part program-
ming requires a programmer who is familiar with the
metal cutting process to define the points, lines, and
surfaces of the workpiece, and to generate the alphanu-
merical data. The most important NC part programming
techniques are summarized as follows:

1. Manual part programming
2. Computer-assisted part programming – APT and

EXAPT
3. CAM-assisted part programming.
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Machine Tool Automation 48.3 NC Part Programming 845

48.3.1 Manual Part Programming

This is the simplest way to generate a part program. Ba-
sic numeric data and alphanumeric codes are entered
manually into the NC controller. The simplest com-
mands example is shown as follows:

N0010 M03 S1000 F100 EOB

N0020 G00 X20.000 Y50.000 EOB

N0030 Z20.000 EOB

N0040 G01 Z−20.000 EOB

Each code in the statement has a meaning to define
a machining operation. The “N” code shows the se-
quence number of the statement. The “M” code and
the following two-digit number define miscellaneous
functions; “M03” means to spindle on with clock-
wise rotation. The “S” code defines the spindle speed;
“S1000” means that the spindle speed is 1000 rpm. The
“F” code defines the feed speed; “F100” means that the
feed is 100 mm/min. “EOB” stands for “end of block”
and shows the end of the statement. The “G” code
and the following two-digit number define preparatory
functions; “G00” means rapid positioning by point-to-
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CIR

LN3

LN2

40 60 80
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80
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20

0

PARTNO TEMPLET
REMARK PART TYPE KS-02
 $$
  MACHINE/F 240, 2
  CLPRT
  OUTTOL/0.002
  INTOL/0.002
  CUTTER/10  $$ FLAT END MILL DIA=10mm
 $$ DEFINITION
  LN1=LINE/20, 20, 20, 70
  LN2=LINE/(POINT/20, 70), ATANGL, 75, LN1
  LN3=LINE/(POINT/40, 20), ATANGL, 45
  LN4=LINE/20, 20, 40, 20
  CIR=CIRCLE/YSMALL, LN2, YLARGE, LN3, RADIUS, 10
  XYPL=PLANE/0, 0, 1, 0             $$ XYPLANE
  SETPT=POINT/-10, -10, 10
 $$ MOTION
  FROM/SETPT
  FEDRAT/FO1  $$ RAPID SPEED
  GODLTA/20, 20, -5 
  SPINDL/ON
  COOLNT/ON
  FEDRATE/FO2
  GO/TO, LN1, TO, XYPL, TO, LN4

  FEDRAT/FO3              $$ CUTTING SPEED
  TLLFT, GOLFT/LN1, PAST, LN2
  GORGT/LN2, TANTO, CIR
  GOFWD/CIR, TANTO, LN3
  GOFWD/LN3, PAST, LN4
  GORGT/LN4, PAST, LN1

  FEDRAT/FO2
  GODLTA/0, 0, 10
  SPINDL/OFF
  COOLNT/OFF
  FEDRAT/FO1
  GOTO/SETPT
  END
 $$
  PRINT/3, ALL
  FINI

Start statement
Comment
Comment
Selection of post processor

Outer tolerance
Inner tolerance
   Cutting tool
Definition of geometry

Motion of machine tool
Start point
 Feed rate
Tool motion
Spindle on
Coolant on
Feed rate
 Tool motion

  Feed rate
 Tool motion
 Tool motion
 Tool motion
 Tool motion
 Tool motion

Feed rate
Tool motion
Spindle off
Coolant off
Feed rate
Tool motion
Stop

Print out
End statement

Fig. 48.17 Example program list in APT

point control. The “X” and “Y” codes indicate the x-
and y-coordinates. The cutting tool moves rapidly to
the position x = 20 mm and y = 50 mm with the sec-
ond statement. Then, the cutting tool moves rapidly
again to the position z = 20 mm with the third state-
ment. “G01” means linear positioning at controlled
feed speed. Then the cutting tool moves with the feed
speed, defined by “F100” in this example, to position
z = −20 mm.

The positioning control can be classified into two
types, (1) point-to-point control and (2) continuous path
control. “G00” is a positioning command for point-to-
point control. This command only identifies the next
position required at which a subsequent machining op-
eration such as drilling is performed. The path to get
to the position is not considered in point-to-point con-
trol. On the other hand, the path to get to the position is
controlled simultaneously in more than one axis to fol-
low a line or circle in continuous path control. “G01” is
a positioning command for linear interpolation. “G02”
and “G03” are positioning commands for circular in-
terpolation. These commands permit the generation of
two-dimensional curves or three-dimensional surfaces
by turning or milling.
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48.3.2 Computer-Assisted Part
Programming: APT and EXAPT

Automatically programmed tools is the most impor-
tant computer-assisted part programming language and
was first used to generate part programs in produc-
tion around 1960. EXAPT contains additional functions
such as setting of cutting conditions, selection of cut-
ting tool, and operation planning besides the functions
of APT. APT provides two steps to generate part
programs: (1) definition of part geometry, and (2) spec-
ification of tool motion and operation sequence. An
example program list is shown in Fig. 48.17. The fol-
lowing APT statements define the contour of the part
geometry based on basic geometric elements such as
points, lines, and circles:

LN1 =LINE/20, 20, 20, 70

LN2 =LINE/(POINT/20, 70),ATANGL, 75,LN1

LN3 =LINE/(POINT/40, 20),ATANGL, 45

LN4 =LINE/20, 20, 40, 20

CIR =CIRCLE/YSMALL,LN2,

YLARGE,LN3,RADIUS, 10

where LN1 is the line that goes through points (20, 20)
and (20, 70); LN2 is the line that goes from point (20,
70) at 75◦ to LN1; LN3 is the line that goes from point
(40, 20) at 45◦ to the horizontal line; LN4 is the line
that goes through points (20, 20) and (40, 20); and CIR
is the circle tangent to lines LN2 and LN3 with radius
10. Most part shapes can be described using these APT
statements.

On the other hands, tool motions are specified by the
following APT statements:

TLLFT,GOLFT/LN1,PAST,LN2

GORGT/LN2,TANTO,CIR

GOFWD/CIR,TANTO,LN3

where “TLLFT, GOLFT/LN1” indicates that the tool
positions left (TLLFT) of the line LN1, goes left
(GOLFT), and moves along the line LN1. “PAST, LN2”
indicates that the tool moves until past (PAST) the line
LN2. “GORGT/LN2” indicates that the tool goes right
(GORGT) and moves along the line LN2. “TANTO,
CIR” indicates that the tool moves until tangent to
(TANTO) the circle CIR. GOFWD/CIR indicates that
the tool goes forward (GOFWD) and moves along

the circle CIR. “TANTO, LN3” indicates that the tool
moves until tangent to the line LN3.

Additional APT statements are prepared to de-
fine feed speed, spindle speed, tool size, and toler-
ances of tool paths. The APT program completed by
the part programmer is translated by the computer
to the cutter location (CL) data, which consists of
all the geometry and cutter location information re-
quired to machine the part. This process is called
main processing or preprocessing to generate NC
commands. The CL data is converted to the part
program, which is understood by the NC machine
tool controller. This process is called postprocessing
to add NC commands to specify feed speed, spin-
dle speed, and auxiliary functions for the machining
operation.

48.3.3 CAM-Assisted Part Programming

CAM systems grew based on technologies relating to
APT and EXAPT. Originally, CAM stood for computer-
aided manufacturing and was used as a general term
for computer software to assist all operations while re-
alizing manufacturing. However, CAM is now used to
indicate computer software to assist part programming
in a narrow sense.

The biggest difference between part programming
assisted by APT and CAM is usability. Part program-
ming assisted by APT is based on batch processing.
Therefore, many programming errors are not detected
until the end of computer processing. The other hand,
part programming assisted by CAM is interactive-mode
processing with a visual and graphical environment.
It therefore becomes easy to complete a part program
after repeated trial and error using visual verifica-
tion. Additionally, close cooperation between CAD
and CAM offers a significant benefit in terms of
part programming. The geometrical data for each part
designed by CAD are available for automatic tool-
path generation, such as surface profiling, contouring,
and pocket milling, in CAM through software rou-
tines. This saves significant programming time and
effort for part programming. Recently, some simu-
lation technologies have become available to verify
part programs free from machining trouble. Optimiza-
tion of feed speed and detection of machine crash
are two major functions for part program verification.
These functions also save significant production lead
time.
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48.4 Technical Innovation in NC Machine Tools

48.4.1 Functional and Structural
Innovation by Multitasking
and Multiaxis

Turning and Milling Integrated Machine Tool
Recently, a turning and milling integrated machine tool
has been developed as a sophisticated turning center.
It also has a rotating cutting tool which can perform
milling operation besides turning operation, as shown in
Fig. 48.18. The benefits of the use of turning and milling
integrated machine tools are

1. Reduction of production time
2. Improved machining accuracy
3. Reduction of floor space and initial cost.

As the high performance of these machine tools
was accepted, the configuration became more and
more complicated. Multispindles and multiturrets are
integrated to perform multitasks simultaneously. The
machine tool shown in Fig. 48.18 has two spindles: one
milling spindle with four axes and one turret with two
axes. Increasing the complexity of these machine tools
causes the risk of machine crashes during machining
operation, and requires careful part programming to
avoid machine crashes.

Five-Axis Machining Center
Multiaxis machining centers are expanding in practical
applications rapidly. The multiaxis machining center is
applied to generate a workpiece with complex geome-
try with a single machine setup. In particular, five-axis
machining centers have become popular for machining
aircraft parts and complicated surfaces such as dies and
molds. A typical five-axis machining center is shown in
Fig. 48.19. Benefits to the use of multiaxis machining
centers are

1. Reduction of preparation time
2. Reduction of production time
3. Improved machining accuracy.

Parallel Kinematic Machine Tool
A parallel kinematic machine tool is classified as a mul-
tiaxis machine tool. In the past years, parallel kinematic
machine tools (PKM) have been studied with inter-
est for their advantages of high stiffness, low inertia,
high accuracy, and high-speed capability. Okuma Cor-
poration in Japan developed the parallel mechanism
machine tool COSMO CENTER PM-600 shown in

Fig. 48.20. This machine tool achieves high-speed and
high-degrees-of-freedom machining operation for prac-
tical products. Also, high-speed milling of a free surface
is shown in Fig. 48.20.

Ultraprecision Machine Tool
Recently, ultraprecision machining technology has ex-
perienced major advances in machine design, perfor-
mance, and productivity. Ultraprecision machining was
successfully adopted for the manufacture of computer
memory discs used in hard-disk drives (HDD), and also

Fig. 48.18 Milling and turning integrated machine tool (courtesy of
Yamazaki Mazak Corp.)

B axisB axis

C axisC axis
C axisC axis

B axisB axis

Fig. 48.19 Five-axis machining center (courtesy of Mori Seiki Co.
Ltd.)
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Cross groove
 V-angle  :  90°
 Pitch  :  0.3 µm 
 Height  :  0.15 µm
 Material :  Ni-P plate 

0.3µm
0.3µm

Fig. 48.21 Ultraprecision machine tool (courtesy of Fanuc Ltd.)

Fig. 48.20 Parallel kinematic machining center (courtesy
of OKUMA Corp.) �

photoreflector components used in photocopiers and
printers. These applications require extremely high geo-
metrical accuracies and form deviations in combination
with supersmooth surfaces.

The FANUC ROBONANO α-0iB is shown in
Fig. 48.21 as an example of a five-axis ultraprecision
machine tool. Nanometer servo-control technologies
and air-bearing technologies are combined to realize
an ultraprecision machine tool. This machine provides
various machining methods for mass production with
nanometer precision in the fields of optical electronics,
semiconductor, medical, and biotechnology.

48.4.2 Innovation in Control Systems
Toward Intelligent CNC Machine
Tools

The framework of future intelligent CNC machine tools
is summarized in Fig. 48.22. A conventional CNC con-
trol system has two major levels: the servo control
(level 1 in Fig. 48.22) and the interpolator (level 2) for
the axial motion control of machine tools. Certainly, the
conventional CNC control system can achieve highly
sophisticated motion control, but it cannot achieve
sophisticated cutting process control. Two additional
levels of control hierarchy, levels 3 and 4 in Fig. 48.22,
are required for a future intelligent CNC control system
to achieve more sophisticated process control.

Machining operations by conventional CNC ma-
chine tools are generally dominated by NC programs,
and only feed speed can be adapted. For sophisticated
cutting process control, dynamic adaptation of cutting
parameters is indispensable. The adaptive control (AC)
scheme is assigned at a higher level (level 3) of the
control hierarchy, enabling intelligent process monitor-
ing, which can detect machining state independently of
cutting conditions and machining operation.

Level 4 in Fig. 48.22 is usually regarded as a super-
visory level that receives feedback from measurements
of the finished part. A reasonable index to evaluate the
cutting results and a reasonable strategy to improve cut-
ting results are required at this level. For this purpose,
the utilization of knowledge, knowhow, and skill related
to machining operations has to be considered. Effec-
tive utilization of feedback information regarding the
cutting results is very important.

Additionally, an autonomous process planning strat-
egy, which can generate a flexible and adaptive working
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Future intelligent CNC machine tools with adaptive and process control

Current CNC machine tools with/without adaptive control

Computer

• Process planning
• Tool path
 generation
 (CAPP, CAM)

CNC controller

• Tool path
• Cutting conditions

• Tool position
• Tool velocity

Actuator

• Servo-amplifier
• Servo-motor
• Ball screw

Machine tool

Deformation/vibration/
noise

Servo-control (Level 1)

Interpolation (Level 2)

Cutting process information (Level 3)

Cutting results (Level 4)

: Key issues for future intelligent CNC machine tools

Temperature/vibration

• Relative motion
 between tool and
 workpiece
• Cutting operation

Cutting process

• Knowledge
• Knowhow
• Skill

• Cutting force
• Temperature
• Vibration
• Noise

• Machining accuracy
• Surface roughness
• Tool condition

Database

Fig. 48.22 Framework of intelligent machine tools (CAPP – computer aided process planning)

plan, is required as a function of intelligent CNC ma-
chine tools. It must be responsive and adaptive to
unpredictable changes, such as job delay, job insertion,
and machine breakdown on machining shop floors. In
order to generate the operation plan autonomously, sev-
eral planning and information processing functions are
needed. Operation planning, cutting tool selection, cut-
ting parameters assignment, and tool-path generation
for each machining operation are required at the ma-
chine level. Product data analysis and machining feature
recognition are important issues as part of information
processing.

48.4.3 Current Technologies
of Advanced CNC Machine Tools

Open Architecture Control
The concept of open architecture control (OAC) was
proposed in the early 1990s. The main aim of OAC
was easy implementation and integration of customer-
specific controls by means of open interfaces and
configuration methods in a vender-neutral standardized
environment [48.2]. It provides the methods and utili-
ties for integrating user-specific requirements, and it is
required to implement several intelligent control appli-
cations for process monitoring and control.

Altintas has developed a user-friendly, reconfig-
urable, and modular toolkit called the open real-time
operating system (ORTS). ORTS has several intelligent
machining modules, as shown in Fig. 48.23. It can be

used for the development of real-time signal process-
ing, motion, and process control applications. A sample
tool-path generation using quintic spline interpolation
for high-speed machining is described as an applica-
tion, and a sample cutting force control has also been
demonstrated [48.3].

Mori and Yamazaki developed an open servo-control
system for an intelligent CNC machine tool to mini-
mize the engineering task required for implementing
custom intelligent control functions. The conceptual de-
sign of this system is shown in Fig. 48.24. The software
model reference adaptive control was implemented as
a custom intelligent function, and a feasibility study was
conducted to show the effectiveness of the open servo
control [48.4]. Open architecture control will reach the
level of maturity required to replace current CNC con-
trollers in the near future. The custom intelligent control
functions required for an intelligent machine tool will
be easy to implement with the CNC controller. Ma-
chining performance in terms of higher accuracy and
productivity will thereby be enhanced.

Feedback of Cutting Information
Yamazaki proposed TRUE-CNC as a future-oriented
CNC controller. (TRUE-CNC was named after the
following key words. T: transparent, transportable,
transplantable, R: revivable, U: user-reconfigurable,
and E: evolving.) The system consists of an informa-
tion service, quality control and diagnosis, monitoring,
control, analysis, and planning sections, as shown in
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Fig. 48.23 Application of ORTS on the design of CNC and machining process monitoring (after [48.3]) (DSP – digital
signal processor, FFT – fast Fourier transform, FRF – frequency response function, PID – proportional–integral–
derivative controller, PPC – pole placement controller, CCC – cross coupling controller, ZPETC – zero phase error
tracking controller, I/O – input/output, MT – machine tool)
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Fig. 48.24 Conceptual design of open servo system (after [48.4])

Fig. 48.25 [48.5]. TRUE-CNC allows the operator to
achieve maximum productivity and highest quality
for machined parts in a given environment with au-
tonomous capture of machining operation proficiency
and machining knowhow. The autonomous coordinate

measurement planning (ACMP) system is a compo-
nent of TRUE-CNC, and enhances the operability of
coordinate measuring machines (CMMs). The ACMP
generates probe paths autonomously for inline mea-
surement of machined parts [48.6]. Inspection results
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Fig. 48.26 Software system configuration of open architecture CNC (after [48.8])

or measurement data are utilized to evaluate the ma-
chining process to be finished and to assist in the
decision-making process for new operation planning.
The autonomous machining process analyzer (AMPA)
system is also a component of TRUE-CNC. In order to
retrieve knowledge, knowhow, and skill related to ma-
chining operations, the AMPA analyzes NC programs
coded by experienced machining operators and gathers
machining information. Machining process sequence,
cutting conditions, machining time, and machining
features are detected automatically and stored in the ma-
chining knowhow database [48.7], whihc is then used to
generate new operation plans.

Mitsuishi developed a CAD/CAM mutual informa-
tion feedback machining system which has capabilities
for cutting state monitoring, adaptive control, and learn-
ing. The system consists of a CAD system, a database,
and a real-time controller, as shown in Fig. 48.26 [48.8].
The CNC machine tool equipped with a six-axis force
sensor was controlled to obtain the stability lobe dia-
gram. Cutting parameters, such as depth of cut, spindle
speed, and feed speed, are modified dynamically ac-
cording to the sequence for finding stable cutting
states, and the stability lobe diagram is obtained au-

tonomously. The stability lobe diagram is then used to
determine chatter-free cutting conditions. Furthermore,
Mitsuishi proposed a networked remote manufacturing
system which provides remote operating and monitor-
ing [48.9]. The system demonstrated the capability to
transmit the machining state in real time to the operator
who is located far from the machine tool. The operator
can modify the cutting conditions in real time depend-
ing on the machining state monitored.

Five-Axis Control
Most commercial CAM systems are not sufficient to
generate suitable cutter location (CL) data for five-axis
control machining. The CL data must be adequately
generated and verified to avoid tool collision with
the workpiece, fixture, and machine tool. In general,
five-axis control machining has the advantage of en-
abling arbitrary tool posture, but it makes it difficult
to find a suitable tool posture for a machining strategy
without tool collision. Morishige and Takeuchi applied
the concept of C-space to generate tool-collision-free
CL data for five-axis control [48.10, 11]. The two-
dimensional C-space is used to represent the relation
between the tool posture and the collision area, as
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Fig. 48.27 Configuration space to define tool posture (af-
ter [48.11])

shown in Fig. 48.27. Also, three-dimensional C-space
is used to generate the most suitable CL data which
satisfy the machining strategy, smooth tool movement,
good surface roughness, and so on. Experimental five-
axis-control collision-free machining was performed
successfully, as shown in Fig. 48.28.

48.4.4 Autonomous and Intelligent
Machine Tool

The whole machining operation of conventional CNC
machine tools is predetermined by NC programs. Once
the cutting conditions, such as depth of cut and stepover,
are given by the machining commands in the NC pro-
grams, they are not generally allowed to be changed

Collision-free tool posture

Fig. 48.28 Five-axis control machining (after [48.11])

during machining operations. Therefore NC programs
must be adequately prepared and verified in advance,
which requires extensive amounts of time and effort.
Moreover, NC programs with fixed commands are not
responsive to unpredictable changes, such as job de-
lay, job insertion, and machine breakdown found on
machining shop floors.

Shirase proposed a new architecture to control
the cutting process autonomously without NC pro-
grams. Figure 48.29 shows the conceptual structure
of autonomous and intelligent machine tools (AIMac).
AIMac consists of four functional modules called
management, strategy, prediction, and observation. All
functional modules are connected with each other to
share cutting information.

Digital Copy Milling
for Real-Time Tool-Path Generation

A technique called digital copy milling has been de-
veloped to control a CNC machine tool directly. The
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Fig. 48.29 Conceptual structure of AIMac

digital copy milling system can generate tool paths in
real time based on the principle of traditional copy
milling. In digital copy milling, a tracing probe and
a master model in traditional copy milling are repre-
sented by three-dimensional (3-D) virtual models in
a computer. A virtual tracing probe is simulated to fol-
low a virtual master model, and cutter locations are
generated dynamically according to the motion of the
virtual tracing probe in real time. In the digital copy
milling, cutter locations are generated autonomously,
and an NC machine tool can be instructed to perform
milling operation without NC programs. Additionally,
not only stepover, but also radial and axial depths of

cut can be modified, as shown in Fig. 48.30. Also, dig-
ital copy milling can generate new tool paths to avoid
cutting problems and change the machining sequence
during operation [48.12].

Furthermore, the capability for in-process cutting
parameters modification was demonstrated, as shown in
Fig. 48.31 [48.13]. Real-time tool-path generation and
the monitored actual milling are shown in the lower-
left corner and the upper-right corner of this figure.
The monitored cutting torque, adapted feed rate, and
radial and axial depths of cut are shown in the lower-
right corner of this figure. The cutting parameters can
be modified dynamically to maintain the cutting load.
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Fig. 48.30a–d Example of real-time tool-path generation.
(a) Bilateral zigzag paths; (b) contouring paths; (c) change
of stepover; (d) change of cutting depth �
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1104
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Fig. 48.31 Adaptive milling on AIMac
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Flexible Process
and Operation Planning System

A flexible process and operation planning system has
been developed to generate cutting parameters dynami-
cally for machining operation. The system can generate
the production plan from the total removal volume
(TRV). The TRV is extracted from the initial and
finished shapes of the product and is divided into ma-
chining primitives or machining features. The flexible

process and operation planning system can generate
cutting parameters according to the machining features
detected. Figure 48.32 shows the operation sequence
and cutting tools to be used. Cutting parameters are
determined for the experimental machining shape. The
digital copy milling system can generate the tool paths
or CL data dynamically according to these results and
perform the autonomous milling operation without re-
quiring any NC program.

48.5 Key Technologies for Future Intelligent Machine Tool

Several architectures and technologies have been pro-
posed and investigated as mentioned in the previous
sections. However, they are not yet mature enough to
be widely applied in practice, and the achievements of
these technologies are limited to specific cases.

Achievements of key technologies for future in-
telligent machine tools are summarized in Fig. 48.33.
Process and machining quality control will become
more important than adaptive control. Dynamic tool-
path generation and in-process cutting parameters
modification are required to realize flexible machining
operation for process and machining quality control.
Additionally, intelligent process monitoring is needed
to evaluate the cutting process and machining quality

Motion control

Adaptive control

Process and quality control

Monitoring (sensing)

Intelligent process monitoring

Open architecture concept

Process planning

Operation planning

Utilization of knowhow

Learning of knowhow

Network communication

Distributed computing

Key technologies Conceptual >>>>> >>>>>Confirmed Practical

Fig. 48.33 Achievements of key technologies for future intelligent machine tools

for process and machining quality control. A reasonable
strategy to control the cutting process and a reasonable
index to evaluate machining quality are required. It is
therefore necessary to consider utilization and learning
of knowledge, knowhow, and skill regarding machining
operations.

A process planning strategy with which one can
generate flexible and adaptive working plans is re-
quired. An operation planning strategy is also required
to determine the cutting tool and parameters. Prod-
uct data analysis and machining feature recognition are
important issues in order to generate operation plans
autonomously.

Sections 48.4.2–48.5 are quoted from [48.14].
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Digital Manuf49. Digital Manufacturing
and RFID-Based Automation

Wing B. Lee, Benny C.F. Cheung, Siu K. Kwok

Advances in the Internet, communication tech-
nologies, and computation power have accelerated
the cycle of new product development as well
as supply chain efficiency in an unprecedented
manner. Digital technology provides not only an
important means for the optimization of produc-
tion efficiency through simulations prior to the
start of actual operations but also facilitates man-
ufacturing process automation through efficient
and effective automatic tracking of production
data from the flow of materials, finished goods,
and people, to the movement of equipment and
assets in the value chain. There are two major
applications of digital technology in manufactur-
ing. The first deals with the modeling, simulation,
and visualization of manufacturing systems and
the second deals with the automatic acquisition,
retrieval, and processing of manufacturing data
used in the supply chain. This chapter summarizes
the state of the art of digital manufacturing which
is based on virtual manufacturing (VM) simulation
and radio frequency identification (RFID)-based
automation. The associated technologies, their key
techniques, and current research work are high-
lighted. In addition, the social and technological
obstacles to the development of a VM system and
in an RFID-based manufacturing process automa-
tion system, and some practical application case
studies of digital manufacturing based on VM and
RFID-based automation, are also discussed.
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49.1 Overview

The industrial world is undergoing profound changes
as the information age unfolds [49.1]. The competi-
tive advantage in manufacturing has shifted from the
mass-production paradigm to one that is based on fast

responsiveness and on flexibility [49.2]. One of the
important issues in manufacturing is related to the in-
tegration of engineering and production activities. This
includes integration of developers, suppliers, and cus-
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tomers through the entire production cycle, involving
design, production, testing, servicing, and marketing.
The scope of digital manufacturing includes manifest-
ing physical parts directly from three dimensional (3-D)
computer-aided design (CAD) files or data, using addi-
tive fabrication techniques such as 3-D printing, rapid
prototyping from virtual manufacturing (VM) models,
and the use of radiofrequency identification (RFID)
for supporting manufacturing process optimization and
resources planning. Examples can be found in Red-
Eye [49.3], Stratasys [49.4], and Autodesk [49.5]. To
achieve the integration, digital manufacturing, which
covers all the engineering functions, information flow,
and the precise characteristics of a manufacturing sys-
tem are needed. Manufacturing enterprises are now
forced to digitize manufacturing information and accel-
erate their manufacturing innovation in order to improve
their competitive edge in the global market.

There are two major applications of digital tech-
nology in manufacturing. One is based on virtual
manufacturing, which deals with the modeling, simu-
lation, and visualization of manufacturing systems. The
second is based on the automation of the manufactur-
ing process and deals with the automatic acquisition,
retrieval, and processing of manufacturing data en-
countered in the supply chain. In this chapter, the state
of the art of digital manufacturing based on recent
advances in VM and RFID-based automation is sum-
marized. The concept and benefits of VM and RFID
are presented, while the associated technologies, their
key techniques, and current research work are also
highlighted. The social and technological obstacles in
the development of a VM system and an RFID-based
manufacturing process automation system together with
some case studies are discussed at the end of the
chapter.

49.2 Digital Manufacturing Based on Virtual Manufacturing (VM)

49.2.1 Concept of VM

Digital manufacturing based on VM integrates man-
ufacturing activities dealing with models and sim-
ulations, instead of objects and their operations in
the real world. This provides a digital tool for the

Comparison
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Manufacturing
resource model

Manufacturing environment model

Manufacturing environment

Prototype and product Manufacturing resources

Monitoring
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Fig. 49.1 Conceptual view of a virtual manufacturing system (after
Kimura et al. [49.6])

optimization of the efficiency and effectiveness of
the manufacturing process through simulations prior
to actual operation and production. A VM system
can produce digital information to facilitate physical
manufacturing processes. The concept, significance,
and related key techniques of VM were addressed
by Lawrence Associate Inc. [49.7] while the contri-
bution and achievements of VM were reviewed by
Shukla [49.8]. As mentioned by Kimura [49.6], a typ-
ical VM system consists of a manufacturing resource
model, a manufacturing environment model, a prod-
uct model, and a virtual prototyping model. Some
active research work is found in the study of both
conceptual and constructive VM systems. Onosato and
Iwata [49.9] developed the concept of a VM system,
and Kimura [49.6] described the product and process
model of a VM system. Based on the concept and the
model, Iwata et al. [49.10] proposed a general modeling
and simulation architecture for a VM system. Gause-
meier et al. [49.11] has developed a cyberbike VM
system for the real-time simulation of an enterprise that
produces bicycles. With the use of a VM system, people
can observe the information in terms of the structure,
states, and behaviors equivalent to a real manufactur-
ing environment, in a virtual environment [49.12, 13].
Various manufacturing processes can be integrated and
realized in one system so that manufacturing cost and
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time to market can be reduced and productivity can be
significantly improved.

A conceptual view of a VM system according to
Kimura [49.6] is shown in Fig. 49.1. The manufactur-
ing activities and processes are modeled before, and
sometimes in parallel with, the operations in the real
world. Interaction between the virtual and real worlds is
accomplished by continuous monitoring of the perfor-
mance of the VM system. Since a VM model is based
on real manufacturing facilities and processes, it pro-
vides realistic information about the product and its
manufacturing processes, and also allows for their eval-
uation and validation. Since no physical conversion of
materials into products is involved in VM, this helps
to enhance production flexibility and reduce the cost of
production as the cost for making the physical proto-
types can be reduced.

Basically, the classification of a VM system is based
on the type of system integration, the product and
process design, and the functional applications. Ac-
cording to the definitions proposed by Onosato and
Iwata [49.9], every manufacturing system can be de-
composed into four different subsystems: a real and
physical system (RPS), a real information system (RIS),
a virtual physical system (VPS), and a virtual infor-
mation system (VIS). A RPS consists of substantial
entities such as materials, parts, and machines that ex-
ist in the real world, while a RIS involves the activities
of information processing and decision making such as
design, scheduling, controlling, and prediction, etc. On
the other hand, a computer system that simulates the re-
sponses of a real physical system is a virtual physical
system, which can be represented by a factory model,
product model, and a production process model. The
production process models are used to determine the in-
teractions between the factory model and each of the
product models. A VIS is a computer system which sim-
ulates a RIS and generates control commands for the
RPS.

VM can be subdivided into product-design-centered
VM, production-centered VM, and control-centered
VM according to the product design and process de-
sign functions. The product-design-centered VM makes
use of different virtual designs to produce the produc-
tion prototype. The relevant information about a new
product (product features, tooling, manufacturability,
etc.) is provided to the designer and to the manufac-
turing system designers to support decision making in
the product design process. Production-centered VM
is based on the RPS or VPS to simulate the activities
in process development and alternative process plans

while the control-centered VM aims at optimizing the
production cycles based on dynamic control of process
parameters.

Production-centered VM, on the other hand, is
based on the functional use so as to provide interactive
simulation of various manufacturing or business pro-
cesses such as virtual prototyping, virtual operational
system, virtual inspection, virtual machining, virtual as-
sembly, etc. Virtual prototyping (VP) mainly deals with
the processes, tooling, and equipment such as injec-
tion molding processes, while virtual machining mainly
deals with cutting processes such as turning, milling,
drilling and grinding, etc. Finally, control-centered VM
technology is used to study the factors affecting the
quality, machining time, and costs based on the mod-
eling and simulation of the material removal process as
well as on the relative motion between the tool and the
workpiece. Virtual inspection makes use of VM tech-
nology to model and simulate the inspection process,
and the physical and mechanical properties of the in-
spection equipment. The aim of this is to study the
inspection methodologies, inspection plans, and the fac-
tors affecting the accuracy of the inspection process, etc.
In assembly work, VM is mainly used to investigate
the assembly processes, the mechanical and physical
characteristics of the equipment and tooling, and the in-
terrelationship between different parts so as to predict
the quality of an assembly or product cycle. It will also
examine the costs as well as evaluating the feasibility
of the plan of the assembly process. VM can also be
used for virtual operational control, the aim of which is
to evaluate the design and operational performance of
the material flow and information flow system, etc. VM
technology is also used for investigating the human be-
havior of the different workers who handle the various
tasks such as assembling parts, queuing, handling doc-
uments, etc. The human factors affecting the operation
of a manufacturing or business system can be predicted
and evaluated.

49.2.2 Key Technologies Involved in VM

The development of VM demands multidisciplinary
knowledge and technologies related to computer hard-
ware and software, information technology, microelec-
tronics, manufacturing, and mathematical computation.
The key technological areas related to VM are:

1. Visualization technologies
VM makes use of direct graphic interfaces to display
highly accurate, easily understandable, and accept-
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Fig. 49.2 Evaluation of product design

able input and output information for the user. This
demands advanced visualization technologies such
as image processing, virtual reality (VR), multime-
dia, design of graphic interfaces, animation, etc.

2. Techniques for the establishment of a virtual manu-
facturing environment
A computerized environment for VM operations is
vital. This includes the hardware and software for
the computer, modeling and simulation of the in-
formation flow, support of the interface between the
real and the virtual environment, etc. This needs the
research and development of devices for VM oper-
ational environment, interface and control between
the VM system and the real manufacturing (RM)
system, information and knowledge integration and
acquisition, etc.

The selected block
with accident error
is highlight

a) b)

Identify the errors and
give suggestions for
correcting them

Fig. 49.3a,b NC program validation

3. Information-integrated infrastructure
This refers to the hardware and software develop-
ment for supporting the models and the sharing
of resources, i.e., information and communication
technologies (ICT) among dispersed enterprises.

4. Methods of information presentation
The information about product design and man-
ufacturing processes and related solid objects are
represented using different data formats, languages,
and data structure so as to achieve the data sharing in
the information system. There is a need for research
into advanced technologies for 3-D geometrical rep-
resentation, knowledge-based system description,
rule-based system description, customer-orientated
expert systems, feature-based modeling, physical
process description, etc.

5. Model formulation and reengineering techniques
In order to define, develop, and establish meth-
ods and techniques which are capable of realizing
the functions and interrelationships among various
models in the VM system, various techniques are
employed, including model exchange, model man-
agement, model structure, data exchange, etc.

6. Modeling and simulation techniques
These refer to processes and methods used to mimic
the real world, on the computer. Further research
on the technologies related to dispersed network
modeling, continuous system modeling, model
databases and their management optimization anal-
ysis, validation of simulation results, development
of simulation tools, and software packaging tech-
nique are much needed.

7. Verification and evaluation
To ensure that the output from the VM system is
equivalent to that from the RM system, related tech-
nologies such as standards of evaluation, decision
tools, and evaluation methods are needed. These
methods are useful for verifying and evaluating the
performance and reliability of different models in
VM systems and their outputs.

Some of these technologies are comparatively ma-
ture. However, most of them have to be further
developed before they can be used to form an integrated
VM platform.

49.2.3 Some Typical Applications of VM

1. VM can be used in the evaluation of the feasibil-
ity of a product design, validation of a production
and business plan, and optimization of the product
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Fig. 49.4a,b Virtual training workshop (VTW) for ultraprecision machining center

design and of the business processes. Fine-tuning
of these will result in reduction of the cost of the
product throughout its lifecycle.

2. As shown in Figs. 49.2 and 49.3, VM can be used
to test and validate the accuracy of the product
and business process designs, for example, the de-
sign of the appearance of a product, analysis of
its dynamic characteristics, checking for the tool
path during machining process, numerical control
(NC) program validation, checking for possible
collision problems in machining [49.14] and assem-
bly [49.15].

3. With the use of VM, it is possible to conduct training
(Fig. 49.4) in a distributed virtual environment for
the operators, technicians, and management people
on the use of manufacturing facilities. The costs of
training and production can thus be reduced.

4. As a knowledge-acquisition vehicle, VM can be
used to acquire continuously the manufacturing
or business knowhow, traditional manufacturing or
business processes, production data, etc.

49.2.4 Benefits Derived from VM

1. VM can be used not only to predict the costs of
product or process development but can also be
used to provide the information about the process
capability [49.16]. It allows for the modeling and
simulation of the activities involved in process de-
velopment and also for alternative process plans.
It also enables the rapid evaluation of a produc-
tion plan, the evaluation of the operational status

of a manufacturing system as well as of the objec-
tives of the design of the physical system such as the
degree of optimization of manufacturing resources
and facilities, etc. The information generated from
VM system is useful for improving the accuracy of
the decisions made by the designer and the man-
agement. Possible problems in product or process
development can be predicted and resolved prior to
the actual operation.

2. VM can support VP, which simulates the materials,
processes, tooling, and equipment in the fabrica-
tion of prototypes. The factors affecting the process,
product quality, and hence the material properties,
processing time, and manufacturing costs can be
analyzed with the use of modeling and simula-
tion techniques. As more computer-based product
models are developed and prototyped upstream in
the product development process using VM, the
number of downstream physical prototypes tradi-
tionally made to validate the product models and
new designs can be reduced. Hence, the product
development time can be shortened.

3. With the virtual environment provided by VM
[49.17], customers can take part in the product de-
velopment process. Design engineers can respond
more quickly to customer queries and hence pro-
vide better solutions to the customers. Discussion,
manipulation, and modification of the product data
model directly among personnel with different tech-
nical backgrounds are also facilitated. As a result the
competitive edge of an enterprise in the market can
be enhanced.
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49.3 Digital Manufacturing by RFID-Based Automation

Another major application of digital manufacturing
deals with the automatic acquisition and processing of
manufacturing data in the supply chain. This is due
to the fact that the keen competition in global manu-
facturing has rekindled interest in lean manufacturing,
reducing inventory, and efficiency in production con-
trol. There has been growing interest worldwide in the
use of RFID to digitalize the manufacturing information
so as to automate the manufacturing process. As techni-
cal problems are slowly being overcome and the cost of
using RFID is decreasing, RFID is becoming popular in
manufacturing industries. According to industrial statis-
tics, the worldwide market for RFID technology was
US$ 1.49 billion in 2004. In the first 6 months of 2008,
6.8 billion tags were sold for these applications as well
as 15.3 billion tags for pallets and cases. There is great
market demand, which is ever increasing, for various
RFID applications. It is predicted that RFID industry
figures will increase from US$ 1.95 billion in 2005 to
US$ 26.9 billion in 2015 [49.18].

The rapid increase in use of RFID technology in the
retail industry has been driven by major players such as
Gillette, Tesco, Wal-Mart, and Metro AG in Germany.

Wal-Mart, the world’s largest retailer, has started
deploying RFID applications and implementing new
procedures in some of its distribution centers and stores.
By January 1st, 2005, Wal-Mart required its top 100
suppliers to put RFID tags on shipping crates and pal-
lets, and by January 1st, 2006, this was expanded to
its next 200 largest suppliers. The aim of the applica-
tions is to reduce out-of-stock occurrences by providing
visibility of the location of goods by using RFID tags.
Out-of-stock items that are RFID-tagged have been
found to be replenished three times faster than before,
and the amount of out-of-stock items that have to be
manually filled has been cut by 10%.

Gillette and Tesco implemented an item-level RFID
project in the UK. Gillette razor blade cartridges were
tagged with RFID tags and Tesco, the retailer, used an
RFID reader embedded smart shelf system to search for
items in the field, in order to take on-shelf inventories.
Metro AG has implemented an item-level RFID trial
for use in its future stores. RFID tags are attached to
each pack of Gillette razor blades, Proctor and Gamble
(P&G) shampoos, Kraft cream cheese, and digital ver-
satile disks (DVDs). In addition to enhancing stock re-
plenishment operations, consumers also benefit. Shop-
ping trolleys which automatically update shopping lists
and self-check-out systems have also been implemented

using this technology. This demonstrates how RFID can
revamp the retail industry and provide new customer
experiences. With better tag and reader technology, de-
clines in the cost of RFID tagging, and the release of
information-sharing platforms, it is likely that RFID
will be widely adopted across the entire supply chain.

In recent years, the use of RFID has enabled real-
time visibility and increased the processing efficiency
of shop-floor manufacturing data. RFID also supports
information flow in process-linked applications. More-
over, it can help to minimize the need for reworking,
improve efficiency, reduce line stoppages, and replenish
just-in-time materials on the production line. RFID can
assist in automating assembly-line processes and thus
reduce labor and cost, and minimize errors on the plant
floor. The integration of RFID with various manufac-
turing systems is still a challenge to many corporations.
As most large retailers will gradually demand the use
of RFID in the goods from their suppliers, this cre-
ates both pressure and the opportunity for small and
medium sized enterprises (SMEs) to adopt this tech-
nology in their logistics operations and extend it to the
control of their manufacturing processes. Some previ-
ous work [49.19] has discussed the point that RFID
can be more cost effective in bridging the gap between
automation and information flow by providing better
traceability and reliability on the shop floor.

Traditional shop-floor control in a production envi-
ronment, although computerized, still requires manual
input of shop-floor data to various systems such as
the enterprise resources planning (ERP) for production
planning and scheduling. Such data includes product
characteristics, labor, machinery, equipment utilization,
and inspection records. Companies such as Lockheed
Martin, Raytheon, Boeing [49.20], and Bell Helicopter
have installed lean data-capture software and technolo-
gies and are in the process of converting barcodes to
RFID. Honeywell was using barcodes to collect data
related to part histories, inventories, and billing, and
sharing data with its clients, and is accelerating its plan
to switch from barcodes to RFID. The use of RFID has
several advantages over barcodes, as tags that contain
microchips that can store as well as transmit dynamic
data have a fast response, do not require line of sight,
and possess high security. RFID offers greater scope
for the automation of data capture for manufacturing
process control. In recent years, the cost of RFID tags
has continuously decreased [49.21, 22] while their data
capability has increased, which makes practical applica-

Part
F

4
9
.3



Digital Manufacturing and RFID-Based Automation 49.3 Digital Manufacturing by RFID-Based Automation 865

tions of RFID technology in manufacturing automation
economically feasible.

For manufacturers, it is becoming increasing im-
portant to design and integrate RFID information into
various enterprise application software packages and
to solve connectivity issues relating to plant floor
and warehousing. Real-time manufacturing process au-
tomation is dependent on the principle of closed-loop
automation that senses, decides, and responds from
automation to plant and enterprise operations; for exam-
ple, a pharmaceuticals manufacturer [49.23] makes use
of RFID to trace the route or history taken by an individ-
ual product at multiple locations along the production
line. This allows the pharmaceuticals manufacturer eas-
ily to trace all final products that might have been
affected by any production miscarriage. An aerospace
company named Nordam Group uses RFID to track its
high-cost molds. Through the use of RFID tags, they
save the cost of real-time tool tracking. With growing
emphasis on real-time responsiveness, manufacturers
are seeking to control more effectively the production
processes in real time in order to eliminate waste and
boost throughput. The desire to extend supply-chain ex-
ecution dispatching within a plant makes closed-loop
automation an imperative. The inability to achieve true
closed-loop manufacturing process automation presents
one of the greatest barriers to successful real-time
operation strategies. Critical elements that support man-
ufacturing process automation include:

• Dynamic information technology (IT) systems to
support high-mix, variable environments• Dynamic modeling, monitoring, and management
of manufacturing resources• Real-time synchronization between activities in the
offices, manufacturing plant, and supply chain• Visibility of the real-time status of production re-
sources

Although some previous studies [49.24–26] have
shown that RFID technology has the potential to address
these problems and has great potential for supporting
manufacturing automation, critical deficiencies in the
current systems in keeping track of processes under
changing conditions include:

• Lack of integration of manufacturing with the sup-
ply chain• Lack of real-time shop-floor data for predictive
analysis and for decision support• Lack of a common data model for all operational
applications

• Inability to sense and analyze inputs ranging from
the factory floor to the supply chain• Ineffective integration links between manufacturing
process automation and enterprise IT applications• Inability to provide intelligent recommendations
and directives to targeted decision points for quick
action.

In light of these, this chapter presents a review
of the RFID-based manufacturing process automation
system (MPAS), which embraces heterogeneous tech-
nologies that can be applied in the manufacturing
process environment with the objective of enhancing
digital manufacturing at the level of automation across
the enterprise and throughout the value chain. The pro-
posed RFID-based manufacturing process automation
system aims to address these deficiencies.

49.3.1 Key RFID Technologies

RFID is an advanced automatic identification technol-
ogy, which uses radiofrequency signals to capture data
remotely from tags within reading range [49.27, 28].
The basic principle of RFID, i. e., the reflection of
power as the method of communication, was first de-
scribed in 1948. One of the first applications of RFID
technology was identify friend or foe (IFF) detection
deployed by the British Royal Air Force during World
War II. The IFF system allowed radar operators and pi-
lots to distinguish automatically between friendly and
enemy aircraft using radiofrequency (RF) signals. The
main objective was to prevent friendly fire and to aid
the effective interception of enemy aircraft. The ra-
diofrequency used is the critical factor for the type of
application for which an RFID system is best suited. Ba-
sically, the radiofrequencies can be classified as shown
in Table 49.1.

A typical RFID system contains several compo-
nents, including an RFID tag, which is the identification
device attached to the item to be tracked, and an RFID
reader and antenna, which are devices that can recog-
nize the presence of RFID tags and read the information
stored on them. After receiving the information, in or-
der to process the transmission of information between
the reader and other applications, RFID middleware
is needed, which is software that facilitates the com-
munication between the system and the RFID devices.
Figure 49.5 shows a typical RFID system to illustrate
how the pieces fit together.

As shown in Fig. 49.5, radio frequency (RF) tags are
devices that contain identification and other information
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Table 49.1 Comparison of RFID frequency bands and their respective applications

Frequency Approximate Data speed Cost of tags Applications
read range

Low frequency (LF) < 5 cm (passive) Low High Animal identification
(125 kHz) Access control
High frequency (HF) 10 cm−1 m (passive) Low to moderate Medium to low Smart cards
(13.56 MHz) Payment
Ultrahigh frequency (UHF) 3–7 m (passive) Moderate to high Low Logistics and supply chain
(433, 868–928 MHz) Pallet and case tracking

Baggage tracking
Microwave 10–15 m (passive) High High Electronic toll collection (ETC)
(2.45 and 5.8 GHz) 20–40 m (active) Container tracking

Client computer RFID reader RFID antenna RFID tag
Enterprise application
and RFID middleware

Fig. 49.5 Infrastructure for an RFID system

that can be communicated to a reader from a distance.
The tag comprises a simple silicon microchip attached
to a small flat aerial which is mounted on a substrate.
RFID tags (Fig. 49.6) can be divided into three main
types with respect to the source of energy used to power
them:

1. Active tags: use a battery to power the tag trans-
mitter and receiver to broadcast their own signals
to readers within the life of batteries. This al-
lows them to communicate over distances of several
meters.

1 2 3

5

6

7 8

4

1. Badge
2. Button
3. Cloth tag
4. Card
5. Glass bead
6. Key fob
7. Label
8. Wristband 

Fig. 49.6 Samples of different types of tags

2. Semipassive tags: have built-in batteries to power
the chip’s circuitry, resist interference, and circum-
vent a lack of power from the reader signal due to
long distance. They are different from active tags in
that they only transmit data at the time a response is
received.

3. Passive tags: derive their power from the field
generated by the reader without having an active
transmitter to transfer the information stored.

The reader is called an interrogator, and it sends
and receives RF data to and from the tag via antennas.

Fig. 49.7 Example RFID reader
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As shown in Fig. 49.7, the reader contains a transmit-
ter, a receiver, and a microprocessor. The reader unit
also contains an antenna as part of the entire system.
The antennas broadcast the RF signals generated by the
reader and receive responses from tags within range.
The data acquired by the readers is then passed to a host
computer, which may run specialist RFID software or
middleware to filter the data and route the data to the
correct application to be processed into useful informa-
tion. Middleware refers to software that lies between
two interfaces; RFID middleware is software that lies
between the readers and the data collection systems. It
is used to collect and filter data from readers. It can
transfer those useful data, which are filtered, to the data
collection system.

49.3.2 Applications
of RFID-Based Automation
in Digital Manufacturing

Manufacturing process automation relies heavily on ef-
ficient and effective automatic tracking of assets during
manufacturing. The tracked assets include physical as-
sets such as equipment, raw materials, work-in-progress
(WIP), finished goods, etc. Efficient automatic tracking
of assets is beneficial for manufacturers. One of the ma-

jor challenges for manufacturers today is management
of their movable assets. Managing assets includes activ-
ities such as locating assets, tracking status, and keeping
a history of flow information. If the location of an as-
set is not effectively located, workers are required to
spend much time searching for it, which results in in-
creased process costs. As a result, manufacturers are
turning to RFID to investigate whether they can use
it to bring the benefits of managing assets individu-
ally, real-time location tracking of assets, and better
information accuracy and automation into their business
operations.

Examples can be found in the garment indus-
try [49.23]. The manufacturer ties the RFID tags to the
bundles and sends them to the sewing workstation. At
each process station, the data stored in the RFID tag is
captured. The real-time status of the WIP can be auto-
matically captured during the manufacturing process. It
is also interesting to note that Boeing and Airbus are
moving forward and have created an RFID strategy for
airplane manufacturing [49.20, 28], as a component to
meet US Department of Defense mandates. The RFID
tags are attached to removable parts of the airplane to
aid the control of maintenance programs. In the present
study, four major areas of RFID in manufacturing pro-
cess automation are introduced.

49.4 Case Studies of Digital Manufacturing and RFID-Based Automation

49.4.1 Design of Assembly Line
and Processes for Motor Assembly

Kaz (Far East) Limited, formerly Honeywell Consumer
Product (HK) Ltd., is a multinational manufacturing

Fig. 49.8 Home comfort products from Kaz

company with about 45 employees in Hong Kong and
around 2650 in China. Its corporate headquarters, de-
sign, sales offices, and production plants are widely
dispersed in Europe, North America, and Asia, as are
its key suppliers and customers. As shown in Fig. 49.8,

Fig. 49.9 Virtual assembly station for assembling a motor
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the company has been involved in the seasonal products
business which includes home comfort products such
as portable air cleaners, humidifiers, heaters, fans, etc.
It delivers a portfolio of innovative products and trusted
brands to serve customers worldwide, though most of

VMISTraining

a)

b)

Performance
evaluation and

monitoring

Virtual world

Real world

Converting the product design specifications into engineering optics specifications

Converting the product design specifications into engineering optics specifications

Design the optical system using computer-aided optics design software

Trial run injection molding for the prototype lenses

Form and surface roughness measurement for the prototype lenses

Optical quality evaluation like MTF testing and focal length inspection

Output

Actual production

No

Yes

Final design, part programming and master scheduling for production 

Pass the optical quality test ?

Machining prototype plastic
lenses for the lens system 

Machining test mold inserts and test
mold bases for the lenses

Identification of product design specifications

Identification of product design specifications

Actual production

Output

Fig. 49.10a,b A comparison between (a) the conventional ap-
proach and (b) the virtual manufacturing approach for the design
and manufacture of precision optics (MTF – modular transfer func-
tion)

their products are sold to customers in North America
and Europe.

The company possesses a number of assembly lines
and clusters for assembling the motors for the home
comfort products. For new assembly line planning,
there are many factors which affect the efficiency and
throughput rate. These include the design of the work-
place, the investigation of the assembly process, the
allocation of the resources (e.g., number of workers),
and the scheduling of the assembly lines. Convention-
ally, the production team was essentially empowered to
use their own judgment in deciding what, when, and
how to setup the assembly lines, based on their own ex-
perience. The optimal efficiency, throughput rate, and
quality for new assembly lines can only be obtained
through iterative trial operations and process refine-
ment. This is not only time consuming but also costly.
With the use of the VM approach, Kaz can investi-
gate the assembly processes and optimum utilization of
resources through modeling and simulation. The feasi-
bility of the assembly process plan (Fig. 49.9) can be
evaluated prior to the actual production. As a result, the
time and cost of setting up new assembly operations can
be significantly reduced.

49.4.2 A VM System for the Design
and the Manufacture
of Precision Optical Products

The conventional approach to the design and the man-
ufacture of precision optical products is based on
a trial-and-error method. As shown in Fig. 49.10a, the
optical product is designed using computer-aided optics
design software (Fig. 49.11b). Then a lens prototype is
made by either direct machining or injection-molding
from a test mold insert machined by ultraprecision
machining (Fig. 49.12). Quality tests will then be
conducted on the prototype lenses or mold inserts
(Fig. 49.13). It should be noted that the design, pro-
totyping, and evaluation processes are iterative until
a satisfactory mock-up is found. This is expensive and
time consuming; it also creates a bottleneck for the over-
all process flow.

Using the VM approach, as shown in Fig. 49.10b,
the iterative design, prototyping, and testing processes
are accomplished by a virtual machining and inspection
system (VMIS) [49.29–33]. As shown in Fig. 49.14,
the VMIS has been developed with the aim of creating
a virtual manufacturing environment. This is done by
electronically representing the activities of optic design,
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a)

b)

Fig. 49.11 (a) Precision optical products and (b) their
computer-aided optics design

prototyping ultraprecision machining and inspection of
the design, and manufacture of precision optical prod-
ucts. Interaction between the virtual and real worlds is
accomplished by continuous training and by monitor-
ing the performance of the VMIS system by comparing
the simulation results and the real cutting test results
(Fig. 49.15).

The feasibility of a product design and the optimal
resources needed to turn a design into a real product can
be determined prior to any manufacturing resources be-
ing committed and before any costly scrap is generated.
The VMIS allows the precision optics manufacturers
to evaluate the feasibility of an optical product design
and a manufacturing process plan prior to actual pro-
duction. This avoids the need for conducting expensive
production trials and physical prototyping.

49.4.3 Physical Asset Management (PAM)

A physical asset management (PAM) program involves
the tracking of physical assets such as expensive ma-

a)

b)

Fig. 49.12a,b Comparison between (a) actual and (b) vir-
tual machining process

chinery and equipment, as well as returnable items such
as containers and pallets. Across industries and regions,
PAM is a major concern in the manufacturing indus-
try. PAM includes engineering activities, as well as the
adoption of a variety of approaches to maintenance
such as reliability-centered maintenance, multiskills, to-
tal productive maintenance, and hazard and operability
studies [49.34]. Manufacturing enterprises that have
better PAM systems usually excel when compared with
their counterparts in terms of utilization of assets in
manufacturing. However, many organizations today still
face significant challenges in relation to tracking the
location, quantity, condition, and maintenance and de-
preciation status of their fixed assets.

Traditionally, a popular approach is to track fixed
assets by utilizing serially numbered asset tags, such as
barcodes, for easy and accurate reading. This process
is often performed by scanning a barcode on a physical
asset identification (ID) tag that has been affixed to the
asset. However, PAM may also involve a physical as-
set ID tag with a human-readable number only, which
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a) b)

Fig. 49.13a,b Comparison between (a) actual and (b) virtual inspection of precision optics

is documented manually. The barcode approach has its
limitations though, e.g., lack of automation and inability
to provide real-time tracking.

To increase the utilization rate of movable equip-
ment, manufacturing enterprises usually adopt a fluid
approach to the composition of production lines.
Movable equipment is shared across lines for some
nonbottleneck procedures. Previously, applications for
transfer of physical assets required tedious manual
operations. Since most manufacturing processes were
related to the requested equipment, late arrival of equip-

NC programs generated
with the TPG software

Optimal
design

parameters

NC
programs

Driving
codes

Information
for actual
machining

Virtual
product

Optical design
specifications

Optics design with the
ZEMAX software

The actual optical
mould insert is
manufactured by the SPDT The virtual optical

mould insert is tested
by the VIM

The machining
processes are simu-
lated by the VMM

NC programs
treated with the
tool path translator

Customer's
demand

Fig. 49.14 Graphical illustration of the process flow for the design and manufacture of precision optics (SPDT – single-
point diamond turning, VMM – virtual machining module, VIM – virtual inspection module)

ment lowered the overall efficiency of the company,
which in turn impacted on the company’s profit mar-
gin. Also, as the transfer records were entered into
a database after a long verification process, the time-
liness of the information was questionable. Worse,
due to inevitable human errors, the database records
were incomplete and inaccurate. Common discrepan-
cies included asset locations, utilization, and history of
maintenance and repair. As a result, equipment could
not be repaired in a timely fashion and some was even
lost.
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a) b)

Fig. 49.15 (a) Virtual and (b) actual mold inserts produced based on the VMIS

To improve the overall efficiency and increase the
visibility of physical assets, an RFID-enabled solution
is used to track the movement of physical assets easily
when they pass through antenna detection points with-
out interfering with normal operations. It was therefore
proposed that RFID antennas should be set up near the
door of each production site so that the moving in and
out of physical assets would be automatically recorded,
as illustrated in Figs. 49.16 and 49.17.

RF signals are affected by metal because of in-
terference and reflection from it, which affects the
readability of RFID tags. Since most equipment is made
of metal, this is one of the main challenges of im-
plementing an RFID-enabled solution in the plant. To
address this problem, a feasibility study was carried

RFID gateway

Moveable asset
with RFID tag

Warehouse/

production cell

Warehouse/

production cell

Fig. 49.16 Tracking the movement of equipment by RFID
technology

out to investigate the necessary settings for satisfactory
RFID-enabled tracking performance. Several experi-
ments were performed and the results are shown in
Fig. 49.18. Special attention was given to the height and
angle of the antennas in order to provide optimal results
for autotracking.

To evaluate the feasibility of the proposed RFID-
enabled PAM system, a case study was carried out in
a selected company named SAE Magnetics (HK) Ltd.,
which is one of the world’s largest independent man-
ufacturers of magnetic recording heads for hard-disk
drives used in computers and, increasingly, in consumer
electronics such as digital video recorders, MP3 play-
ers, and even mobile phones. While the bulk of SAE’s
operations are based in two modern facilities located in
mainland China, the company needs to manage large-
scale warehouses for its sophisticated logistics. Differ-

202 cm

173 cm

Metal
cart

Door

Machine 1

Machine 2

200 cm

AntennaAntenna

117 cm

45°45°

Fig. 49.17 Deployment setup of RFID gateway
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• Trace and track equipment status
• Equipment transfer

• Transfer record tracking

• Asset utilization analysis

Fig. 49.18 Snapshots of the RFID-enabled equipment
tracking system in SAE

ent kinds of equipment are stored in these warehouses,
e.g., semiproducts, subassemblies, and equipment parts
(collectively known as physical assets). It is normal for
movable physical assets to be transferred from one site
to another to maximize their use, e.g., production equip-
ment and assets that are costly and advanced. In the
past, SAE’s warehouses adopted a pen-and-paper ap-
proach to record the transfer of physical assets. In time,

this became a complicated process that generated piles
of forms and involved many approval processes, which
ultimately limited the company’s operational efficiency.

This new method has enabled equipment or re-
quired parts and subassemblies to arrive promptly and
has increased the utilization of important and valuable
physical assets for the company. This system automat-
ically tracks the transfer of physical assets and greatly
reduces the processing time of equipment transfer. With
the data transfer between the system and RFID devices
being in real time, information about physical assets
can be captured. These data are then presented in the
RFID-enabled equipment tracking system in a system-
atic way, as shown in Fig. 49.18. The system provides
the ability to track and trace the status of equipment,
issue equipment transfer orders, and provides reports
for asset utilization analysis. As a result, location and
utilization of equipment can be easily identified using
visual diagrams that help in maintenance planning and
repair scheduling.

The introduction of an RFID-enabled equipment
tracking system at SAE enabled the operational in-
efficiencies associated with the PAM approach to be
targeted and allowed the equipment transfer operation
and production planning at SAE to be streamlined. The
system has generated great benefits for the company,
and has ultimately achieved cost savings while enhanc-
ing the effectiveness of asset management.

49.4.4 Warehouse Management

Warehouse management in manufacturing enterprises
usually requires much more complex and accurate sys-
tems than are required for warehouse management in
other industries. Since a single company takes care of
a tremendous amount of stock for multiple vendors at
one time, the loading for handling the warehouse in-
formation is especially heavy. It is also common for
a single warehouse to be used to store stock from
different vendors so as to enhance utilization rates.
Such an approach also increases the complexity of
warehouse storage structures. Without an accurate, au-
tomated, and comprehensive stock transfer recording
procedure, warehouse management becomes a tremen-
dous challenge.

It is interesting to note that many warehouses in
manufacturing enterprises still rely on sophisticated
manual processes for validating and checking to en-
sure service quality, and these have been responsible
for limiting the efficiency of the operation; for example,
updating inventory lists in the warehouse, checking of
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replenishment requirements, and entering updated data
into the Kerry warehouse management system (KWMS)
are all manual processes. Not surprisingly, these paper-
based processes are excessively time consuming and
susceptible to manual errors.

Low warehouse visibility is another main area of
concern. Warehouse visibility can be evaluated by mea-
suring the discrepancy between the actual status and
the system warehouse inventory status. Since the sys-
tem is such that warehouse inventory status is only
updated after office staff have entered all the latest in-
formation into the KWMS, there might be a discrepancy
between the actual status and the system warehouse in-
ventory status. As a result, staff might not know the
real-time warehouse inventory status from the KWMS.
Such information gaps could result in wrong decisions
in inbound, relocation, and outbound processes. This
is especially important for dialysis solutions since they
have a limited period of validity. Extensive warehouse
storage time causes product expiry and ultimately finan-
cial loss to the company.

To address these problems, RFID is used to in-
crease the visibility of the warehouse and to streamline
warehouse operations. Through the implementation of
RFID-enabled solutions in warehouse management, in-
stant and accurate inventory records with automatic
real-time record update and physical stocktaking can be
achieved. However, most of the existing RFID-enabled
solutions for warehouse management are lacking in
automation. In the present study, an RFID-enabled intel-
ligent forklift is proposed to achieve a higher degree of
automation for the warehouse management via RFID.
Two RFID antennas were placed at the front of the fork-
lift, as shown in Fig. 49.19, one for location scanning
and the other for pallet scanning. A tailor-made appli-
cation was installed in the mobile computer placed in
the forklift, which is used to show the information cap-
tured by the antennas and the information stored in the
database system. Forklift drivers can view the informa-
tion on the vehicle-mounted computer screen.

A tag containing product storage information, in-
cluding particular stock keeping unit (SKU) and lot
numbers, is pasted to each pallet. At the same time,
RFID tags that store unique location information are
placed on the racks. When a driver has loaded a pallet
onto the forklift, the pallet information is scanned auto-
matically and that product information and its planned
location are shown on the screen attached to the forklift
(Fig. 49.20). After the pallet has been placed in the stor-
age position, the forklift scans the location tag on the
rack, and completes the stock-in process (Fig. 49.21).

RFID-enabled pallet
or container

RFID antenna and
cabling

RFID antenna
for pallet scanning

RFID antenna for
location scanning

Vehicle-mounted
computer

Fig. 49.19 The RFID-enabled intelligent forklift

With such modifications in warehouse operation,
numerous benefits can be achieved. Since most paper
processes are eliminated by RFID-enabled automation,
both the speed and accuracy of the stock transaction
process are greatly enhanced; for example, warehouse
staff are no longer required to fill in put-away lists and
relocation lists, neither do they need to input data man-
ually.

To realize the capability of the RFID-enabled intel-
ligent forklift, a case study was carried out in a selected
company named Kerry Logistics (Hong Kong) Limited.
Kerry Logistics (Hong Kong) Limited is part of the di-
versified international conglomerate, the Kuok Group,
and is a subsidiary of the Hong-Kong-listed Kerry Prop-
erties Limited. Kerry’s Asian logistics business has been
built on more than two decades of warehousing and lo-
gistics operations in Hong Kong. Its third-party logistics
(3PL) business has dramatically accelerated since 1998.
Kerry Logistics now encompasses contract logistics,

Fig. 49.20 Location RFID scanning
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Fig. 49.21 Pallet RFID scanning

distribution centers, international air and sea freight for-
warding, transportation, distribution, and value-added
services.

Like most third-party logistics (3PL) service
providers around the world, Kerry Logistics has re-
cently recognized some inefficiency in the warehouse
management of one of its major logistics centers lo-
cated in Kwai Chung. Because of the complexity of
taking care of multiple companies and products at the
same time, 3PL service providers require considerable
documentation to record the mass of information gen-
erated in the course of their work. One warehouse
inside the logistics center stores healthcare products,
especially dialysis solutions, for renal patients. To re-
duce human error and streamline the operation flow, an
RFID-enabled intelligent forklift was developed.

With such modifications in warehouse operation,
numerous benefits can be achieved. Since most paper
processes are eliminated by RFID-enabled automation,
both the speed and accuracy of the stock transaction
process are greatly enhanced. For example, warehouse
staffs are no longer required to fill in put-away lists
and relocation lists, neither do they need to input lo-
cation information manually into the KWMS, as this
kind of activity is done automatically by the RFID
system. Without tedious paper-based location mapping,
the overall speed of the inbound process has improved
by almost 15%, not to mention the cost saving fac-
tors of increased accuracy and reduced manpower. In
addition, the RFID-enabled intelligent forklift allows
for unstructured storage, which completely eliminates
the relocation process. Forklift drivers can freely lo-
cate pallets of stock on the racks, and subsequently
map their respective location information with only
a few clicks. The flexibility of stock positioning is
thus improved, resulting in better utilization of ware-

house space and further shortened inbound processing
time.

49.4.5 Information Interchange
in Global Production Networks

The trend towards the establishment of a global produc-
tion network in the manufacturing industry poses some
new challenges to information interchange; for exam-
ple, some components of a product may be produced
in one country, some part of the product may be out-
sourced and made in a second country, and the final
assembly of the finished product may be done a third
country, before being ultimately sold somewhere else.
However, apart from the obvious need for collaboration,
the problems of data integration and information shar-
ing within the supply chain are challenging. Therefore,
an RFID-based intra-supply-chain information system
(ISCIS) is much needed in order to streamline the
supply-chain activities and form an intra-supply-chain
network.

Figure 49.22 shows the architecture of a proposed
RFID-based ISCIS which is basically divided into plat-
form tiers. The system consists of the application of
RFID tags to generate the data within the supply-chain
network. Data from the RFID tags is scanned by readers
and synchronized with the internal information systems.
The RFID-based ISCIS enables the different partners in
the supply chain to share real-time information.

1. Data acquisition tier: The data from the operational
level on the textile supply chain are captured by
RFID technology. RFID readers are installed in the
warehouses of the textile and apparel manufacturers
and at the retailers. Tags are placed either at the pal-
let level or the item level, depending on the stage
in the supply chain. At the level of the individual
item of merchandise it is difficult to achieve 100%
reading accuracy with RFID tags. However, it is al-
ready technically feasible to track RFID tags at the
pallet or carton level. As the raw materials progress
through the stages of WIP to the finished goods, the
tagging level changes from the pallet level to the
carton level and finally to the item level.

2. Information systems tier: This integrates the RFID-
based information systems with the internal in-
formation systems of the different supply-chain
partners, such as enterprise resources planning
(ERP) systems. The most successful new busi-
ness models are probably those that can integrate
information technology into all activities of the
enterprise-wide value chain.
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Fig. 49.22 Architecture of RFID-
based ISCIS (IS – information
system, WMS – warehouse manage-
ment system)

3. Intra-supply-chain data integration platform: Fig-
ure 49.23 shows how the supply-chain information
is shared and integrated with the different supply-
chain parties. On this platform, an integrated
information system is built to enable the supply-
chain partners to download the information from the
chain. As discussed before, the RFID gateway can

Fiber production

Pallet level Pallet level

Reader Reader Reader Reader Reader

Fiber dyeing

Carton level

Yarn spinning

Item level

Retail

Carton and item
level

Knitting and finishing

Fig. 49.23 Information sharing along the supply chain

act as a check-in and check-out system and synchro-
nize the internal information systems without delay.
Supply-chain partners can select the information to
be shared, which will be stored in a centralized
database.

4. Web-based platform: On this platform, a web-based
information-sharing portal is built so that supply-
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chain partners can retrieve related supply-chain
information. Intra-supply-chain partners can use the
web browser to search for information about the
chain. The production status, the supplier’s inven-
tory level, the delivery status, and retail sales data
can be displayed on the web-based platform. The
above platforms help an intra-supply-chain com-
pany to obtain data on their operations and provide
an interface permitting them to share information.
To facilitate the intra-supply-chain collaboration,
different optimization technologies, such as intelli-
gent agent and data mining, can be used to analyze
these data.

To realize the capability of the RFID-based ISCIS,
a case study was conducted in a reference site in the tex-
tile industry named Novetex. Novetex Spinners Limited
was established in 1976 and, employing over 2000 peo-
ple, is now recognized as the world’s largest single-site
woolen spinner. As part of the Novel Group, Novetex
has its headquarters in Hong Kong and a factory lo-
cated in Zhuhai, Southern China. The factory houses
four spinning mills, a dyeing mill, and 51 production
lines, resulting in an annual capacity of 7500 t of high-
quality yarn. Novetex has recognized the need to be
a truly global supplier and has invested in offices and
agents worldwide to offer customers the most efficient
service possible. The trend towards the establishment
of a global production network in the textile industry
poses some new challenges to Novetex; for example, fi-
bres might be produced in one country, spun to yield
yarns in a second country, woven into fabrics in a third,
and sewn into clothing in yet another one, before being
ultimately sold somewhere else.

Novetex has traditionally used pen-and-paper-based
warehouse management processes. The recording of
the inventory, storage, order picking, packaging, and
stocktaking processes were heavily dependent on the ef-
ficiency of warehouse operators, who used their own
judgment and perceptions to decide how, when, and
where to store the goods. This heavy reliance on pa-
perwork and on human input to update the inventory
data inevitably leads to data inaccuracy. This in turn
may affect the company’s decisions on inventory re-
plenishment, inventory control, and the first-in first-out
(FIFO) order-picking process. Heavy reliance on pen-
and-paper-based warehouse management processes has
limited the operational efficiency in inventory replen-
ishment, inventory control, and the FIFO order picking
process of Novetex. These issues become more complex
in the era of the global production network.

As a result, the company has implemented an RFID-
enabled ISCIS. The outcomes of the implementation of
the system were positive in terms of increased stock vis-
ibility and data accuracy. The textile manufacturer can
synchronize the inventory status with the ERP software
without any delay. The attachment of an RFID tag to
each bundle of goods facilitates identification and vi-
sualization of items. The storage location of the items
can be easily identified and retrieved from the ERP sys-
tem. Order picking and stock relocation is easier for the
warehouse.

49.4.6 WIP Tracking

RFID-based solutions have been used for a decade in
manufacturing. Their applications in a manufacturing
enterprise are usually tracking of parts during manu-
facture and tracking of assembled items, i. e., WIP. As
a result, efficiency can be increased while entry er-
rors and manpower are saved. For WIP tracking, the
tags can be attached to products as they are being as-
sembled or created along the production line [49.35].
The status of the product can be updated as it pro-
gresses along the production line via RFID readers
placed above and below its path [49.36]. According to
Hedgepeth [49.37], the history or route taken by an in-
dividual product can be ascertained from data stored
on tags attached to the item, by installing RFID read-
ers at single or multiple locations along the production
line. As a result, the location as well as the flow his-
tory of any item can be recorded in the manufacturer’s
database. To realize the advantages of RFID-enabled
WIP tracking, a case study was conducted in a preci-
sion mold manufacturing company named Nypro Tool
Hong Kong Ltd.

Nypro Tool Hong Kong Ltd. is a precision injection
mold manufacturer which provides high-quality mold-
ing tools globally. Since the company provides products
with a wide variety, WIP items need to be transported to
different workshops for various processes such as ma-
chining, heat treatment, quality checking, etc. Each of
the items is accompanied by its unique drawing so that
operators can refer to its required operations. Currently,
Nypro is using a barcode system to monitor the flow of
WIP items within the plants. For every processing oper-
ation of the WIP items, the status of the process must
be captured manually so that management can check
follow-up information for WIP through the database
system. However, the manual process induces a lot of
human errors and is time consuming. The application
of RFID in WIP tracking is believed to be able to au-
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Fig. 49.24a,b RFID-based location tracking and process status tracking for WIP application (a) WIP location and
process tracking (b) Configuration of the RFID system

tomate the tracking process and reduce the number of
errors.

As shown in Fig. 49.24a, which shows the loca-
tion tracking process, RFID gateways are set up at the
entrance of the workshops. WIP items and drawings
transported to the workshop are required to pass through
the gateway and the tag information for the arriving
item is automatically tracked when it is pulled through
the gateway. Figure 49.24b shows the setup for the
RFID-based process. The process is designed in such

a way as to capture the machining status of the WIP
items accurately and automatically. The result of the
trial implementation shows that the management of the
company can accurately plan job allocation during the
production process through automatic and accurate cap-
ture and tracking of the information related to the flow,
location, and processing status of the WIP items. In
other words, visibility of WIP information can be signif-
icantly enhanced and this makes manufacturing process
automation possible.

49.5 Conclusions

Digital manufacturing through virtual manufactur-
ing simulation, and real-time tracking of production
data in the supply chain, have led to improved ac-
curacy of information, reduction of human errors,
and automation of business operations. This chapter
presents a study of digital manufacturing which cov-
ers computer simulation of manufacturing processes,
and systems for manufacturing process automation
based on real-time online capture of RFID data from
the movement of materials, people, equipment, and
assets in the production value chain. Various case
studies are described which involve virtual assembly,
VP, PAM, warehouse management, WIP management,

and the management of a global production net-
work.

Virtual manufacturing has gone beyond the graph-
ical simulation of product and process design, has
accelerated the product development cycle, and deepens
the level of customer interaction in the preproduction
phase of products. Combined with the growing demand
for RFID technology for automatic capture, tracking,
and processing of the huge amount of data available in
the production of goods and services, digital manufac-
turing is going to revolutionize the way in which the
supply chain is managed. It will also greatly change the
behavior of global producers and consumers.
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Flexible and P50. Flexible and Precision Assembly

Brian Carlisle

Flexible assembly refers to an assembly system
that can build multiple similar products with lit-
tle or no reconfiguration of the assembly system. It
can serve as a case study for some of the emerging
applications in flexible automation. A truly flexible
assembly system should include flexible part feed-
ing, grasping, and fixturing as well as a variety of
mating and fastening processes that can be quickly
added or deleted without costly engineering. There
is a limited science base for how to design flexible
assembly systems in a manner that will yield pre-
dictable and reliable throughputs. The emergence
of geometric modeling systems (computer-aided
design, CAD) has enabled work in geometric rea-
soning in the last few years. Geometric models
have been applied in areas such as machine vi-
sion for object recognition, design and throughput
analysis of flexible part feeders, and dynamic sim-
ulation of assembly stations and assembly lines.
Still lacking are useful techniques for automatic
model generation, planning, error representation,
and error recovery. Future software architectures
for flexible automation should include geomet-
ric modeling and reasoning capabilities to support
autonomous, sensor-driven systems.
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50.1 Flexible Assembly Automation

Flexible assembly automation is used in many in-
dustries such as electronics, medical products, and
automotive, ranging in scale from disk drive to auto-
motive body assembly. The ubiquitous yardstick for
a flexible assembly system is the human. While dedi-
cated machines can far exceed the speed of a human for
certain applications, for example, circuit board assem-
bly, there is no automation system than can assemble
a hard disk drive one day and an automobile fuel injec-
tor the next.

A flexible assembly system must present, grasp,
mate, and attach parts to each other. It may also per-
form quality tests during these processes. In order to
be useful, it must compare favorably in terms of de-
velopment cost and product assembly cost with manual
alternatives. To date, automatic assembly has only been
justified for applications where volumes exceed tens of
thousands of assemblies per year.

Key capabilities in sensing, modeling, reasoning,
manipulation, and planning are still in their infancy for
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automated systems. The following discussion of flexi-
ble automation for assembly will illustrate the current
state of the art. Further advances in flexible automa-
tion will require machine control software architectures
that can integrate complex motion control, real-time
sensing, three-dimensional (3-D) modeling, 3-D model
generation from sensor data, automatic motion plan-
ning from task-level goals, and means to represent and
recover from errors.

50.1.1 Feeding Parts

Assembly requires picking up parts, orienting them,
and fastening them together. In almost all automatic as-
sembly systems in production today, parts are oriented
and located by some means before the assembly sys-
tem picks them up. In fact, it should be recognized that
orientation has value; if part orientation is lost, it costs
money to restore it. Due to this requirement for pre-
oriented parts, most automatic assembly systems only
deal with small parts, typically less than 10 cm3 in vol-
ume. Traditional small part feeders include indexing
tape feeders (Fig. 50.1), tray feeders, tube feeders, Gel
Pack (a sticky film in a round frame for semiconductor
parts) feeders, and vibratory bowl feeders (Fig. 50.2).
Each of these feeders is typically limited to a fairly nar-
row class of parts; for example, tape feeders are sized
to the width of a part; a 3 mm-wide tape cannot feed
a 25 mm-wide part. Tape and tray systems have sev-
eral disadvantages in addition to their cost: they are not
space efficient for shipping as parts are stored at a low
density, and the packing material can add several cents
to the cost of each part. Larger parts are almost univer-

Fig. 50.1 Sticky-tape part feeder (courtesy of Pelican
Packaging Inc.)

sally transported on pallets, or in boxes or bins, and are
at best only partially oriented.

The development of machine vision systems has be-
gun to change this situation (Fig. 50.3). Useful machine
vision systems began to emerge in the 1980s. Early
systems that could recognize the silhouette of a part
in two dimensions cost US$ 50 000–100 000. Today,
you can buy two-dimensional (2-D) vision systems for
a few thousand dollars, and the price continues to drop
rapidly. At the time of writing, 3-D vision systems are
beginning to emerge, and in a few cases, are being in-
stalled in factories to guide robots in the acquisition of
large heavy parts from pallets and even bins [50.1].

Vision systems are allowing the development of part
feeders that can separate parts from bulk, inspect the
parts for certain critical dimensions, and guide a robot
or other automatic assembly machine to acquire the part
reliably.

Several such part feeders are shown in Fig. 50.4.
These feeders utilize either conveyors or vibratory

plates to separate parts from bulk and advance them un-
der a machine vision system, which then determines if
the part is in an orientation that can be picked up by the
assembly machine. If not, parts are usually recirculated,
since it takes a lot of time to pick them up and hand them
off to a part-reorienting mechanism, and then regrasp
them. These feeders can handle a wide variety of part
sizes and geometries without changing the feeder. In
fact, this class of feeder is increasingly being accepted
in applications where parts are changed daily or several
times a day.

Predicting the throughput of this type of feeder re-
quires predicting the probability that a part will come

Fig. 50.2 Bowl part feeder (courtesy of Pelican Packaging
Inc.)
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to rest in a desired stable state (will not topple or
roll) when it is separated from the other parts. The au-
thor worked with Ken Goldberg and others to develop
a method for predicting the distribution of stable states
from part geometry [50.2]. Part geometries can be com-
plex, and the distribution of stable states may not be
obvious. The part illustrated in Fig. 50.5, from a plastic
camera, has 12 stable states, of which four are shown.
Goldberg et al. developed an algorithm that could pre-
dict the distribution of these 12 stable states from a CAD
model of the part.

The ability to simulate feeder throughput from an
analysis of part geometry is an example of using mod-
eling and geometric reasoning to help design a flexible
assembly system.

It is desirable to be able to generate both 2-D and
3-D vision recognition algorithms directly from CAD
models of parts. While this sounds simple for the case
of 2-D parts, to date the author is not aware of any
commercially available vision systems that offer this
capability. Real-world challenges from lighting, reflec-
tions, shadowing, lens and parallax distortion, camera
and lens geometry, etc. combine to make this a chal-
lenging task. The task becomes more challenging when
3-D vision is considered. Robust models that take into
account these factors need to be developed and exten-
sive algorithm testing done to ensure reliable real-world
vision system performance from CAD-generated algo-
rithms.

In summary, recent advances in machine vision are
allowing large parts to be picked directly from bins and
small parts to be picked from mechanisms that separate
them under a camera. These advances allow assembly
systems to be changed over quickly to new products
without designing and installing new part feeders.

50.1.2 Grasping Parts

In today’s commercial assembly systems almost 100%
of part grasping is done by either a vacuum cup or
a two-finger gripper with custom fingers designed for
the particular part to be grasped. Even for systems with
the vision-based flexible part feeders described above,
if we change parts, we must change the part gripper.
Part pick-up strategies are generated by explicit manual
training or programming. Obstacle avoidance of other
parts generally also requires part-specific programming.
This approach works fine for systems that only have to
handle one or two types of parts for an extended period
of time.

Imaging electronics

Camera Camera

Material handling

Lighting
Software

Computer

Operator 
console

Modem

Network

I/O interface

Lighting
LensLens

Imaging electronics

Fig. 50.3 Machine vision system (courtesy of High-Tech Digital,
Inc.)

As part dimensions shrink, new considerations enter
into gripper design. As part dimensions approach 1 mm,
chemical attraction, static electricity or other forces may
exceed the force of gravity on the part. So, while it may
be possible to pick up a small part with a vacuum nee-
dle, it may be necessary to use air pressure or other
means to release it. With tiny parts, it can be very dif-
ficult to grasp a part with the precision needed to place
it at the desired location. Therefore, for most very small
parts, machine vision is used to refine the position of the
part in the gripper after it has been grasped.

a) b)

Fig. 50.4a,b Flexible part feeders. (a) Adept Technol-
ogy [50.3], (b) Flexfactory [50.4]
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Fig. 50.5 Four of 12 stable states for a complex part

In order to maintain a stable grasp of a part, the
part should be uniquely constrained, with gripper me-
chanical tolerances taken into account; for example,
a two-finger gripper with an opposing V groove in each
finger would appear to locate a round part. However, if
the fingers are not perfectly aligned, the part in fact will
roll between parallel plates of the opposite V grooves.
For this example, one V groove opposite a flat finger
would be a better solution.

In a similar manner, attempting to grasp a prismatic
part with two flat fingers is a bad idea. Any slight vari-
ation in parallelism of the part or fingers will result in
a poor grasp that may not resist acceleration or part mat-
ing forces. In this case three pads to define a plane on
one finger and a single pad to press the part against this
plane on the opposing finger is a better solution and
can handle draft angle on parts, finger splay, and other
tolerances.

These simple examples illustrate the more general
concept of planning and achieving stable grasp in mul-
tiple dimensions, and resisting slip and torque in the
dimensions important to the process.

In the popular image of a service robot, the robot
performs a wide range of menial tasks, perhaps cooking
and serving dinner, cleaning up after the kids or dust-
ing the shelves. Within the next few years it is likely
that machine vision technology will develop to the point

Fig. 50.6 A typical industrial gripper and several humanoid grippers [50.5]

where, given explicit models of objects, a robot could
pick up a large variety of objects from an unstructured
environment. However, this will be possible only if it
can grasp them.

Multifinger prehensile hands were developed in re-
search laboratories in the 1980s. Several companies
now offer commercial versions [50.6, 7]. However, to
date, we lack the sensing and control technologies to
reorient a part within the hand once it is grasped, ex-
cept for ad hoc preprogrammed strategies developed
manually with a good deal of trial and error. Even the
automatic generation of stable grasping strategies for
these complex hands is still a topic for research and has
not found commercial acceptance.

What is often not realized by the casual observer
of these humanoid hands is that the control of these
hands is far more difficult than the control of a six-axis
robot arm. Planning stable grasps with humanoid hands
from CAD models of objects has been the topic of nu-
merous research papers for many years now [50.5, 8]
(Fig. 50.6). Kragic et al. [50.8] present a typical ap-
proach to this issue and point out that having a CAD
model and grasp plan are not sufficient to achieve a sta-
ble grasp. The robot must also determine the actual
orientation of the object. Kragic et al. used simple ob-
jects with strong markers so that a simple 3-D vision
system could determine the object orientation for the
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planner to plan a grasp. Further, they point out that not
all their grasp plans were stable and discuss the need for
further work.

This work further emphasizes the need for a 3-D
modeler integrated with the motion control system to
support both the grasp planning and 3-D object recog-
nition with machine vision.

50.1.3 Flexible Fixturing

Most assemblies are based around a larger part to which
smaller parts are affixed. The larger part typically moves
through several assembly stations by means of a ma-
terial handling system. Each station feeds and attaches
one or two smaller parts. Some sort of fixture is usually
designed to hold the larger part in a desired orientation.

Current industry practice is for this fixture to be
some sort of pallet, or a two- or three-jaw clamping
system. In some cases fixtured parts must withstand sig-
nificant assembly forces from press fits or secondary
machining operations.

There is interest in reducing the time and cost to de-
sign and fabricate fixtures, and being able to use them
again for a different product rather than scrap them
when a product changes. This has led to various ap-
proaches to flexible part fixturing.

The simplest approach is based on a modular series
of adjustable blocks and clamps that can be used to lo-
cate and support parts. This approach has been used in
machining centers for some time and can provide a high
degree of rigidity.

A more general approach was proposed and tested
by Sandia Labs in 1996. This was a planar clamp-

Fig. 50.7 A computer-generated fixture (after [50.9])

ing scheme in which a geometric planner analyzed the
perimeter of a part, and placed some pins in a loca-
tion on a grid such that a single clamp could uniquely
restrain the part from translation and rotation [50.10].

More recently, a team at Sandia extended this work
to a 3-D planner [50.9] (Fig. 50.7). Inputs to this plan-
ner include a 3-D (ACIS) model of the part, a fixture
kit specification detailing the fixture building tools and
clamps, friction data for the fixture components and the
workpiece, and disturbance forces to be applied to the
fixtured part. The tool then outputs a series of fixture
designs with a quality score for each.

For larger workpieces, one or more multiaxis robots
are now being used to hold and reposition workpieces
while other robots add parts to the assembly. Paral-
lel link structures are being offered commercially for
orienting larger workpieces (Fig. 50.8). In November
2007, at the International Japan Robot Exhibition in
Tokyo, Yaskawa showed a two-armed robot perform-
ing assembly, with one arm holding a workpiece and
a second arm inserting components. All programming
for this demonstration was done manually.

Fixture design is essentially the same problem as
grasping design except there is a strong commercial
need for fixtures to be low cost, as for many systems
there may be a large number of fixtures in the sys-
tem. Generating reliable fixture designs quickly from
CAD geometry and knowledge of assembly forces re-
mains an interesting challenge. With the advent of rapid

Fig. 50.8 A robot fixture
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prototyping machines, it is now possible to quickly fab-
ricate fairly complex fixture geometry. It is important

that fixtures provide kinematic grasps that can withstand
assembly (or machining) forces.

50.2 Small Parts

50.2.1 Aligning Small Parts

For many industries part dimensions are shrinking to
a point where humans can no longer handle or assem-
ble parts. Parts with submillimeter dimensions often
have manufacturing tolerances that can be a substantial
percentage of the overall part size, and may not be reg-
istered to any part dimension that can be grasped; for
example, laser diodes emit light with a Gaussian inten-
sity profile whose peak must be measured optically to
position the laser diode in an optical assembly. Cancer
cells in a fluid must be located optically so they can be
sampled by means of a microliter pipette.

While semiautomated systems employing people
looking through microscopes are currently used for
many such applications, advances in integrating ma-
chine vision with motion control now allow parts to
be actively steered into position, using vision to take
a series of pictures to measure alignment error. The
workpiece is moved into position until the alignment er-
ror falls below a threshold. Commercial applications use
2-D machine vision for this [50.11] (Fig. 50.9).

In the next several years it is likely that this work
will be extended to 3-D vision. There are some signif-
icant challenges in using 3-D vision for aligning very
small parts. For these applications the parts typically fill
a large portion of the field of view of the camera(s).
For 3-D applications this means that, as a gripper ap-

Fig. 50.9 Visual servoing: steering parts into alignment
using vision in motion control loop (courtesy of Precise
Automation)

proaches a part, the part image will change dramatically
in size and perspective. For applications where a num-
ber of pictures will be taken and processed, the vision
system must be able to recognize these changing images
without explicit programming for each image. In addi-
tion, for the case where small parts are being actively
mated to each other, one part may obscure the second
part so that only a few features on the second part may
be visible. Lighting, reflections, and depth of field all
contribute to make this work challenging.

Automatically generating 3-D vision recognition
and part-mating algorithms is another area where the
integration of a 3-D modeling system and a 3-D motion
planning system with the actual online motion control
system will be necessary.

50.2.2 Fastening Small Parts

There are many well-developed techniques for fasten-
ing large parts together. However, when part geometries
shrink to submillimeter levels, fastening techniques are
largely confined to adhesive bonding, eutectic bonding
such as soldering, and welding.

Since all of these material-based fastening tech-
niques involve physical changes in the material, they all
tend to introduce dimensional changes during the fas-
tening process; for example, in aligning laser diodes in
fiber-optic transceivers, the desired optical alignment is
within 10 μm. Epoxy curing and laser welding both in-
troduce dimensional shifts equal to the desired assembly
tolerance. It took the photonics industry over 5 years to
improve first-pass production yields from 30% to over
90% due to this issue.

There are several approaches to dealing with this
problem. One is to model and predict the dimensional
change that will occur during the bonding process and
offset the assembly positions to account for this. This
only works if the amount of bonding material is highly
repeatable and the assembly geometry is highly repeat-
able. Where the assembly geometry must vary due to
part tolerances, for example where the peak power of
a laser diode moves relative to the package outline,
a fixed offset is not possible. In this case a real-time off-
set would need to be computed based on the alignment
geometry and bonding material properties.
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A second approach is to bond the parts, then mea-
sure the resulting geometry, and deform the resulting
bonded structure to achieve the desired alignment. This
technique is employed by the photonics industry to
align laser diodes, and is referred to as bend align. Tech-
niques must be used to stress-relieve the assembly after
deforming so that residual stress does not affect align-
ment over time.

A third approach is to create a separate, rigid, kine-
matic support structure for the parts, which controls part
alignment, and use a parallel bonding process around
this support structure to place it in compression. A prop-
erly designed support structure can then resist the forces
from the bonding material. The author suggested the
kinematic structure in Fig. 50.10, in which a fiber is
mounted in either a solid ferrule or a V-block ferrule.
The ferrule rests on a hollow ceramic tube with a V
notch. A solder preform is placed inside this tube. The
assembly system aligns the fiber and the preform is
heated, bonding the ferrule to the mounting substrate,
with the ceramic tube resisting the compression forces
when the solder solidifies. A sixth degree of freedom
can be added by using a half-sphere instead of a cylinder
for the fiber ferrule.

Solder preform

Fig. 50.10 A five-degree-of-freedom kinematic mount for optical
fibers (courtesy of B. Carlisle)

A fourth approach proposed in the photonics in-
dustry is to bond parts to microservo mechanisms
which can be actively controlled after bonding to align
parts [50.12]. However, this approach is relatively ex-
pensive and may suffer from reliability problems over
extended service periods.

In general, the stable alignment of small parts
to micron or submicron tolerances remains a chal-
lenge, which will benefit from advances in mod-
eling stresses and bonding material deformation in
systems that can be linked to real-time motion sys-
tems.

50.3 Automation Software Architecture

The foregoing discussion points out the need for
some new features in a flexible automation program-
ming language. Some of these features are available
in today’s robot languages; some of them (3-D mod-
eling) are available in separate packages; and some
are not available yet, other than in research environ-
ments. Surprisingly, some robot vendors still do not
offer general-purpose programming languages, prefer-
ring to offer application-specific programming tools.
For a current state-of-the-art robotic programming lan-
guage, see [50.13]. Also see Chap. 22 on Modeling and
Software for Automation.

A general-purpose automation programming lan-
guage should include the features described below.

50.3.1 Basic Control
and Procedural Features

In addition to common control features such as looping,
branching, multithreading, mathematical functions, and
data structures, an automation language should be able
to coordinate multiple mechanisms on a common time

base. It should be possible to do this over a network,
with a structure that allows master–slave or peer-to-peer
communication and control. It should be possible to use
sensor data to alter motion in real time.

50.3.2 Coordinate System Manipulation

Robots and other automation equipment are usually pro-
grammed in a Cartesian coordinate system, which may
be different from the joint coordinates of the robot.
Mathematical models, loosely referred to as kinematics,
transform joint coordinates into Cartesian coordinates
via matrix algebra. Modern robot languages store Carte-
sian positions in a format known as a homogeneous
coordinate transformation. These coordinate transfor-
mations can be multiplied together to offset positions
relative to a pallet, for example, or a tool. Sensor data
must be transformed from the sensor coordinate system,
for example, a camera frame, to the robot coordinate
system. It is useful to be able to compute elements of
these coordinate transformations in real time at the ap-
plication level; for example, circular, elliptical, spline
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or other motions can be computed by a procedure in
a loop that calculates the destination coordinates in a lo-
cation variable and then calls a trajectory generator to
compute and execute an incremental motion. Tracking
a conveyor can be accomplished by using an encoder to
update a base reference frame in real time.

There is increasing interest in including a 3-D model
and representation of both robot and workcell geometry.
Today’s robot languages do not offer the ability to de-
fine the surfaces of the robot or workcell in 3-D space,
other than some simple planes and cylinders. Accurate
representation of 3-D surfaces would be very useful for
collision avoidance, path planning, and safety systems.

There is also increasing interest in improving the
absolute accuracy of robots and other automatic ma-
chines. Today’s kinematic models of six-axis robots
assume that the physical robot is manufactured per-
fectly, i. e., that right angles are perfect, link lengths
are perfect, there are no deflections from gravity or
loads, etc. For offline programming of robots working
in complex environments, for example, spot-welding of
an automobile, it is desirable for the robot motion to be
one to two orders of magnitude more accurate than typ-
ical manufacturing tolerances permit. Recently, more
complete models of robots have been developed in of-
fline simulators. Actual robots can be programmed to go
through a calibration routine and a more accurate model
of the robot is built in the simulator. Then the simulator
commands an offset path which is downloaded so the
real robot will make accurate motions. This is currently
an offline function. Improved robot controls will include
this capability as an online function.

50.3.3 Sensor Interfaces
and Sensor Processing

Machine vision, force sensors, and other sensors have
been integrated with commercial robot control systems
since the early 1980s. However, what is needed today is
the ability for sensors to deal with 3-D geometry, and
for sensor programs to be generated automatically from
3-D geometry.

In fact, it would be very useful if sensors could
be used to create 3-D models when no explicit mod-
els exist. A mobile robot entering a new environment
should be able to build up a model of the environ-
ment from sensor data. Extensive work in the research
community has shown success building 3-D models
from a series of 2-D images [50.14] as well as fusing
sensor data from stereo vision and laser range find-
ers for complex navigation tasks such as the Defense

Advanced Research Projects Agency (DARPA) Grand
Challenge competitions in 2006 and 2007, in which
multiple teams of researchers developed vehicles that
could build models and navigate through unknown out-
door environments.

Sensor-generated models must then be available
to the motion planning system so the robot can plan
moves, update progress through the environment, avoid
collisions, and detect and recover from errors.

50.3.4 Communications Support
and Messaging

Many commercially available robot controllers cur-
rently support only limited-bandwidth messaging and
file handling. With the rapid development of distributed
motion control where motion can be coordinated at
frequencies of 1 kHz or more over a network, the
technology now exists for higher-bandwidth, time-
synchronized communication; for example, a mobile
camera could broadcast an image to a group of mo-
bile devices (imagine soccer-playing robots) that also
exchange strategy and planning information. The au-
tomation language and operating system should be
capable of handling high-bandwidth communications
without interfering with other deterministic tasks such
as trajectory planning, image processing, and servo
loops. The ability to set time slots and task priorities in
the operating system becomes very important as com-
munication loads increase. Personal computers remain
disappointing in this regard, with large, unpredictable
communication delays.

50.3.5 Geometric Modeling

From much of the foregoing discussion it should be
clear that the author believes that automation languages
should be extended with 3-D modeling systems. One
important difference though, is that robotic and other
automation systems are dynamic, while many model-
ing systems are static, or updated at a low rate. In order
to be useful, an online modeling system needs to be
capable of being updated at rates similar to those in
3-D video games, as robots can make large motions in
a few hundred milliseconds. It is likely that some of
the simplifications and data-compression methods used
in video games may be useful for real-time geometric
modeling for motion control.

Eventually, it may be useful to include dynamic
models as well as structural deflection models in au-
tomation languages. Today’s robots are large, rigid,
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heavy structures with masses that exceed their rated
payloads by a factor of ten or more. Lighter, more flexi-
ble robots would waste less energy, but will be harder to
control and harder to program without some capability
to predict their trajectories under load.

50.3.6 Application Error Monitoring
and Branching

In most industrial robot applications, over 50% of the
programming effort is devoted to anticipating, sensing,
and recovering from possible errors. Today, much of
this programming is done on site, in an ad hoc man-
ner, and takes a long time to develop and debug. As
more sensors are used, this problem becomes larger, as
sensors can introduce new errors. It may not be obvi-
ous to the programmer why a sensor-driven system is
not reliable. To aid debugging, data-logging features,
time-stamping of data and communication messages,
and single stepping of motion programs are becom-
ing common automation language features. In assembly
systems, many errors are due to poorly understood or
poorly modeled part tolerances. Often weeks or even
months of testing is required for a production system
to meet reliability standards. This testing is used to find
software bugs, make sensors reliable, and make the sys-
tem robust within a statistical range of part tolerances.

However, we still do not have general methods to
analyze assembly systems for errors, represent errors or
generate error monitoring and recovery strategies. Work
by Deming and others in statistical process control con-
tributed greatly to understanding manufacturing process
tolerances and designing products and processes for
reliable production with known tolerances. However,
these techniques, while used in the metal-forming and
semiconductor industries, seem to be largely absent
in automated assembly systems. In 1997 Carlisle and
Craig developed a simulation tool [50.15] for assem-
bly tolerance process analysis that was used by Nokia
to analyze and improve cellphone production yields.
However, since assembly systems vary so dramatically,
there are few, if any, generally accepted practices for
modeling assembly processes and part tolerances and
predicting and improving yields.

It is not clear if it is productive to try to predict er-
rors. In general, an error is a deviation from a plan. It
may be more productive to detect errors quickly and for
the system to have enough geometric and sensor data to
make a new plan quickly to try to recover from the er-
ror. Assembly systems with this capability have yet to
be demonstrated.

50.3.7 Safety Features

The cost of assembly robots and sensors is coming
down quickly. At the same time the speed of these
devices is increasing. Motions of 1 m in a fraction of
a second are now common. As a result, robots can
present a substantial danger to humans who may enter
the robot workspace.

The industry approach to this issue is to create walls
around the robot with sensors and interlocks to prevent
people from entering the robot workspace when it is
moving under computer control. This approach is both
expensive and inefficient. A US$ 15 000 robot may be
surrounded by US$ 5000 of screens, light curtains or
safety mats. Creating cells with walls tends to require
more floor space for each cell.

More generally, there are more and more applica-
tions where it is desirable to have robots work with,
and in some cases touch, people. To address this is-
sue in a general way we need control systems that can
model the robot’s structure as well as the environment,
and sensors that can detect people entering the robot’s
workspace. We need motion control systems that can
respond dynamically to space intrusion and modify the
motion appropriately. An operator should be able to
walk up to a robot workcell and load a new tray of
parts in the workspace without fear of injury in the
same manner that he or she would interact with a human
assembler.

50.3.8 Simulation and Planning

It is time for robot simulation to move from an of-
fline capability to an online capability, where the
control system contains a real-time geometric simu-
lation of the complete assembly system. Simulation
systems are now widely used for programming robots
for spot-welding, arc-welding, and some material han-
dling tasks. However, they could be more widely used
for many applications described here, including pro-
gramming flexible part feeders, programming 2-D and
3-D vision systems, optimizing sensor-driven motions
through workcells, detecting and recovering from er-
rors, and allowing robots to interact safely with people.

Online simulation offers the opportunity to develop
high-level representations of common tasks; for ex-
ample, a task-level command such as “Drive a screw
at location hole 1 to torque X” is much easier for
an application programmer to work with than many
lines of detailed programming code. However for task-
level instructions to be fairly general, they should be
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able to access geometric and process information from
databases, and a simulation system with motion plan-
ning ability and knowledge of the robot and workcell
should generate the motion plan for the task. If an error
occurs, the planning system should generate a new plan
online.

More generally, simulation and task-level planning
are necessary tools to address the broader issue of robot
interoperability, and program and data sharing. Users
would like to be able to move programs from one brand
of robot to another. This will remain an elusive goal
until robots can be instructed at a very high level of ab-
straction, in almost the same manner as a human is given
high-level, abstract directions along with some data, and
figures out how to perform the task. The instruction
“Bolt down the manifold cover”, given a CAD model,
is far easier to translate than today’s explicit low-level
programs.

50.3.9 Pooling Resources and Knowledge

In the last few years it has become technically pos-
sible for people to share knowledge and collaborate
remotely over the Internet. This has created the potential
for open-architecture systems where many people pool
knowledge to create complex systems efficiently. The
Linux operating system is one example that has been
widely accepted by an enthusiastic user base.

An ideal robot programming system would have
a core set of functions that could support a wide range
of applications, yet it would be open enough and ex-
tensible enough that users could create new capabilities
that could be shared or integrated. There is an inter-
esting balance between providing enough structure that
programs from different developers can be integrated
while allowing enough flexibility that users can add new
features easily.

50.4 Conclusions and Future Challenges

In general, we need to raise the abstraction level of robot
programming if robots are going to be able to perform
increasingly complex tasks in increasingly less struc-
tured environments. Programming languages for robots
need to incorporate modeling, sensing, and planning ca-
pabilities to allow libraries of tasks and actions to be
compiled. These high-level tasks need to be robust and

safe. We also need to think about how to pool ideas and
resources from many different developers and locations,
to build up the large knowledge base that will be needed
for robots to move from simple, highly structured tasks
to complex, unstructured tasks. A more thorough dis-
cussion on the future of flexible and precise automation
is provided in Chap. Sect. 21.3 of the handbook.

50.5 Further Reading

1. S. Y. Nof (Ed.): Handbook of Industrial Robotics
(Wiley, New York 1999)

2. B. Siciliano, O. Khatib (Eds.): Springer Handbook
of Robotics (Springer, Berlin, Heidelberg 2008)

References

50.1 A. Shafi: Bin Picking Axle Shafts (Shafi Inc., Michi-
gan 2008), http://www.shafiinc.com/solutions/sol36/
test_1.htm (last accessed 2008)

50.2 K. Goldberg, B. Mirtich, Y. Zhuang, J. Craig,
B. Carlisle, J. Canny: Part pose statistics: estima-
tors and experiments, IEEE Trans. Robot. Autom.
15(5), 849–857 (1999)

50.3 B. Carlisle: Feeder developed by at Adept
Technology and licensed to Flexomation Inc.
http://www.flexomation.com/ (last accessed 2008)

50.4 Flexfactory: Feeder developed by Flexfactory AG
(Flexfactory, Dieticon 2008),
http://www.flexfactory.com/ (last accessed 2008)

50.5 A. Miller, P. Allen: From robotic hands to human
hands: a visualization and simulation engine for
grasping research, Ind. Robot 32(1), 55–63 (2005)

50.6 Barret Technology: http://www.barrett.com/robot/
products-hand.htm (2008) (last accessed 2008)

50.7 Schunk Gripper: http://www.schunk.co/ (2008)
(last accessed 2008)

Part
F

5
0



Flexible and Precision Assembly References 891

50.8 D. Krajic, A. Miller, P. Allen: Real time tracking
meets online grasp planning, Proc. 2001 ICRA IEEE
Int. Conf. on Robotics and Automation, Vol. 3 (2001)
pp. 2460–2465

50.9 R. Brown, R. Brost: A 3-d Modular Gripper Design
Tool, Sandia Rep. SAND97-0063, UC-705 (1997)

50.10 R. Brost, K. Goldberg: A complete algorithm for de-
signing planar fixtures using modular components,
IEEE Trans. Robot. Autom. 12(1), 31–46 (1996)

50.11 J. Shimano: Visual Servoing Taylor Made for
Robotics (Motion Systems Design, 2008), (last ac-
cessed 2008)

50.12 A. Hirschberg: Active alignment photonics assem-
bly, US Patent 6295266 (2001)

50.13 B. Shimano: Guidance Programming Language
(Precise Automation, 2004–2008),
www.preciseautomation.com (last accessed 2008)

50.14 M. Lin, C. Tomasi: Surface Occlusion from Lay-
ered Stereo. Ph.D. Thesis (Stanford Univ., Stanford
2003)

50.15 J. Craig: Simulation-based robot cell design in
AdeptRapid, Proc. 1997 ICRA IEEE Int. Conf. on
Robotics and Automation, Vol. 4 (1997) pp. 3214–
3219

Part
F

5
0



“This page left intentionally blank.”



893

Aircraft Manu51. Aircraft Manufacturing and Assembly

Branko Sarh, James Buttrick, Clayton Munk, Richard Bossi

Increasingly the manufacturing of complex prod-
ucts and component parts involves significant
automation functions. This chapter describes
a cross section of automated manufacturing sys-
tems used to fabricate, inspect, and assemble
aircraft. Aircraft manufacturing cost reductions
were made possible by development of advanced
technologies and applied automation to produce
high-quality products, make air transportation af-
fordable, and improve the standard of living for
people around the globe. Fabrication and assem-
bly of a commercial aircraft involve a variety of
detail part fabrication and assembly operations.
Fuselage assembly involves riveting/fastening op-
erations at five major assembly levels. The wing
has three major levels of assembly. The propulsion
systems, landing gear, interiors, and several other
electrical, hydraulic, and pneumatic systems are
installed to complete the aircraft structurally and,
after functional tests, it normally gets painted
and goes to the flight ramp for final customer
acceptance checks and delivery. Aircraft manufac-
turing techniques are well developed, fabrication
and assembly processes follow a defined se-
quence, and process parameters for manual and
mechanized/automated manufacturing are pre-
cisely controlled. Process steps are inspected and
documented to meet the established Federal
Aviation Administration quality requirements,
ensuring reliable functions of components, struc-
tures, and systems, which result in dependable
aircraft performance.
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The emergence of the industrial age brought sig-
nificant changes and impacts on living conditions
of human societies. Innovative product development
in a free market environment, driven by a desire
to improve standards of living, led to revolutionary

products in computing, communications, and trans-
portation that impacted all levels of human activities.
The key enabler of this progress was improved in-
dustrial productivity, which climaxed with automation
technologies, starting with hard automation (suit-
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able for mass production of consumer goods) and
evolved into intelligent automation (selectively used for
batch-type single-component fabrication) using com-
puters and software to precisely control complex
processes.

Automation has successfully met the need to im-
prove quality, reduce cost, and improve ergonomics
of aircraft fabrication and assembly. The conversion
to digitally defined aircraft and advancements in ma-

chine tools have enabled widespread use of automation.
The trend to machine/fabricate components accurately
with automated machines started with a Massachusetts
Institute of Technology (MIT) demonstration of the
first-ever developed numerically controlled (N/C) ma-
chine in 1952. This quickly led to a huge machine tool
market that enabled rapid production of precision ma-
chined parts and accurate assembly of large aircraft
structures.

51.1 Aircraft Manufacturing and Assembly Background

Aircraft manufacturing cost reductions were made pos-
sible by development of advanced technologies and
applied automation to produce high-quality products,
make air transportation affordable, and improve the
standard of living for people around the globe [51.1–3].

Fabrication and assembly of a commercial aircraft,
such as the one depicted in Fig. 51.1, involves a vari-
ety of detail part fabrication and assembly operations.
A number of raw materials are machined and fabricated
into detail parts, which are then assembled into various
levels of structural configurations. Starting with basic
assembly of detail parts into simple panels, they are then
combined into super panels and higher-level assemblies
to produce the fuselage, wings, and finally the com-
plete aircraft. Integral designs and efficient production
of new aircraft involve tradeoffs to optimize materials,
the number of parts and size of structures, use of inno-
vative processes, and adaptations of appropriate existing
equipment and facilities.

Fig. 51.1 Major aircraft fuselage and wing components layout

Fuselage assembly involves riveting/fastening oper-
ations at five major assembly levels. At the first (lowest)
level, skins, doublers, longerons, and shear ties are
joined to form a single panel. The size and complexity
of single panels is primarily driven by aerodynamics,
load requirements, and function in operation of the
aircraft. At the second assembly level, several single
panels are joined using additional detail parts along lon-
gitudinal and radial joints into super panels. Frames
are usually attached to shear ties during this operation.
Assembly of the floor grid structure (also second-level
assembly) joins the floor beams and seat tracks. At the
third assembly level, half shells are created by joining
super panels and the floor grid is often attached to the
upper or lower half-shell of the fuselage. Fourth-level
assembly involves longitudinal joining of barrel halves
to complete the individual barrel structures. Fifth-level
(highest) assembly does the 360◦ radial joins which fas-
ten the nose, forward, center, and aft fuselage barrels
together. Inside these structures, multiple radial dou-
blers, couplings, and fittings are installed to complete
the aircraft’s fuselage structure.

The wing has three major levels of assembly. The
first (lowest) assembly level joins the upper and lower
skin panels, spars, and bulkheads (consisting of N/C-
machined skins, stringers, and stiffeners). At the second
assembly level, spars and bulkheads are joined to form
the wing grid, to which skin panels are attached to create
the wing box. The third (highest) assembly level joins
leading and trailing edge components to the wing box
to complete the wing structure. The wing is joined to
the fuselage in the appropriate sequence to complete the
airframe.

The propulsion systems, landing gear, interiors, and
several other electrical, hydraulic, and pneumatic sys-
tems are installed to complete the aircraft structurally
and, after functional tests, it normally gets painted and

Part
F

5
1
.1



Aircraft Manufacturing and Assembly 51.2 Automated Part Fabrication Systems: Examples 895

goes to the flight ramp for final customer acceptance
checks and delivery.

Aircraft manufacturing techniques are well devel-
oped fabrication and assembly processes that follow
a defined sequence, and process parameters for manual
and mechanized/automated manufacturing are precisely
controlled. Process steps are inspected and documented
to meet the established Federal Aviation Administra-
tion quality requirements, ensuring reliable functions
of components, structures, and systems, which result in
dependable aircraft performance.

All activities at aircraft factories are organized
around flow of materials, parts, and structures to the
final assembly line. In the early stages of aircraft
manufacturing, detail parts are fabricated (involving
machining, heat treatment, stretch forming, superplastic

forming, chemical treatment, composite material layup,
curing, trimming, etc.), followed by part inspection
(x-ray, ultrasonic, etc.). The next manufacturing steps
focus on the assembly of detail parts into subassemblies
and larger structures using both manual assembly tasks
and automated machinery (C-frame, ring riveters, etc.),
and also moving lines for final aircraft assembly.

Due to economic pressures and ergonomic neces-
sities, the majority of manual aircraft manufacturing
has been replaced during past decades by mechanized
and/or automated processes and systems, yielding sig-
nificant process and cost saving improvements; for
example, the productivity of machining processes has
generally improved by a factor of ten, with some highly
automated assembly processes enjoying improvements
in excess of a factor of 15.

51.2 Automated Part Fabrication Systems: Examples

Automated aircraft part fabrication involves a variety
of manufacturing techniques and systems, all tailored
to processing specific materials and part configura-
tions, ranging from aluminum and titanium alloys to
carbon-fiber epoxy materials, using intelligent automa-
tion to produce strong, lightweight parts at afford-
able/competitive costs.

51.2.1 N/C Machining
of Metallic Components

Process Description
Since the advent of metallic airframe construction,
airplane manufacture has been machining intensive,
largely because the starting material forms (i. e., plate,
extrusion, die forging, etc.) were not available in near-
net shapes. To minimize airplane fly-weight and ensure
good fatigue life, most metallic surfaces are machined
to obtain the final component configuration and achieve
a specified surface finish. An important expression in
the aerospace machining industry is the buy-to-fly ra-
tio, which indicates the ratio of excess material removed
during a given machining operation versus the remain-
ing material that flies away on the airplane. For an
average commercial aircraft N/C-machined part, this
ratio is about 8 : 1.

The machining process usually employs a cutter
mounted in a rotating spindle, where the spindle or part
can be moved relative to one another by a numerical
controller (N/C) using servo motors. The spindle revo-

lutions per minute (RPM) may vary from 0 to 40 000,
depending on the material, with the largest wing skin
mills employing multiple spindles with power ratings
up to 200 horsepower (HP). N/C machine tools com-
monly used within the aerospace industry are some
of the largest machine tools in the world, with skin
mill bed sizes ranging up to 24 ft wide by 270 ft
long [51.4–8].

Wing Skin Mills
The wing skin mill shown in Fig. 51.2 is capable of ma-
chining two wing skins simultaneously. The aluminum
plate from which the wing skins are produced is held
down to the skin mill bed using a vacuum. Typically the
aerodynamic outer wing surface, known as the outside
mold line (OML), is machined first. Once completed,
the wing skin is flipped over, the vacuum is reapplied,
and machining on the inside mold line (IML) is com-
pleted. The IML contains pads and other features which
mate to other wing structure components such as wing
ribs and stringers. In addition, the wing skins, which
are thickest near the fuselage, taper down to approxi-
mately 0.25 in thick at the outboard wing tip. Thickness
tolerances for these flight critical components are typ-
ically held to ±0.005 in Mammoth gantries (weighing
nearly 30 t) carrying two 200 HP machining spindles
over a wing skin move with precision, while holding
the necessary tolerances. Face mill cutters up to 1 ft in
diameter are employed to quickly cover the vast ex-
panse of the wing skins, generating a large volume of

Part
F

5
1
.2



896 Part F Industrial Automation

Fig. 51.2 Cincinnati milacron wing skin mill and wing skin after machining

aluminum chips, which are collected by a vacuum chip
collection system requiring a 100 HP motor.

Customized Long-Bed Gantry-Style
Milling Machines

Dedicated long-bed purpose-designed gantry-style
milling machines have been the traditional choice for
machining major wing structural components (i. e.,
stringers, spar chords, and channel vents). These
machines employ multiple high-power (112 kW), low-
RPM spindles, each capable of high material removal
rates (MRR). Each wing component (upper chord,
lower chord, stringers, and channel vents) for each
airplane model has a dedicated part holding fixture.
Large-diameter cutters mounted in steep-taper tool
holders experience high cutting forces and bending mo-

Fig. 51.3 Dedicated spar mill gantry with typical cross section and machined part

ments. This technology is still appropriate when high
MRR is required for long extruded parts of adequate
stiffness. These machines have been regarded as the
aerospace machining standard for 50 years.

The right side of Fig. 51.3 shows a typical 110 ft-
long completed part after machining and a typical cross
section of the extrusion that makes this part. The cross-
sectional area reduction is evident in this illustration.
Approximately 12 kg of material is machined away for
each (1 kg) of flyaway part. When buy-to-fly ratios for
various manufacturing methods are compounded by the
sheer size of commercial airplanes, it becomes obvi-
ous how an airframe manufacturer can produce over
35 million pounds (16 Gg) of aluminum chips annually.
This is roughly equivalent to the airframe weight of 100
Boeing 747 aircraft.
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High-Performance Machining
As future airframe designs are considered, more em-
phasis will be placed on component producibility and
manufacturing costs. Traditional built-up assemblies
are being replaced by monolithic designs. Contrary to
popular belief, the value for the airframe producer to
utilize high-speed machining techniques does not lie
solely in reduced machining cycle times. Economies
of scale are gained not by machining cycle time re-
duction alone, but by conversion of multiple-piece
assemblies to monolithic components. This ensures
a more accurate final part and the elimination of assem-
bly tooling, labor, equipment, and facilities previously
required by built-up designs. High-performance ma-
chining provides designers a manufacturing process to
produce thin-wall monolithic parts quickly with min-
imal distortion.

However, monolithic designs are placing new bur-
dens on high-performance machining technology. Such
designs often require more material be removed dur-
ing the machining process than previously required
for built-up or assembled sheet metal components.
It is difficult to use extrusions or die forgings for
monolithic airplane components that are long with
significant cross-sectional changes. Components up to
110 ft (35 m) with a tapering cross-section must either
be produced from multiple die forgings that are joined
or machined from plate stock (if they are designed
as a monolithic part). This requires removing large
amounts of material, as depicted in Fig. 51.3. Increased
buy-to-fly ratios will necessitate that more emphasis
be placed on maximizing material removal rates in the
future.

Technical data 

• Stretch forming of large contoured fuselage skins 

• Machine size: L = 20 m; W = 4 m; H = 3 m 

• Sheet size max. t = 6 mm; W = 2.5 m; L = 12 m 

• Articulating jaws stretch force = 1500 tons 

• Articulating jaws min. radius: longitudinal axis = 10 m 

• Articulating jaws min. radius: transverse axis = 2 m 

• Stretch die table max force = 1000 tons 

• CNC controller 

• All machine motions can be actuated manually or 
 controlled by program

Fig. 51.4 Stretch-forming machine for skins

51.2.2 Stretch Forming Machine
for Aluminum Skins

Machine Description
The machine depicted in Fig. 51.4 is capable of stretch-
forming large contoured fuselage skins. The major
machine components are:

1. A die table for supporting and moving stretch form
dies (dies contain the configuration of the final skin
and are placed on the table) vertically during the
stretch forming process.

2. Two articulating jaws (one on each side of the
table), consisting of multiple jaw segments, en-
abling articulation of each jaw around longitudinal
and transversal axis to accommodate the contoured
skin geometry. Jaw segments have built-in hydraulic
clamps which firmly clamp the metallic sheets prior
to the stretch-forming process. During the forming
process each jaw moves longitudinally away from
the die table.

3. A computerized numerical control (CNC) ma-
chine controller, which executes stretch-forming
programs by activating/moving machine compo-
nents [51.1–3].

Heat-Treat and Stretch-Forming Processes
Common structural materials used for fuselage skins,
fuselage frames, and stringers are the high-performance
aluminum alloys, namely the 2000 series and 7000 series
aluminum alloys (i. e., 2024, 7075). Both of these alu-
minum alloys are heat-treatable for strength, toughness,
and corrosion resistance. To achieve high strength,
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the 2024 alloy, commonly used for fuselage skins, is
heat-treated in furnaces up to 496 ◦C. A quenching
process from these elevated temperatures dissolves the
alloy constituents (i. e., such as copper) in a solid state
in the solid aluminum alloy. After quenching, room-
temperature aging occurs, causing copper constituents
to precipitate along the grain boundaries and along slip
planes of the alloy. This action distorts the crystal lat-
tice interferes with any smooth slip process, resulting
in increased strength of the material. Immediately af-
ter quenching, the material is relatively soft and can be
formed as in as-quenched (AQ) tempering. However af-
ter about 20 min the alloy will start room-temperature
aging and strengthen to the T4 temper condition. Room-
temperature aging is also referred to as natural aging.
The final T4 strength obtained is about 96 h.

Alloy sheets are moved from the quenching sys-
tem/equipment to the stretch-forming machine and laid
up on the stretch die, then both ends of the sheets are
pushed into the jaws and jaw segment clamps are ac-
tivated, clamping onto sheet ends. Jaw segments are
configured around the longitudinal axis to accommo-
date skin shape, dictated by the stretch die geometry,
and longitudinal forces are applied to the sheet by driv-
ing jaws away from the table. At a certain point, the
table is activated, moving the stretch die vertically while
the jaws rotate around the transversal axis, pulling the
sheet and forcing it to comply to the stretch die ge-
ometry. After sufficient stretch (plastic deformation) is
achieved, the jaws and table reverse direction, relieving
tension on the sheet once it has attained the desired skin
geometry (and allowing for some spring-back). Ideally,
aluminum skin stretch form dies are built with spring-
back compensation. This is especially important for
large contoured skins. Software for stretch die design
tools are readily available and have proven very useful.

For many decades, the stretch forming process was
(and partially still is) a black art. It requires very ex-
perienced personnel to drive machine elements (table,
jaws) in linear and rotational axes while observing the
skin during stretch-forming operations. Variations in
skin and stretching behavior result from changes in ma-
terial properties during the incubation time and make
it difficult to establish precise process parameters. Af-
ter years of experimentation, and collecting empirical
data (required degree of stretch, etc.), the majority of
skin form operations can be computer controlled or
at least semi-automated, whereby the operator observ-
ing the skin behavior can make slight adjustments to
the degree of stretch to compensate for material prop-
erty variations. Programs can be generated offline, or

recorded/stored in the teach mode on the machine dur-
ing the stretch-forming process.

51.2.3 Chemical Milling and Trimming
Systems for Aluminum Skins

System Description
Chemical milling is a material removing process using
chemical reaction to dissolve material in certain loca-
tions to produce contoured skins with variation in cross
sections (thickness), accommodating changing design
load conditions along the fuselage. This process in-
volves several subsystems:

1. Galvanic treatment tanks for cleaning and surface
preparation of stretch-formed skins

2. A five-degree-of-freedom (DOF) robotic system ap-
plying a mask to the skin surface

3. A five-DOF gantry robotic system and flexible pogo
fixture using a carbon-dioxide laser to scribe the
mask, enabling mask removal in certain skin loca-
tions

4. Chemical milling and galvanic treatment tanks to
perform metal removal (chemical milling)

5. A five-DOF CNC gantry system with a flexible pogo
table to trim and drill skins [51.1–3].

Process Description
Stretch-formed skins have to be cleaned and surface
prepared for the application of the chemical milling
mask. A robotic system under program control auto-
matically applies the mask of defined thickness to both

Fig. 51.5 Skin with scribed mask
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sides of the skin, moving a spray nozzle along opti-
mized patterns to achieve homogeneous mask coverage
thickness and to minimize overspray. After the mask
is sufficiently dry, skins are positioned onto the flexi-
ble pogo table, stabilized with suction cups to pogos.
The skin surface pointing to the outside of the air-
craft is positioned onto pogos and does not require any
chemical milling. A gantry robot moves the head with
a carbon-dioxide laser in five DOFs across the inner
surface of the skin, scribing (cutting) mask along cer-
tain patterns to facilitate peeling off of the mask. After
all patterns are cut (Fig. 51.5) skins are processed using
computer-controlled cranes to move skins through the
chemical milling tanks. First, the mask is removed in ar-
eas which will lead to the thinnest skin cross-sections.
Skin is dipped into the chemical milling tank, allowing
NaOH chemical (kept at elevated temperatures) to etch
exposed aluminum surface long enough to achieve the
desired remaining cross section. Etching velocity de-
pends on the NaOH concentration (which is controlled
daily). The etching velocity is used as an input param-
eter to the crane controller, which pulls the skin out
of the tank at a predetermined time automatically. If
measurement of the desired aluminum skin thickness is
verified, the next mask area is peeled off, and the next
chemical milling process is repeated, until all required
skin areas are processed. The last skin processing step
involves trimming of boundaries and drilling of tool-
ing and determinant assembly holes. These tasks are
accomplished on the five-axis trimming and drilling ma-
chine (Fig. 51.6). Pogos of the flexible machine table are
driven in three linear DOFs to positions dictated by the
skin configuration, and swiveling suction cups on top of
pogos stabilize the skin during the trimming and drilling
operations. Mechanical cutters and chip extraction noz-

Fig. 51.6 CNC trimming and drilling system

zles surrounding the cutter are used. Net trimmed skins
with tooling and determinant assembly holes are now
ready for assembly.

All crane movements in the galvanic process line
and the robotic chemical mask application process are
controlled by a simple program. For mask scribing, the
laser gantry robot, and the trimming/drilling robotic
system, computer-aided design (CAD) skin geome-
try data is imported into the process simulation and
a semi-automated program creation system generates
processing programs.

51.2.4 Superplastic Forming (SPF)
and Superplastic Forming/
Diffusion Bonding (SPF/DB)

Process Description
The SPF process is an elevated-temperature process
where fine-grain material, such as alpha-beta titanium
(Ti-6Al-4V is most common) and certain aluminum
alloys (7475, 2004, and 5083), can be formed into com-
plex shapes using gas pressure. The process temperature
depends on the material and alloy being formed: tita-
nium (774–927 ◦C aluminum (454–510 ◦C). SPF parts,
such as those shown in Fig. 51.7, are produced with
typical elongations up to 300% [51.4–8].

The basic principles of the superplastic forming pro-
cess are illustrated in Fig. 51.8, typically using heat and
gas pressure to fully form aluminum or titanium part
blanks to match the tool’s contour.

Fig. 51.7 Parts fabricated using super plastic forming
(SPF)
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• Elevated temperature

• Superplastic material

• Computer-controlled gas
 pressure forms the part
 into the cavity at a 
 constant strain rate

Part

Gas

Fig. 51.8 SPF process principles

The SPF/DB process combines an SPF operation
with a diffusion bonding (DB) process, whereby two or
more sheets of titanium are used to create an integrally
stiffened panel structure. For DB to occur, the titanium
sheets must contact each other in an inert atmosphere
at controlled temperatures and pressures for a speci-
fied time. Several methods can be used to achieve these
conditions. The one shown in Fig. 51.9 uses a heated
press and tool pressure to bring the sheets together.
Another method uses gas pressure inside the welded ti-
tanium pack to force the sheets into contact with each
other. Diffusion bonding is a solid-state process and
no melting occurs at the bond line. Once the individ-
ual grains on the surface touch each other, they start
growing across the interface of the two sheets. This pro-
cess continues until the sheets are completely diffusion
bonded to each other and there is no evidence micro-
scopically of there having been two, or more, pieces of
material.

The typical hot (up to 982 ◦C) shuttle table press,
shown in Fig. 51.9, produces SPF and SPF/DB alu-
minum and titanium parts and has computer-controlled
heating, pressure, and gas systems.

Fig. 51.9 Hot press, tool, and SPF part

SPF Benefits. The benefits of the SPF process are that:

• It replaces multipiece assemblies with one mono-
lithic component, saving cost, weight, and tool-
ing.• It can produce complex geometry and sharp radii.• Components contain very little, if any, residual
stress (no spring-back).• Less assembly is required (lower cost, lighter
weight, and better dimensional accuracy).• Titanium parts are corrosion resistant.

SPF/DB Benefit. The benefit of the SPF/DB process is
that:

• It reduces assembly, producing an integral structure,
with no fasteners needed to attach inner structure to
outer skin.

51.2.5 Automated Composite Cutting
Systems

Ultrasonic Cutting Machine
Uncured unidirectional and fabric carbon fiber, glass
fiber, Kevlar, prepreg, and honeycomb materials can be
cut into various shapes or forms (preforms) prior to
hand placement. Automated computer-controlled ultra-
sonic cutting machines precisely perform this task with
minimal waste of these expensive materials due to ad-
vanced computer nesting programs. Up to ten plies of
prepreg can be cut at the same time by a carbide ul-
trasonic knife, which translates up and down at 30 000
strokes per second to provide a clean cut.

The prepreg material, which includes a backing
film, is pulled off a roll at the end of the cutting ma-
chine bed (Fig. 51.10) and is laid down on a rubber
table. A disposable bag is then placed over the prepreg
material and any wrinkles are smoothed out. Vacuum
is turned on in the table, which pulls the bag down
on top of the prepreg material and stabilizes it dur-
ing the cutting operation. The two-axis N/C machine
accurately positions the ultrasonic knife along a prepro-
grammed path to achieve the desired shape. Once the
cutting operation is complete, the vacuum is released
and the vacuum bag is removed. Then the preforms and
scrap material are manually removed from the machine
bed [51.9–15].

Abrasive Water Jet
Cured graphite–epoxy composite structure has very
strong fibers in a softer matrix, so trimming them with
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Technical data 

• Typical configuration: flat bed two-axis gantry 

• Work zone: up to 10 ft × 100 ft

• Cutting speed: up to 1000 in/min 

• Rapid traverse speed: 2000 in/min 

• Positioning accuracy: 0.002 in/ft–0.015 in overall 

• Knife: 20 000–30 000 strokes/s

Fig. 51.10 Two-dimensional ultrasonic cutting machine

Insert shows a 60 000 psi waterjet
stream cutting a part

Technical data 

• Precision multiaxis overhead gantry, 5 up to 11 axes

• Work zone: up to 20 ft × 50 ft × 5 ft 

• Cutting speed: up to 250 in/min 

• Rapid traverse speed: 1200 in/min 

• Positioning accuracy: 0.002 in/ft– 0.015 in overall 

• Thin stream: 0.020 to 0.050 in dia.

Fig. 51.11 Gantry abrasive water jet with pogostick tooling

conventional machining techniques does not work very
well, since heat and the abrasive nature of compos-
ites tend to wear out cutters rapidly and delaminate
or pull fibers out of the adhesive matrix. Abrasive
water jets are being used extensively to trim, and in
some cases drill, holes in these materials due to the
clean cut, low fiber pull out, and little or no de-
lamination. The majority of water-jet systems used in
aerospace are high-pressure (60 000–87 000 psi) gar-
net or aluminum-oxide grain abrasive water-jet units
(Fig. 51.11).

An N/C machine positions a high-pressure abrasive
water jet near the periphery of a composite part that is
held in the correct contour by a series of headers or po-
gos (Fig. 51.11). The computer program drives the N/C
machine in a very accurate path at various speeds to cut
off the excess material and provide the finished edge of
the part.

51.2.6 Automated Tape Layup Machine

Automated tape layup (ATL) is an additive process used
to construct large structures from composite prepreg
tape material. It is primarily used in the aerospace in-
dustry. Machines typically have a five-axis precision
overhead gantry and an application head that is sus-
pended from a cross rail. The machine motion and
head functions are controlled by a computer with spe-
cialized programming. Prepreg tape is typically more
than 3 in wide, which is suited to flat or mild contours
(Fig. 51.12).

The highly specialized head can precisely lay any
number of plies of composite filament tape, in any
desired orientation, assuring consistent part shape,
thickness, and quality. A typical machine draws from
supply reels, then deposits 3, 6 or 12 in tape on flat or
mild-contour layup tools. The layup heads can heat the
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Technical data 

• Precision five-axis overhead 
 gantry with multifunction head

• Work zone: up to 20 ft × 100 ft

• Feed rate: up to 1200 in/min

• Traverse speed:  2200 in/min

• Positioning accuracy: 0.002 
 in/ft–0.015 in/overall

• Layup rate: up to 50 unknown
 unit lbs/h

Fig. 51.12 Overhead gantry with work piece below and multifunction tape application head

Technical data 

• Precision multiaxis platform with horizontal ram 
 with multifunction head

• Work zone: up to 20 ft dia./times 75 ft

• Working feed rate: 1200 in/min

• Traverse speed: = 2200 in/min

• Positioning accuracy: 0.002 in/ft–0.015 in/overall

• Layup rate:  up to 30 unknown unit lbs/h

Fiber placement
head, mounted to
a roll-bend-roll wrist

Headstock

Tailstock

Refrigerated creel
containing bidirectional
tensioners

Fig. 51.13 Automated fiber placement machine

tape prior to laying it down, then compact or compress
the tape after it is placed on the layup tool. Each layer or
ply of tape can be oriented in a direction that optimizes
the specific desired part characteristics [51.9–15].

51.2.7 Automated Fiber Placement Machine

Automated fiber placement (AFP) machines, such as
that shown in Fig. 51.13, combine two technologies
widely used in industry: automated tape layup (ATL)
and filament winding (FW). The AFP process is used by
the aerospace industry to construct large-circumference
and complex structures such as fuselage barrels, ducts,
and pressure vessels from composite prepreg materials.
The Boeing 787 fuselage barrel in Fig. 51.14 is a pri-
mary example [51.9–15]. Fig. 51.14 Boeing 787 fuselage barrel
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Redirect
roller

Compaction roller

Clamp

Restart rollers
Cutters

Controlled head

Individual tow payout
with controlled tension

Fig. 51.15 Automated tape layup process head

This additive process utilizes relatively narrow
strips of unidirectional composite prepreg tape, com-

monly called tow, which have unidirectional fibers
preimpregnated with a thermoset resin that is later
cured. Central to the process is the fiber placement ma-
chine, basically a seven-axis manipulator with a head
(Fig. 51.15) that arrays a group of tows side-by-side into
a continuous band and compacts them against the sur-
face of a concave, convex, contoured combined layup
mandrel. The mandrel is mounted on a trunion system
similar to a lathe, so that it can rotate as the manipula-
tor is placing the tow. AFP combines the advantages of
both filament winding and automated tape layup. The
raw materials used are tow-preg or slit-tape rolls of
aramid, fibreglass or carbon fiber, preimpregnated, typ-
ically with epoxy resin. The width of tow or slit-tape
ranges from 3.2 mm to 6.4 mm with thicknesses rang-
ing from 0.13 mm to 0.35 mm. Typical systems permit
the use of 12, 24, or 32 tows simultaneously and can
lay up on the top of a honeycomb core without degrad-
ing it.

51.3 Automated Part Inspection Systems: Examples

The nondestructive inspection (NDI) of aircraft sys-
tems is performed at the very highest level of sensitivity
because of the criticality of the components. X-ray ra-
diography is the primary method for the inspection of
metallic components, particularly welds in tubes and
ducts of titanium and inconel as well as other aerospace
welded joints [51.1, 2]. Ultrasonic inspection is the
primary method for carbon-fiber polymer compos-
ites [51.3,4]. Both x-ray and ultrasonics benefit in terms
of quality and value by the implementation of highly
automated systems. Ultrasonic systems have required
major developments in robotics for inspection rate and
sensitivity requirements for both production [51.5–7]
and for field in-service inspection operations [51.8, 9].
Automated x-ray systems have been slower to be im-
plemented, but progress is being made. The future
direction in aircraft part inspection will be automated
interpretation of the NDI data that is currently being
implemented in higher-production-rate industries.

51.3.1 X-ray Inspection Systems

Figure 51.16 shows a diagram and photograph of
a seven-axis CNC system for digital radiography (DR)
of welds at Boeing Commercial Airplanes Fabrication
Division in Auburn, WA, USA. The CNC manipu-
lator, source, and detector are located in a radiation

vault. A complex welded duct is positioned by the CNC
manipulator at a series of preprogrammed locations be-
tween the x-ray source and digital detector, as shown
in the right-hand image. The insert in the lower right
of the figure shows the DR image from the opera-
tor’s console display. The system consists of five major
components: the Siemens controller-based CNC ma-
nipulator, the x-ray source, the digital x-ray detector,
the control computer for the CNC manipulator, and the
image display and analysis system. The system require-
ment is for x-ray image quality indicator sensitivity of
1-1T (1% part thickness with visible hole of 1% part
thickness diameter) in the radiographic image for 100%
coverage of the part. To achieve this image quality an
x-ray spot size of 20 μm nominal and a magnification
of 4.5× is used to create images with greater than ten
line-pairs per millimeter resolution and better than 1%
contrast sensitivity. Position of the weld to be inspected
is critical to achieving the required image quality and
this is accomplished by automated control of the CNC
manipulator. Table 51.1 lists the critical characteristics
of the CNC manipulator system. The CNC manipulator
is programmed to begin a testing session by positioning
and imaging a test standard at the same geometric fac-
tors, exposure parameters, and image display settings
as will be used for the part to be inspected. Once the
operator approves the quality of the inspection for the
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Fig. 51.16 Diagram and photograph of robotic digital radiography system (courtesy of Boeing)

standard, inspection of the part begins. Each part con-
figuration is programmed in the CNC manipulator to
allow the weld to be 100% inspected by a series of ra-
diographic views. The CNC manipulator positions the
part according to the program for an exposure at the
first location. Following operator review of the result-
ing radiographic image, the CNC manipulator advances
to the next position in the sequence and the process
repeats until the entire part is inspected. Typical inspec-
tion sequences for the CNC manipulator include 20–50
views, taking approximately 10–20 min. Images are re-
viewed by automated sequence of viewing parameters
followed by preset adjustments of the image display
for enhancement of areas of interest for detail review.
Enhancement and measurement features include differ-
ent window/level parameters, digital magnification, and
contrast enhancement [51.16–28].

Table 51.1 Boeing commercial airplane robotic x-ray system characteristics

Characteristic Values

Robot Type Siemens Simotion seven axis

Range of motion Magnification axis: ≈1.5 m, loading axis: 0.3 m, rotation axis: 360◦,

tilting table axis: ±60◦

Positional accuracy 0.5 mm, angular axis <1◦

Load-carrying ability 70 kg

X-ray source Model FEINFOCUS, Model: FXE-225, 320 W (225 kV at 1400 mA)

Spot size Less than 20 μm

Detector Model Perkin Elmer 1620

Pixel size/bit depth 200 μm/16 bit

Weld radiography quality Image quality 1-1T, with >10 line pairs/mm at 4.5×

Inspection time 10 s per view, 30 s to 1 min per weld

51.3.2 Ultrasonic Inspection Systems

For carbon-fiber polymer composite materials includ-
ing laminate, sandwich structure, and bonds, ultrasound
is the principle inspection method and requires highly
automated scanners to keep up with the production rate.
Sophisticated automation is also needed to handle the
complex contoured geometry of the large composite
assemblies. Ultrasonic scanning systems can be con-
structed in a variety of forms from small portable units
to large gantry systems. Ultrasonic inspection is most
commonly performed with some type of water coupling
of the ultrasonic energy between the piezoelectric trans-
ducer and the test part. Methods include: immersion
where the part is submerged in a water bath with the
transducer; bubbler systems, where the transducer rides
on the surface in a shoe that also has a flow of water;
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UT C-scan
image display

Fig. 51.17 Two types of automated ultrasonic inspection systems: independent tower system (right) and gantry system
(left) (courtesy of Boeing)

and squirter systems, where the transducer is located in
a nozzle that shoots water at a part from a short dis-
tance. The ultrasonic inspection can use one or more
transducers in a variety of combinations. The typical in-
spection uses either one transducer in pulse echo (PE)
mode, or two transducers, each aligned on opposite
sides of the part, for through transmission ultrasound
(TTU). Pitch-catch mode uses two transducers on the
same side of the part. For high throughputs using auto-
mated systems, the scanning robotics may handle arrays
of transducers that provide coverage of large areas of
material [51.16–27].

As aerospace structures become larger and more
complicated, overhead gantry systems or tower gantry
systems such as that illustrated in Fig. 51.17 are used.
The overhead bridge scanning system can be used with
transducer manipulators with up to five axes of motion:
X, Y , and Z translations, rotation, and tilt. Using mo-
tion control software, the transducer can be oriented
normal to complex curved part surface during scanning.
Two transducer manipulators are employed for through
transmission imaging. The computer software can keep
the squirter transducers aligned and normal to the part
surface for complex geometric configurations. The part
geometries are taught by manual selection of a few data
points along a scan or using CAD surface data. In some
cases the systems will take pulse echo data from each

transducer on each side of the part and through trans-
mission data simultaneously. The tower scanner uses
independent machines on each side of the part to be
tested. The advantages of this configuration include the
independent surface following from each side, the im-
proved reach in capability stiffness, and reduced ceiling
height. The ultrasonic testing (UT) data from a quality
surface following scanner includes 1-to-1 flaw sizing on
complex curvature objects. The test part shown in the
tower system in Fig. 51.17 is a landing gear pod fairing.
The UT C-scan image data shown in the lower-right side
of the figure is the two-dimensional (2-D) ultrasonic
C-scan representation of the three-dimensional (3-D)
object, in which light areas indicate laminate and darker
areas indicate honeycomb core. Laminate inspections
are usually performed at 5 MHz, while honeycomb is
commonly inspected with 1 or 2.25 MHz ultrasound.

Inspection speeds depend on the data acquisition
rates. The data acquisition rate in X and the step size in
Y are determined by the minimum defect size that is to
be detected. Three data points are required for the mini-
mum defect size, such that 0.08 in data space is used for
0.25 in defect sensitivity. Many scanners and the asso-
ciated acquisition electronics can scan at up to 40 in/s
while maintaining 0.04 in data spacing in the scan di-
rection. Coverage of 25–50 ft2/h is possible on many
parts.

51.4 Automated Assembly Systems/Examples

Conversion to digitally defined parts is a key factor
that has enabled the widespread use of automation.

Aircraft assembly machines are custom-designed to
meet specific requirements, where the combination
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of tight engineering tolerances, the need to reduce
part variation, and large machine envelope drives
large and expensive machines. Despite the high initial
cost, the use of automation has been very success-
ful in addressing the needs to improve quality, reduce
costs, and improve ergonomics of aircraft fabrication
and assembly. Assembly systems are designed around
the type of structures to be assembled. For single
and very large panels, C-frame riveting/fastening ma-
chines are commonly used. The most suitable system
to assemble half-shells (fuselage barrels) is a ring
riveter, and final aircraft assembly is performed man-
ually using advanced hand tools and, more recently,
newly developed, flexible, adaptable, portable assembly
systems.

51.4.1 C-Frame Fastening Machine

Automated wing panel fastening machines are used
to build stringer stiffened wing panels by riveting
stringer-to-wing skins and fastening adjacent wing
panels together. Structurally, they are large C-frames
mounted on rails that travel the length of the wing.
Floor-mounted header tooling supports the temporarily
tacked together wing panel to ensure proper panel posi-
tioning for permanent fastener installation. The C-frame
wraps around the wing skin and applies drilling and fas-
tener installation tools to both sides of the panel. For
accurate positioning, wing riveters obtain positional ac-
curacy from the stringers mounted on the underside of
the wing panel. A typical rivet installation cycle in-
volves positioning the machine to the proper location,
clamping the skin and stringer together, drilling a hole,
inserting a rivet, hydraulically squeezing a rivet, and
shaving the formed head. Then, an electronic vision
system verifies if the shaved rivet meets the flushness re-

Fig. 51.18 Gemcor automated wing fastening system

quirement. Bolts are applied in a similar sequence, with
sealant being applied prior to bolt insertion, and then the
nuts are installed and torqued.

A Boeing wing panel fastening system is shown in
production in Fig. 51.18. Typical production wing lines
have multiple wing assembly machines capable of op-
erating on multiple parallel rail systems with turntables
and interconnecting tracks allowing a machine to move
to work stations within the track network [51.4–8].

Machine Features• 50 000 lbs rivet upset capability to accommodate
7/16 in-diameter 7050 rivets• Full servo programmable control including:
– High-speed upper head transfer
– High-speed drill and shave spindles
– High-speed servo buck
– High-speed servo lower head
– Servo clamp• Up to six upper head positions• Statistical process control (SPC) of fastener instal-
lation processes• Automatic fastener selection• Fastest machine cycle time in the industry• Standard slug squeeze process• Squeeze/squeeze III slug installation process• Vibratory insertion process for two-piece fasteners
in high interference fit conditions• Torque-controlled nut runner• Lockbolt swage collar tooling

51.4.2 Ring Riveter
for Fuselage Half-Shell Assembly

System Description
This computer-controlled riveting/fastening machine is
being used to automatically join fuselage half-shells
made from single panels along longitudinal and radial
joints as shown in Fig. 51.19. It consists of:

1. Outer ring, moving on longitudinal rails, carrying
a multifunction end-effector, which moves radially
on the inside of the machine ring structure

2. A robotic arm, moving on the floor inside the ring on
rails longitudinally, carrying a second multifunction
end-effector

3. A flexible fixture to support the half-shell during the
assembly operations

4. Machine controller, executing assembly sequence
programs generated using an offline programming
system [51.1–3].
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Technical data 

• Assembly of 180° half shells 

• Machine size: L = 10–80 m; W = 6 –12 m; H = 6–10 m 

• Fully automated process, CNC control 

• Automatic work piece transfer 

• Precision rivet/fastener head position 

• Solid work piece clamping during run time 

• Number of rivet/fastener cassettes = 16 or more 

• Drill spindle rpm = 0 to 20 000 

• Spindle feed = 0 to 0.006 ipr 

• Pneumatic hammer for interference fastener insertion 

• Rivet installation rate = 4 to 10 rivets/min 

• Fastener installation rate =  2 to 6 fasteners/min 

• Off-line or teach-in programming

Fig. 51.19 Ring riveter assembly system (courtesy of Broetje)

Assembly Process
Single panels and all parts building the half-shell are
tacked together and half-shell stabilized on the flexi-
ble fixture is moved into the ring’s working envelope.
The multifunction end-effector moving on the out-
side of the half-shell, and the internal multifunction
end-effector, perform synchronous riveting/fastening
operations through the skin. The outside multifunction
end-effector uses a drilling module, a rivet fastener
feeding module, and a rivet upsetting tool; and the
internal multifunction end-effector uses a clamping
tool and rivet upsetting or sleeve installation tool
module, if two-piece fasteners are being installed. Pro-
cess parameters such as the clamping force generated
by internal and external end-effector bushings at the
drilling location are adjusted for structural material (alu-
minum, titanium, composite) and stiffness. The drill
unit’s RPM and feed force are selected as a func-
tion of hole diameter, required hole tolerance (e.g.,
0.001 in) and cutter material (e.g., carbide, PCD). The
position of all machine components (ring, robot, end-
effectors) is CNC controlled and a vision system built
into the outside multifunction end-effector provides
the operator with visual control and enables precision
position adjustments if required. The internal multi-
function end-effector can be quickly decoupled from
the robotic arm and replaced with the C-frame type
of multifunction end-effector for shear tie-to-frame
riveting operations. This multifunction end-effector lo-
cates a feature (hole or rivet) on the frame, using

a vision system, and communicates information to
the robot controller, which then positions the end-
effector to the proper location for clamping, drilling,
and rivet insertion/upsetting tasks. All process param-
eters are monitored and saved to a quality-assurance
data bank to verify and document process and part
quality.

51.4.3 Airplane Moving Line Assembly

System Description
In 1913 Henry Ford put the first moving assembly
line ever used for large-scale manufacturing into use.

Fig. 51.20 Ford Motor Company moving assembly line
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Technical data 

• Typical linear assembly line  

• Line speed – 0.5" to 2"/min 

• Guidance system – optical 
 or Hall-effect sensors 

Fig. 51.21 Boeing 737 final assembly line

Ford lowered the price of a car by producing them
at record-breaking rates with this new assembly pro-
cess. Today almost all automobile manufacturers use
moving lines to assemble their products for cost, qual-
ity, and flow time reasons. In the past 5 years some
aerospace companies have moved away from tradi-
tional stationary dock assembly systems in favor of
the more efficient moving assembly lines similar to
those used in the automobile industry. State-of-the-
art examples are the Ford production line at Flatrock,
MI, USA, shown in Fig. 51.20 and the Boeing 737
final assembly line in Renton, WA, USA, shown in
Fig. 51.21.

Assembly Process
Major sections of commercial aircraft are assembled in
stationary fixtures until they are structurally stable and
need little or no support from external tools. At this
point the aircraft is placed on a barge or carrier and
begins its final assembly as it is towed by a motorized
automated tug. The tug attaches to the front of the barge
and pulls it forward under the power of a motor that
is computer controlled. Steering is accomplished by an
optical sensor that follows a white line along the floor.

Major subassemblies and components such as the
landing gear, interior systems, and passenger seats are
installed by mechanics as the airplane moves down the
assembly line. In addition, functional testing is per-
formed on the various systems in the airplane and the
engines are attached. The use of moving assembly line
can typically reduce the final assembly time by 50% and
significantly reduce the number of days for this task.
The assembly time reduction is due to the application of
lean manufacturing techniques, which were introduced
into the aerospace industry in late 1999. Moving lines
help companies achieve higher efficiencies because they
create a sense of urgency as well as streamlining and
standardizing assembly processes to eliminate waste
and nonvalue operations. Computer-controlled tugs set
the pace or takt time (the manufacturing time needed
to accomplish certain predetermined tasks). As the air-
plane moves past visible marks on the floor, teams of
mechanics install prekitted parts and tools using stan-
dard processes within the allotted time so that the next
team can continue adding value to the airplane as as-
sembly progresses [51.9–15].

51.5 Concluding Remarks and Emerging Trends

Aircraft fabrication and assembly technologies are un-
dergoing significant changes driven by the need to
achieve performance and economic targets and only
a few predominant trends are discussed here. There is
a never-ending search for higher aircraft performance,
coupled with the desire to reduce the production la-
bor content, processing time, and cost. This requires
progressiveness and innovative use of exotic mater-
ials with improved specific mechanical properties (such
as carbon-fiber composites), and development of more
efficient fabrication and assembly technologies for
metallic and nonmetallic structures. The move to more
composite aircraft mitigates some typical problems with
metallic parts (i. e., the shorter fatigue life and galvanic

corrosion inherent to aluminum alloys compared with
equivalent composite parts).

A majority of today’s manual high-level assem-
bly operations, such as joining fuselage barrels and
wing boxes, could be replaced in the future with
flexible, adaptable, and affordable, semi-automated as-
sembly systems to perform clamping of parts using
electromagnets, drilling, and countersinking, and fas-
tener installation tasks.

One example offering potentially significant im-
provements in assembly efficiency, is the friction stir
welding (FSW) process, developed for space launch
vehicle fabrication (for joining Delta II and IV alu-
minum panels to fuel tanks). This technology, once
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thoroughly tested and approved, can be introduced into
commercial aircraft structural assembly, replacing to-
day’s time-consuming mechanical joining techniques.

The potential capability to produce high-level as-
semblies with composite structures helps to eliminate
several lower-level assembly tasks. This has been
achieved, as evidenced by the redesign of multipanel
aluminum fuselage barrels into a one-piece composite
barrel. Such moves call for development of innovative
structural configurations, and require mastering engi-
neering challenges associated with tooling, equipment,
processes, and inspection.

The emergence and growth of rapid prototyp-
ing/fabrication technology could revolutionize the fabri-
cation/manufacturing of parts and assemblies. Parts will
be grown in a system that requires only the electronic
part geometry information and raw material in pow-
der form as inputs. Parts are currently created (grown)
by layered material deposition and particle fusion us-
ing lasers. These plastic net-shape, or near-net-shape,
metallic parts eliminate the need for a majority of the
material removal processes and reduce the material buy-

to-fly ratios and manufacturing cost. This trend could
evolve into growing substructures or even complete
aircraft segments, eliminating all part fabrication and
assembly tasks.

The trend toward monolithic metallic and large-
scale integral composite structures will probably con-
tinue in the future, and will require the development of
advanced automated fabrication and assembly systems
to meet demands for improved aircraft performance at
minimal cost. The current trend is to machine or fabri-
cate components accurately with automated machines
and then use accurately machined features in the de-
tail parts as references to build larger assemblies. At
some point, as the structure increases in size, it becomes
cost prohibitive to use conventional automation to as-
semble large parts, so the fall-back position has been to
join or splice larger assemblies manually. To capture the
benefits of automation with larger assemblies in the fu-
ture, a new generation of flexible portable automation
is being developed. These lightweight portable systems
use the aircraft structure as their foundation and will
produce quality parts at an affordable cost.
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Semiconducto52. Semiconductor Manufacturing Automation

Tae-Eog Lee

We review automation requirements and tech-
nologies for semiconductor manufacturing. We
first discuss equipment integration architectures
and control to meet automation requirements for
modern fabs. We explain tool architectures and
operational issues for modern integrated tools
such as cluster tools, which combine several pro-
cessing modules with wafer-handling robots. We
then review recent progress in tool science for
scheduling and control of integrated tools and
discuss control software architecture, design, and
development for integrated tools. Next, we discuss
requirements and technologies in fab integration
architectures and operation such as modern fab
architectures and automated material-handling
systems, communication architecture and net-
working, fab control application integration, and
fab control and management.
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52.1 Historical Background

The world semiconductor market has been growing
fast and amounted to US$ 270 billion in 2007. The
semiconductor manufacturing industry has kept mak-
ing innovations in circuit design and manufacturing
technology. Some key innovations include circuit width
reductions from 1.0 μm in 1985 to 60 nm in 2005, 40 nm
in 2007, and even down to 14 nm by 2020, and wafer
size increase from 200 mm to 300 mm wafers, and even
to 450 mm or larger in the near future. Some fabs are

producing 1 Gb random-access memory (RAM) by us-
ing 50 nm technology, which reduces the cost by about
50% compared with 60 nm technology. Such technol-
ogy innovations have led to higher circuit density,
increased circuit speed, and remarkable price reduction,
which also have created new demand and expanded the
market.

In 2007, 35 new wafer fabs began to ramp up world
monthly fab capacity by two million 200 mm wafers,
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that is, a 17% increase. A modern fab construction
costs about US$ 2 billion. On the other hand, the semi-
conductor manufacturing industry has suffered strong
competition due to excessive capacity. Therefore, the
industry has tried to reduce costs, improve quality, and
shorten the manufacturing cycle time. Automation has
been the key for such manufacturing improvement and
business success. Consequently, there have been many
aggressive technology innovations and standardizations
for fab automation. We therefore need to review those

efforts, the state of art, and the future challenges for fab
automation.

In this chapter, we briefly introduce semiconductor
manufacturing systems and automation requirements,
architecture and control for processing equipment and
material-handling systems, communication architecture
and networking, and software architecture for process
control, equipment control, and fab-wide control. We
explain academic research works as well as industrial
technologies and practices.

52.2 Semiconductor Manufacturing Systems
and Automation Requirements

52.2.1 Wafer Fabrication
and Assembly Processes

The semiconductor manufacturing process consists of
wafer fabrication and assembly. In the wafer fabrica-
tion process, multiple circuit layers (up to 30 or more)
are laid out on a wafer surface through the repetition
of identical sequences of process steps. Most fabrica-
tion process steps are chemical processes that oxidize
a wafer surface, coat photosensitive chemicals onto the
surface, expose it to a circuit image from a light source,
develop and etch the circuit pattern, deposit other chem-
icals onto it, diffuse and implant additional chemicals
on the etched pattern, and so on. Once a circuit layer
is formed, the wafer reenters the fabrication line to
form the next circuit layer. The total number of process
steps may amount to 480 or more. A wafer has several
hundreds of formed circuit devices. For strict quality
control, the formed circuits are measured by metrol-
ogy equipment frequently after some key process steps.
Based on the metrology results, some devices in a wafer
may be repaired, reworked or scrapped. Wafter yield
may be rather low, especially during the ramp-up stage
for the initial 3–6 months. Wafers are transported and
loaded into processing tools using a carrier called a cas-
sette or pod that loads 25 wafers. A typical fab produces
40 000 wafers each month. The fabrication cycle time is
several weeks or even a few months, depending on the
fab management performance. About 20 000–100 000
wafers may be in progress at any given time.

Once a wafer completes the fabrication processes,
devices on a wafer undergo intensive circuit tests called
electronic die sorting (EDS). Depending on the test
results, the devices are classified into different final
products with specifications on clock speed, number of

effective transistors, and so on. A device that fails to
satisfy the specification of a high-grade product is clas-
sified into a lower-grade product. Such a sorting process
is also called binning. Some devices may be defective.
Due to the yield problem and binning, it is difficult to
predict the number of final products of each grade or
type.

Wafers that complete EDS are sent to an assembly
or packaging plant. The fabrication processes leading
to EDS and the assembly processes after EDS are
called front-end and back-end processes, respectively.
In the back-end processes, a wafer is sliced into indi-
vidual devices. The sliced devices undergo packaging
processes that include tape mounting, wire bonding,
molding, and laser marking. The packaged devices take
final tests, where additional binning is carried out. The
back-end processes have been regarded as relatively low
technology with low value added and tend to be sub-
contracted. However, multichip packages (MCP) that
combine several chips together into a single package
are becoming increasingly popular due to growing de-
mand from the mobile-device industry. MCP or other
advanced packaging technologies such as wafer-scale
packaging and flip chips increase the value and impor-
tance of the back-end processes. Hence, a number of
back-end processes still involve manual material han-
dling while the front-end processes have become highly
automated. Figure 52.1 summarizes the overall semi-
conductor manufacturing processes.

A process step is performed by a number of similar
or identical wafer processing tools. Due to strict quality
requirements, some wafer lots should be processed only
with a restricted set of tools. Different types of wafer
lots flow concurrently through the fab. Therefore, the
fab can be viewed as a hybrid flow shop. Reentrant job
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flows for processing multiple circuit layers and random
yield make planning and scheduling complicated. A fab
consists of several hundreds of processing and inspec-
tion tools. The tools are grouped into bays, where each
bay consists of 10–20 processing tools. Each bay has
a stocker, where wafer cassettes are waiting for process-
ing or moving to the next bay.

52.2.2 Automation Requirements
for Modern Fabs

There are several drivers for fab automation. The
material-handling tasks in a fab are very large; for in-
stance, a fab that processes 40 000 wafers a month
requires 200 operators per shift just for moving
wafer cassettes [52.1]. Therefore, automated material-
handling systems (AMHSs) are used to reduce such
high human operator requirements. Other drivers for
material-handling automation include prevention of hu-
man’s handling errors such as wafer dropping, and
better tool utilization and reduced manufacturing cycle
time by fast and reliable material transfer [52.1]. The
key technological innovations in the front-end processes
during the past decades are the continuing reduction of
circuit features for higher density and functionality, and
wafer size increase to 300 mm for higher throughput.
These have led to significant fab automation. Extreme
circuit shrinkage requires strict quality control and
higher-class clean rooms to reduce increased risk of

particle contamination. As human operators are a sig-
nificant source of particle generation, the number of
operators needs to be reduced. Wafer size increase leads
to significantly heavier weight of a wafer cassette be-
yond human operator’s adequate workload. Therefore,
in recent 300 mm fabs, wafer-handling operations have
been mostly automated. Control applications for equip-
ment and AMHSs from many different vendors should
be easily integrated. Design, scheduling, and control of
fully automated fabs are highly complicated and require
new concepts and ideas (Fig. 52.2).

Traditionally, wafers in a cassette have been pro-
cessed in batch mode for most chemical processes such
as etching, deposition, etc. However, as the wafer size
increases and quality requirements become stricter due
to circuit shrinkage, it becomes difficult to control gas or
chemical diffusion on all wafer surfaces within a large
processing chamber to be uniform enough for strict
quality requirements. Therefore, single-wafer process-
ing (SWP) technology that processes wafers one by one
has been extensively introduced for most processes. In
order to reduce excessive moving tasks between SWP
chambers, several SWP chambers are integrated within
a closed environment together with a wafer-handling
robot. Such a system is called cluster tools. An inte-
grated system of SWP chambers with multiple handling
robots is often called a track equipment or track sys-
tem. It can be considered as a combination of multiple
cluster tools. Cluster tools or track equipment have been
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Fig. 52.2 Semiconductor fabrication clean rooms (courtesy of Rockwell Automation, Inc.)

increasingly used for most processes. Due to the internal
complexity and restrictions, they pose scheduling and
control challenges. First, their operations should be op-
timized to maximize throughput. Second, wafer delays
within a processing chamber after processing should be
controlled because residual gases and heat affect wafer
quality significantly. Third, the tool controller should be
reliable and easily adaptable for different tool config-
urations and changing wafer flow patterns or recipes.
Scheduling and control, and tool application integration
are not trivial.

Another important issue for fab automation is
standardization for reducing integration effort and per-
formance risk. Semiconductor Equipment and Material
International (SEMI), an international organization, has
developed extensive standards on architectural and in-
terface standards of material-handling hardware, com-
munication, and control software for fab automation.
The standards themselves are based on state-of-the-art
automation technologies; however, they should be con-
tinuously improved for higher operational goals and
changing automation requirements.

52.3 Equipment Integration Architecture and Control

52.3.1 Tool Architectures
and Operational Requirements

In a cluster tool, there is no intermediate buffer between
the process modules (PMs). A wafer, once unloaded
from a loadlock, can return to the loadlock only af-
ter it completes all required process steps and is often
cooled down at a cooler module, if any. This is because
a hot wafer returned to the wafer cassette at the load-
lock may damage other wafers there and a hot wafer in
progress should not be excessively cooled down before
processing at the next PM. A wafer loaded into a PM
immediately starts processing since the PM’s chamber
already has gases and heat. There are different cluster
tool architectures, as illustrated in Fig. 52.3. Most tools
have radial configurations of chambers, where robot
move times between chambers are minimized. Linear

configurations are also considered to add or remove
chambers flexibly. The robot has a single arm or dual
arms. The dual arms keep opposite positions. Dual-
armed tools are known to have higher throughput than
single-armed tools [52.2]. There are also tools with in-
termediate vacuuming buffers between chambers and
loadlocks [52.3] in order to save vacuuming and vent-
ing times at the chambers. Some new cluster tools use
multiple wafer slots in a chamber in order to improve
throughput above that of SWP tools by processing sev-
eral wafers together [52.4]. However, those new tool
architectures tend to increase scheduling complexity
significantly.

Track equipment or systems are also widely used
for integrating several process steps. Photolithography
processes use track systems that supply steppers with
wafers coated with photosensitive chemicals and de-
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velop the circuit patterns on the wafers that are formed
by exposures to circuit pattern picture images at the
steppers. Process modules for coating and develop-
ing, and accompanying baking and cooling modules
are combined into a track tool with several robots, as
illustrated in Fig. 52.4. Each process step has five to
ten parallel modules [52.5, 6]. An automated wet sta-
tion also has a series of chemical and rinsing baths for
cleaning wafer surfaces, which are combined by several
robots moving on a rail [52.7]. Recently, EDS processes
for testing devices on wafers are automated to form
a kind of track system. A number of testing tools for
wafer burn-in (WBI) test, hot pretest, cold pretest, laser
repair, and posttest are configured in series–parallel by
several robots moving on a rail. EDS systems and wet
stations can process several different wafers concur-
rently while most cluster tools or track tools for coating
and developing repeatedly process identical wafers.

Wafers mostly go through a sequence of process
steps in series. For some processes, wafers visit some
process steps again; for instance, unlike conventional
chemical vapor deposition, atomic-layer deposition pro-
cess controls the deposition thickness by repeating
extremely thin deposition multiple times. Therefore,
a wafer reenters the chambers many times. In track sys-
tems, wafer reentrance can be achieved, depending on
the chamber configuration and process recipe. In some
processes, a chamber should be cleaned after a specified
number of wafers have been processed or when sensors
within the chamber detect significant contamination. If
a wafer remains in a chamber after processing, this can
lead to quality problems. This idle time, called wafer
delay, must be bounded, reduced or regulated. Process
times or tasks times are rather constant, but can be sub-
ject to random variation, mostly within a few percent.
There can be exceptional delay, even if only rare, due to
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Fig. 52.4 A track system

abnormal process conditions. A wafer alignment task,
which correctly locates a wafer unloaded from a load-
lock onto a robot arm by using a laser pointing system,
sometimes fails and needs to be retried. Integrated tools
mostly limit intermediate buffers. Therefore, blocking
and waiting are common and even deadlocks can occur.
Reentrance, wafer delays, cleaning cycles, and uncer-
tainty all increase scheduling complexity significantly.
Tool productivity by intelligent scheduling and control
is critical for maximizing fab productivity and even af-
fects wafer quality significantly.

52.3.2 Tool Science: Scheduling and Control

Scheduling Strategies
There can be alternative scheduling strategies for clus-
ter tools. First, a dispatching rule determines the next
robot task depending on the tool state. It can be con-
sidered dynamic and real time. However, it is hard to
optimize the rule. We are only able to compare per-
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formances of heuristically designed dispatching rules
by computer simulation. Second, a schedule can be
determined in advance. This method can optimize per-
formance if a proper scheduling model can be defined.
When there is a significant change in the tool situ-
ation, rescheduling is done. Cyclic scheduling makes
each robot and each processing chamber repeat identi-
cal work cycles [52.7, 8]. Once the robot task sequence
is determined, all work cycles are determined. Most
academic works on cluster tool scheduling consider
cyclic scheduling. Cyclic scheduling has merits such
as reduced scheduling complexity, predictable behav-
ior, improved throughput, steady or periodical timing
patterns, and regulated or bounded task delays or
wafer delays and work in progress [52.7–10]. In cyclic
scheduling, the timings of tasks can be controlled in real
time while the sequence or work cycle is predetermined.

A cluster tool that repeats identical work cycles can
be formally modeled and analyzed by a timed event
graph (TEG), a class of Petri nets [52.12]. Transitions,
places, arcs, and tokens usually represent activities or
events, conditions or activities, precedence relations
between transitions and places, and entities or condi-
tions, respectively. They are represented graphically by
rectangles, circles, arrows, and dots, respectively. Fig-
ure 52.5 is an example of a TEG model for cluster tools.
Once a TEG model is made, the tool cycle time, the
optimal robot task sequence, the wafer delays, and the
optimal timing schedules can be systematically identi-
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Fig. 52.5 A timed event graph model for a dual-armed cluster tool [52.11]

fied [52.7, 9, 10]; for instance, the tool cycle time is the
maximum of the circuit ratios in the TEG model, where
the circuit ratio of a circuit is the ratio of the sum of the
total times in the circuit to the number of the tokens in
the circuit. For instance, the cycle time of a dual-armed
cluster tool can be derived from the ratio as

max

[
max

i=1,...,n

pi +2u +2l +3v

mi
,

(n +1)(u + l +2v)

]
,

where pi , mi , u, l, v, and n are the process time of pro-
cess step i, the number of parallel chambers for process
step i, the unloading time, the loading time, the move
time between the chambers, and the number of process
steps, respectively [52.13].

Schedule Quality
For a cluster tool with a given cyclic sequence, there
can be different classes of schedules, each of which
corresponds to a firing schedule of the TEG model.
A periodic schedule repeats an identical timing pattern
for each d work cycles. When d = 1, the schedule is
called steady. In a steady schedule, task delays such
as wafer delays are all constant. In a d-periodic sched-
ule, the wafer delays have d different values, while
the average is the same as that of a steady sched-
ule. The period d is determined from the TEG model.
A schedule that starts each task as soon as the pre-
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ceding ones complete is called earliest. An earliest
schedule can be generated by the earliest firing rule of
the TEG model that fires each transition as soon as it
is enabled. In other words, an earliest starting sched-
ule need not be generated and stored in advance. The
TEG model with the earliest firing rule can be used as
a real-time scheduler or controller for the tool. There-
fore, an earliest schedule can be implemented by an
event-based control, which initiates a task when an ap-
propriate event, for instance, a task completion, occurs.
Therefore, an earliest starting schedule based on such
event-based control has merits. First, potential logical
errors due to message sequence changes can be pre-
vented. When a tool is controlled by a predetermined
timing schedule, communication or computing delays
may cause a change in a message sequence and a criti-
cal logical error; for instance, a robot may try to unload
a wafer at a chamber before processing at the cham-
ber has been completed and hence when the wafer slot
is still closed. Second, the earliest schedule minimizes
the average tool cycle time, which is the same as the

maximum circuit ratio of the TEG model. Therefore,
the most desirable schedule is a steady and earliest
starting schedule (SESS). For a cluster tool with cyclic
operation, there always exists a SESS. Figure 52.6a is
an example of SESS for the TEG model. A SESS can
be computed in advance using the max-plus algebra
or a kind of longest-path algorithm [52.9] and imple-
mented by an event-based controller based on the TEG
model [52.10, 13].

Controlling Wafer Delays
When a tool has a strict constraint on the maximum
wafer delay, as in low-pressure chemical vapor deposi-
tion, coating processes or chemical cleaning processes,
it is important to know whether there exists a feasi-
ble schedule that satisfies the constraint. There have
been works on the schedulability of a cluster tool,
that is, the existence of a feasible SESS [52.11, 14].
Lee and Park [52.14] propose a necessary and suffi-
cient condition for schedulability, that is, the existence
of a feasible SESS, based on circuits in an extended
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version of TEG called negative event graph, which
models the time-window constraints on wafer delays
by negative places and tokens. In fact, schedulability
can also be verified by the existence of a feasible so-
lution in an associated linear program. However, the
necessary sufficient condition identifies why the time
constraints are violated, and often gives a closed-form
schedulability condition based on the scheduling pa-
rameters such as the process times, the robot task times,
and the number of parallel chambers for each process
step.

Most schedulability analyses assume deterministic
process and task times. When a cluster tool is oper-
ated by a SESS, the wafer delays are kept constant.
However, in reality, there can be sporadic random dis-
ruptions such as wafer alignment failures and retrials
or exceptional process times. In this case, the sched-
ule is disturbed to a non-SESS, in which the wafer
delays fluctuate and may exceed the specified limits.
However, there are regulating methods that quickly re-
store a disrupted schedule. Kim and Lee [52.15] propose
a schedule stability condition for which a disrupted ear-
liest firing schedule of a TEG or a cluster tool converges
to the original SESS regardless of the disruptions, and
a simple way of enforcing such stability by adding an
appropriate delay to some selected tasks. Therefore, we
can regulate wafer delays to be constant. Such a sta-
bility control method has been proven to be effective
even when there are persistent time variations of a few
percent [52.15]. Even when the process times or the
robot task times vary significantly, but only if they are
within a bounded range, schedulability against wafer
delay constraints can be verified by an efficient algo-
rithm on an associated graph [52.15]. When the initial
timings are not appropriately controlled or a SESS is
disrupted, the earliest schedule converges to a periodic
schedule whose period is determined from the TEG.
Therefore, the wafer delays can be much larger than the
constant value for a SESS. For a given wafer delay con-
straint, even if the schedulability condition is satisfied,
that is, a feasible SESS exists, a periodic schedule may
have wafer delays that exceed the limit. Therefore, we
are concerned with whether such a periodic schedule
with fluctuating wafer delays can satisfy the wafer de-
lay constraint. Lee et al. [52.10] proposed a systematic
method for identifying exact values of task delays of
a TEG or wafer delays of a cluster tool for each type
of schedule: steady or periodic, earliest or not. From
the method, the schedulability of periodic schedules,
which occurs when timings are not well controlled, can
be verified.

Workload Balancing for Tools
In a traditional flow line or shop, the workload of a pro-
cess step is the sum of the process times of all jobs
for the step. The bottleneck is the process step with the
maximum workload. Imbalance in the workloads of the
process steps causes waiting of jobs or work in progress
before the bottleneck. However, in automated manufac-
turing systems such as cluster tools, the workload is
not easy to define because the material-handling system
interferes with the job processing cycle. To generalize
the workload definition, we can define the generalized
workload for a resource as the circuit ratio for the cir-
cuit in the TEG that corresponds to the work cycle of
the resource [52.10, 16]; for instance, the workload for
a chamber at process step i with mi parallel chambers in
a single-armed tool is (pi +2l +2u +3v)/mi , because
each work cycle of a chamber requires a wafer process-
ing (pi ), two loading tasks (2l), two unloading tasks
(2u), and three robot moves (3v). A robot has work-
load (n +1)(u + l +2v), the sum of all robot task times.
Therefore, the overall tool cycle time is determined by
the bottleneck resource as

max

[
max

k=1,2,...,n

pk +2l +2u +3v

mk
,

(n +1)(u + l +2v)

]
.

Imbalance between the workloads or circuit ratios
causes task delays such as wafer delays. In a single-
armed tool, the workload imbalance between process
step i’s cycle and the whole tool cycle is

max

[
max

k=1,2,...,n

pk +2l +2u +3v

mk
,

(n +1)(u + l +2v)

]
− (pi +2l +2u +3v)

mi
.

Notice that each chamber at process step i has cycle
time (pi +2l +2u +3v), while the overall cycle time
at the process step is (pi +2l +2u +3v)/mi . Therefore,
the delay in each cycle of a chamber at process step i
is mi times as long as the workload imbalance at the
process step. Consequently, the average wafer delay at
a chamber at process step i is [52.10]

mi max

[
max

k=1,2,...,n

pk +2l +2u +3v

mk
,

(n +1)(u + l +2v)

]
−(pi +2l +2u +3v) .

We note from the well-known queueing formula, Lit-
tle’s law, that the average delay is proportional to the
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average work in progress. In a cluster tool, wafer de-
lays are more important than the number of waiting
wafers because of extreme limitation on the wafer wait-
ing space. Wafer delays can be reduced or eliminated
by balancing the circuit ratios. Such generalized work-
load balancing can be done by adding parallel chambers
to a bottleneck process step, accommodating the pro-
cess times within technologically feasible ranges or
intentionally delaying some robot tasks [52.10,16]. Lee
et al. [52.10, 16] proposed a linear programming model
that optimizes such workload balancing decisions un-
der given restrictions. Workload balancing is essential
for cluster tool engineering.

Additional Works
Cluster tools with cleaning cycles, multi-slots, and reen-
trance present more challenging scheduling problems.
There are some works on using cyclic scheduling for
these problems [52.4, 17, 18]. For a tool controlled by
a dispatching rule, we cannot optimize the rule and
identify or control wafer delays. Wafer delays are un-
expected and can be excessively long. Nonetheless,
dispatching rules are inevitable when the scheduling
problem is too complex or involves uncontrollable sig-
nificant uncertainty. Reentrance, cleaning cycles, and
multi-slots contribute significantly to scheduling com-
plexity. In general, process times and robot task times
in cluster tools and track equipment are relatively
well regulated and have variations within a few per-
cent, because most processes are designed to terminate
within a specified time. However, modern adaptive
process control that adapts process control parame-
ters based on real-time sensor information may cause
significant time variation. Cleaning based on cham-
ber conditions may occur randomly and hence increase
uncertainty significantly. There are some works on
dispatching rules for cluster tools with cleaning and
multi-slots [52.19].

52.3.3 Control Software Architecture,
Design, and Development

In a cluster tool, each processing module or chamber
is controlled by a process module controller (PMC).
The robot, loadlocks, and slot valves at the chamber
are controlled by a transport module controller (TMC).
A module controller receives data from the sensors in
a chamber, and issues control commands to the ac-
tuators such as gas valves, pumps, and heaters. The
module controllers use bus-type control networks called
fieldbuses such as process field bus–decentralized pe-

ripherals (PROFIBUS-DP) and control area networks
(CANs) for communication and control with sensors
and actuators. The module controllers are also coor-
dinated by a system controller, called the cluster tool
controller (CTC). A CTC has a module manager and
a real-time scheduler. A module manager receives es-
sential event messages from the PMCs, manages the
states of the process modules, and sends the PMCs
detailed control commands to perform a scheduling
command from the scheduler. Communication between
the PMCs, TMC, and the CTC usually uses transmis-
sion control protocol/Internet protocol (TCP/IP) based
on Ethernet because they are well-known and accepted
universal standards.

A real-time scheduler monitors the key events from
each PMC and the TMC through the module man-
ager. The events include starts and completions of
wafer processing or robot tasks, which are essential for
scheduling. Then, the scheduler determines the states of
the modules and scheduling decisions as specified by
the scheduling logic or rules, and issues the schedul-
ing commands to the module manager. Since the wafer
flow pattern can change, the scheduling logic should be
easily changed without much programming work. The
modules are often configured by a tool vendor to fulfill
a specific cluster tool order. For large liquid-crystal dis-
play (LCD) fabrication, the modules are often integrated
at a fab to assemble a large-scale cluster tool. Therefore,
the scheduler should implement the scheduling logic
in a modular way for flexibility when changing logic.
To do this, the scheduling logic can be implemented
by an extended finite state machine (EFSM) [52.13].
An EFSM models state change of each module and
embeds a short programming code for the scheduling
logic or procedure. The scheduling logic also includes
procedures for handling exceptions such as wafer align-
ment failures, processing chamber failures, robot arm
failures, etc. Figure 52.7 illustrates a typical architec-
ture for communication and control in a cluster tool.
A track system has a similar communication and control
architecture.

A SEMI standard, cluster tool module commu-
nication (CTMC), specifies a model of distributed
application objects for module controllers and a CTC,
and a messaging standard between the objects [52.20].
Lee et al. [52.21] also propose an object-oriented ap-
plication integration framework based on a high-level
fieldbus communication protocol and service standard,
PROFIBUS-field message specification (FMS), which
defines a messaging standard between manufacturing
equipment based on their object models. They sug-
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Fig. 52.7 A cluster tool controller architecture [52.22]

gest that some object models in CTMC, which were
defined based on a traditional object model for material-
handling systems, need to be modified to handle the
robot tasks in a cluster tool.

Each time a new cluster tool is developed, the
scheduling logic and a CTC application should be in-
tegrated and extensively tested. However, tool testing
and verification involve difficulties. First, a real tool is
expensive and hence cannot be tied up for extensive test-
ing. Second, testing with a real tool can be hazardous
due to mechanical or space restrictions. Third, since the
dynamics of a real cluster tool is slow, it takes signifi-
cant time to test the system. Finally, it is often difficult
to recognize subtle logical errors by observing opera-
tional behavior of a real tool. Therefore, the CTC and
scheduler need to be tested in a virtual environment
such as a virtual cluster tool (VCT), in which the pro-
cess modules and the transport modules are replaced by
their emulators [52.22]. The emulators receive control
commands from the scheduler through the module man-

ager and/or the module controllers, and create messages
for events such as process completions or robot task
completions at appropriate times. The process times can
be accelerated for initial rough-cut testing. Tool engi-
neers examine the sequence of the events generated at
the CTC or module controllers, and detect an anomaly.
Such verification takes several days or weeks and is te-
dious. Some errors are hard to recognize and are often
missed. Joo and Lee [52.22] propose the use of event
sequence finite state machines for automatic error detec-
tion, which is basically identical to a finite state machine
except that, when an event other than allowed ones at
a state occurs, an error is assumed. They detected sev-
eral unexpected logical errors, including logical errors
caused by message sequence changes due to communi-
cation delay. Most tool simulators, such as ToolSim by
Brooks Automation, focus on performance evaluation
of a configured tool rather than high-fidelity model-
ing and verification of tool operation and messaging
between a CTC and module controllers.
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52.4 Fab Integration Architectures and Operation

52.4.1 Fab Architecture and Automated
Material-Handling Systems

In modern 300 mm fabs, wafer cassette-handling tasks
for interbay moves as well as intrabay ones are au-
tomated. In order to save the footprint and secure
human operator access for equipment maintenance or
exception handling, overhead transport (OHT) systems
are mostly used. Traditional automated guided vehicle
(AGV) or rail-guided vehicle (RGV) systems have been
replaced by OHTs. In order to reduce particle contam-
ination risk, tasks of loading and unloading wafer at
tools are automated by using a new wafer carrier, the
front open unified pod (FOUP), and a standard me-
chanical interface (SMIF). Processing tools are often
enclosed in a minienvironment with extreme cleanness.
Design and operation of the architecture and AMHSs
of such fully automated fabs should be optimized to
maximize throughput and reduce the cycle time while
minimizing capital investment. An AMHS itself can
be a bottleneck due to a limited number of vehicles
and congestion on transport rails. Transport routes are
not so flexible and should be considered as a limited
resource. Therefore, in some 300 mm fabs, even crit-
ical metrology steps are skipped in order to reduce
excessive vehicle traffic and the cycle time. Schedul-
ing and dispatching systems are not yet well designed
to handle such fully automated fabs. Control software
such as manufacturing execution systems (MESs), ma-
terial control systems (MCSs), equipment controllers,
and schedulers as well as the AMHS architecture are

Stocker

Empty
OHT

Loaded
OHT

Equipment

Interbay
loop

Intrabay
loop

Fig. 52.8 An overhead transport system

not yet as intelligent and flexible as human operators,
who make adaptive and intelligent decisions depending
on the situation. There still remain many challenges to
smart and efficient fully automated fabs. Figure 52.8 il-
lustrates a typical OHT system layout, which consists
of intrabay and interbay loops. There are works on opti-
mal design of OHT networks, optimal number of OHTs,
and performance analysis [52.23, 24].

Automated material-handling systems mostly have
limited handling capacity and flexibility due to re-
stricted paths and limited number of vehicles. There-
fore, stockers or waiting places have been mandatory
solutions for such problems. Stocking wafer cassettes
at a bay involves significant delay due to prior wait-
ing cassettes and handling operations. Therefore, in
some 300 mm fabs, a desire to minimize the deliv-
ery cycle time led to attempts to combine several bays
into a larger cell by eliminating bay-stockers in or-
der to enforce direct delivery. However, this may cause
significant OHT congestion and blocking, and hence
throughput degradation. Nonetheless, direct delivery
is one of the key technological challenges for next-
generation 450 mm fabs [52.25]. To achieve the goal of
direct delivery, we need quite different architectures of
fabs and material-transfer systems. A solution might be
to mimic a transfer line or a conveyor system, where
wafer cassettes go through a significant number of pro-
cess tools without intermediate stocking. Such a system
is called an inline system. One of the most serious disad-
vantages of inline systems is lack of flexibility. In future
fabs, lot sizes will continue to shrink. Therefore, con-
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flicting goals of flexibility and direct delivery should
be resolved. LCD fabs, for which material transfer has
been fully automated from the early stage due to manual
handling difficulties, tend to introduce inline systems
for more process steps as the panel size increases con-
tinually. A future 450 mm fab may also resemble an
LCD line [52.25]. Stocker racks may be extensively lo-
cated in parallel to the inline system [52.25]. Several
alternatives for future fab and material-handling system
architectures are now being discussed [52.26].

Traditionally, AMHSs have been scheduled and
controlled separately from job scheduling. That is,
wafer processing jobs are scheduled disregarding the
limited capacity of the AMHS, and then material-
transfer tasks, which are requested from the job
schedule executor such as a real-time dispatcher, are
separately planned and controlled by a material control
system (MCS), that is, the AMHS controller. However,
such decoupling is not so effective for modern inte-
grated systems where job scheduling is significantly
restricted by the AMHS, and vice versa. Interaction be-
tween job schedules and material transfer control should
be considered, or they should be simultaneously sched-
uled as in cluster tools. MCSs have been engineered
by AMHS vendors and are managed by automation
engineers in fabs. However, job scheduling has been
done by production management or control staffs. In
the future, the two staff groups should better collabo-
rate to tightly couple job scheduling and AMHS control.
As fab technologies evolve, material-handling require-
ments become more challenging. SEMI has updated
a roadmap for AMHSs for future fabs [52.27].
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Fig. 52.9 Communication architecture for fab automation

52.4.2 Communication Architecture
and Networking

SEMI communication standards have been widely used
in fabs to reduce system integration efforts [52.28].
While old tools are connected only by RS-232 ports,
modern tools have Ethernet connections. The semicon-
ductor equipment communication standard I (SECS-I)
and high-speed message standard (HSMS) define data
standards on RS-232-based serial communication and
TCP/IP communication over Ethernet connection, re-
spectively. SECS-II defines messaging standards. The
generic equipment model (GEM) and virtual factory
equipment interfaces (VFEI) are object-based appli-
cation interface standards for equipments and factory
control applications, respectively. The overall com-
munication architecture is summarized in Fig. 52.9.
AMHSs use fieldbus or control networks, either open
or proprietary.

As advanced process control (APC) technology for
real-time process sensing and real-time adaptive con-
trol becomes widespread, there is increasing demand
on high-speed real-time communication technology, be-
yond the current communication architecture, in order
to process massive process sensing data in real time.

52.4.3 Fab Control Application Integration

The most critical application for factory integration
is a manufacturing execution system (MES). Its ba-
sic functions are to monitor equipment, send recipes,
and keep track of wafers or other auxiliary materials
such as photomasks. Quality monitoring and scheduling
functions tend to be performed by separate appli-
cations from specialized vendors. MES applications
should be easily and reliably integrated with equip-
ment control applications. Traditionally, MESs used
middleware based on message queueing to reliably
process massive event messages from many equip-
ments. No messages should be lost and the response
time should be controlled. Therefore, such messages
from many different tools are queued and the mes-
sage queues are served by reasonable queueing or
service policies for load balancing and response time
control. Such message-based communication and inte-
gration require significant application work to integrate
MES applications with equipment control applica-
tions. An application designer should understand all
low-level messages and their required sequence for
logical interaction between the MES and equipment
controllers. Debugging, verification, and modification
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are not easy. An alternative approach is object-
based application integration. Each equipment and an
MES application have a model of constituent ob-
jects, which specify the functions and informational
states. Then, interactions between an MES and equip-
ment are implemented by method calls or service
requests between their corresponding objects. The com-
mon object request broker architecture (CORBA) is
a middleware solution for facilitating application inte-
gration and interaction between such distributed objects
and managing objects and services. MES application
designers can conveniently make use of the high-
level services of the objects in equipment control
applications as well as common MES application ob-
jects. Detailed messaging sequences are handled by
the methods of the objects that provide the relevant
services. SEMI proposed an object-based MES appli-
cation design standard, called the computer-integrated
manufacturing (CIM) framework. SEMI also devel-
oped a standard object model for control applications
of process equipment, called the object-based equip-
ment model (OBEM). There have been concerns about
whether CORBA can work reliably and fast enough
for modern fab environments that generate massive
amounts of real-time data. However, MES vendors
have successfully implemented CORBA-based MES
solutions, for example, IBM’s SiView and AIM Sys-
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Fig. 52.10 Object-based interaction for MES and equipment control applications

tem’s NanoMES. Figure 52.10 illustrates object-based
interaction.

Recently, the service-oriented architecture (SOA)
has been increasingly popular for business and enter-
prise applications [52.29]. Business processes tend to
change frequently to cope with business requirement
changes, and to be distributed over the Internet. There-
fore, more flexibly composable services are defined and
called as needed to form a new business process. Ob-
jects are considered to have too small granularity to
be used for business processes [52.29]. Further, dis-
tributed objects technology such as CORBA and the
distributed component object model (DCOM) are not
easy standards to work with, because it is difficult to
integrate object applications that were developed by
different people at different places on different plat-
forms at different times. Furthermore, CORBA and
DCOM are not widely understood by software en-
gineers and control and automation engineers. Web
services have been open standards for easily integrating
applications distributed on the Internet by using extensi-
ble markup language (XML)-based open standards such
as simple object access protocol (SOAP), web services
description languages (WSDLs), and universal descrip-
tion, discovery, and integration (UDDI), and standard
web protocols such as XML, hypertext transfer proto-
col (HTTP), and transmission control protocol/Internet
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protocol (TCP/IP). Therefore, SOA based on web ser-
vices can provide open standards for easily integrating
distributed factory applications with proper granular-
ity. Therefore, some fabs or vendors for MESs or
fab management applications are also now considering
SOA-based design. However, it should be studied more
whether SOA really makes sense for factory applica-
tions in terms of reliability and real-time performance.

52.4.4 Fab Control and Management

Fab operation is highly complicated due to the com-
plex process steps and the massive number of lots in
progress. One of the most crucial fab control applica-
tions is a real-time dispatcher that keeps track of the
lots and equipment states, and determines which lots
will be processed at which tools. It uses dispatching
or scheduling rules that are proven to be effective for
fab operation. The rules may be developed and tested
for each fab through extensive simulation in advance.
The essential function of a dispatcher is to process mas-
sive amounts of job and equipment data reliably and
quickly, and compute a dispatch list quickly. A dis-
patcher sends a scheduling command to the MCS and
the process equipment directly in an automated fab,
whereas in a manual fab human operators perform the
job of loading tasks as specified in the dispatch list.
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Fig. 52.11 A fab control system architecture (EEES – engineering
equity extension service, SPC – statistical process control)

An alternative scheduling approach to the dispatch-
ing rules is to have a separate scheduler that determines
an appropriate work-in-progress level for each process
step by using a dynamic lot flow model and then de-
termines an optimal schedule for each process step
separately under the restriction of the ready times and
the due dates that are imposed by the schedule of other
process steps. Frequent rescheduling is needed to cope
with changes in fabs. Even in this case, the dispatcher
retains the basic functions except for the scheduling
function, and may change the schedule from the sched-
uler by local rules depending on the fab state. This
approach has potential for further improving fab per-
formance. However, there should be more experimental
studies on which approach is more effective for different
fab management environments.

A production planning system or supply-chain plan-
ning system determines daily production requirements
for key process stages to meet order due dates or de-
mand forecasts while minimizing inventory level. The
system also considers binning due to random yields
and capacity constraints. Other important fab control
applications include yield management systems and ad-
vanced planning and scheduling (APS) systems. An
overall fab control application architecture is summa-
rized in Fig. 52.11.

In spite of extensive literature on fab scheduling,
control, and management, there still remain many is-
sues, including how the dispatching and scheduling
systems, and scheduling rules should be developed
to fulfill complex scheduling requirements for fully
automated 300 mm fabs or future 450 mm fabs, in
which AMHSs will be more strongly coupled with job
scheduling for direct delivery, and lot definition and job
flows will change significantly.

52.4.5 Other Fab Automation Technologies

Fab automation aims at an autonomous factory that re-
liably and intelligently produces high-quality wafers.
As quality requirements have become stricter and
the cost of attaining this quality has increased, fabs
have developed quality-sensitive automation technolo-
gies. Advanced process control (APC) technology
includes fault detection and classification (FDC) and
run-to-run (R2R) control [52.30]. FDC makes use
of statistical methods such as multivariate analysis,
or intelligent computing or data-mining technologies
such as neural networks or rules, in order to de-
tect early any anomaly in process control that will
cause significant quality problems, classify the prob-
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lems, and report them to the quality engineers. R2R
control intelligently adapts process control parameters
based on in situ measurements from process sensors.
The response models between the measurement and
control parameters are dynamic, nonlinear, multiple-
input multiple-output (MIMO), and uncertain [52.30].
Therefore, advanced stochastic or statistical functional
models and algorithms, or neural networks are used.
An equipment engineering system (EES) is for tool
vendors to remotely monitor process control of tools
at fabs and tune process parameters. It is intended
to reduce the initial ramp-up period and cost. Tool

vendors cannot keep high-class engineers at customer
sites for long periods, for instance, even more than
6 months. Another automation technology for qual-
ity is e-Diagnostics, which enables tool vendors in
remote locations to detect an anomaly in tools in
production at fabs quickly. It can prevent or reduce
production of defective wafers and reduce the lead
time to dispatch tool engineers to customer sites.
Tool vendors and SEMI have developed EES and e-
Diagnostics technologies and standards, including data
standards, security control, remote control or manipula-
tion, etc. [52.31].

52.5 Conclusion

Semiconductor manufacturing fabs have extensively
developed and implemented state-of-the-art industrial
automation technologies. We have briefly reviewed
them in this Chapter. There remain many challenges
for the future, such as for 450 mm fabs. Future
fabs for manufacturing nanodevices may require quite

new concepts of equipment and material handling,
and hence new automation technologies. Concepts,
technologies, and practices of semiconductor manufac-
turing automation can give insights into automation
of other manufacturing industries or service sys-
tems.
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Nanomanufac53. Nanomanufacturing Automation

Ning Xi, King Wai Chiu Lai, Heping Chen

This chapter reports the key developments for
nanomanufacturing automation. Automated CAD
guided nanoassembly can be performed by an
improved atomic force microscopy (AFM). Al-
though CAD guided automated manufacturing
has been widely studied in the macro-world,
nanomanufacturing is challenging. In nano-
environments, the nanoobjects are usually
distributed on a substrate randomly, so the
nanoenvironment and the available nanoobjects
have to be modeled in order to design a feasible
nanostructure. Because of the positioning errors
due to the random drift, the actual position of
each nanoobject has to be identified by our lo-
cal scanning method. The advancement of AFM
increases the efficiency and accuracy to manip-
ulate and assemble nanoobjects. Besides, the
manufacturing process of carbon nanotube (CNT)
based nanodevices is discussed. A novel auto-
mated manufacturing system has been especially
designed for manufacturing nanodevices. The
system integrates a new dielectrophoretic (DEP)
microchamber into a robotic based deposition
workstation and increases the yield to form
semi-conducting CNTs for manufacturing nano-
devices. Therefore, by using the proposed CNT
separation and deposition system, CNT based
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nanodevices with specific and consistent
electronic properties can be manufactured
automatically and effectively.

53.1 Overview

Nanoscale materials with unique mechanical, elec-
tronic, optical, and chemical properties have a variety
of potential applications such as nanoelectromechanical
systems (NEMS) and nanosensors. The development
of nanoassembly technologies will potentially lead to
breakthroughs in manufacturing new revolutionary in-
dustrial products. The techniques for nanoassembly
can be generally classified into bottom-up and top-

down methods. Self-assembly in nanoscale is reported
as the most promising bottom-up technique, which is
applied to make regular, symmetric patterns of na-
noentities. However, many potential nanostructures and
nanodevices are asymmetric, which cannot be manu-
factured using self-assembly only. A top-down method
would be desirable to fabricate complex nanostruc-
tures.
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The semiconductor fabrication technique is a ma-
tured top-down method, which has been used in the fab-
rication of microelectromechanical systems (MEMS).
However, it is difficult to build nanostructures using this
method due to limitations of the traditional lithogra-
phy. Although smaller features can be made by electron
beam nanolithography, it is practically very difficult
to position the feature precisely using e-Beam nano-
lithography. The high cost of the scanning electron
microscopy (SEM), ultrahigh vacuum condition, and
space limitation inside the SEM vacuum capsule also
impede its wide application.

Atomic force microscopy (AFM) [53.1] has proven
to be a powerful technique to study sample surfaces
down to the nanoscale. It can work with both conductive
and insulating materials and in many conditions, such
as air and liquid. Not only can it characterize sample
surfaces, it can also modify them through nanolithog-
raphy [53.2, 3] and nanomanipulation [53.3, 4], which
is a promising nanofabrication technique that combines
top-down and bottom-up advantages. In recent years,
many kinds of AFM-based nanolithographies have been
implemented on a variety of surfaces such as semicon-
ductors, metals, and soft materials [53.5–8]. A variety of
AFM-based nanomanipulation schemes have been de-
veloped to position and manipulate nanoobjects [53.9–
13]. However, nanolithography itself can hardly be
considered as sufficient for fabrication of a com-
plete device. Thus, manipulation of nanoobjects has
to be involved in order to manufacture nanostructures
and nanodevices. The AFM-based nanomanipulation is
much more complicated and difficult than the AFM-
based nanolithography because nanoobjects have to be
manipulated from one place to another by the AFM tip,
and sometimes it is necessary to relocate the nanoob-
jects during nanomanipulation while nanolithography
can only draw patterns. Since the AFM tip as the ma-
nipulation end-effector can only apply a point force on
a nanoobject, the pushing point on the nanoobject has
to be precisely controlled in order to manipulate the
nanoobjects to their desired positions. In the most re-
cently available AFM-based manipulation methods, the
manipulation paths are obtained either manually using
haptic devices [53.9, 10] or in an interactive way be-
tween the users and the atomic force microscope (AFM)
images [53.11,12]. The main problem of these schemes
is their lack of real-time visual feedback, so an aug-
mented reality interface has been developed [53.14,15].
But positioning errors due to deformation of the can-
tilever and random drift such as thermal drift cause
the nanoobjects to be easily lost or manipulated to

wrong places during manipulation; the result of each
operation has to be verified by a new image scan
before the next operation starts. This scan-design-
manipulation-scan cycle is usually time consuming and
inefficient.

In order to increase the efficiency and accuracy
of AFM-based nanoassembly, automated CAD guided
nanoassembly is desirable [53.16]. In the macroworld,
CAD guided automated manufacturing has been widely
studied [53.17]. However, it is not a trivial extension
from the macroworld to the nanoworld. In the nanoenvi-
ronments, the nanoobjects, which include nanoparticles,
nanowires, nanotubes, etc., are usually distributed on
a substrate randomly. Therefore, the nanoenvironment
and the available nanoobjects have to be modeled
in order to design a feasible nanostructure. Because
manipulation of nanoparticles only requires transla-
tion, while manipulation of other nanoobjects such as
nanowires involve both translation and rotation, manip-
ulation of nanowires is more challenging than that of
nanoparticles. To generate a feasible path to manipulate
nanoobjects, obstacle avoidance must also be consid-
ered. Turns around obstacles should also be avoided
since they may cause the failure of the manipulation.
Because of the positioning errors due to the random
drift, the actual position of each nanoobject must be
identified before each operation.

Beside, the deformation of the cantilever caused by
manipulation force is one of the most major nonlineari-
ties and uncertainties. It causes difficulties in accurately
controlling the tip position, and results in missing the
position of the object. The softness of the conventional
cantilevers also causes the failure of manipulation of
sticky nanoobjects because the tip can easily slip over
the nanoobjects. An active atomic force microscopy
probe is used as an adaptable end effector to solve these
problems by actively controlling the cantilever’s flex-
ibility or rigidity during nanomanipulation. Thus, the
adaptable end effector is controlled to maintain straight
shape during manipulation [53.18].

Apart from nanoassembly, manufacturing process
of nanodevices is important. Carbon nanotube (CNT)
has been investigated as one of the most promising can-
didates to be used for making different nanodevices.
CNTs have been shown to exhibit remarkable electronic
properties, such as ballistic transport and semiconduct-
ing behavior, which depend on their diameters and
chiralities. Recently, it was demonstrated that CNTs
can be used to build various types of devices such as
nanotransistors [53.19], logic devices [53.20], infrared
detectors [53.21, 22], light emitting devices [53.23],
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chemical sensors [53.24, 25], etc. The general man-
ufacturing processes of CNT-based devices is shown
in Fig. 53.1. The most challenging parts include CNT
selection, deposition, and assembly. Basically, CNT
assembly can be done by our AFM-based nanoma-
nipulation system [53.26]. With the advancement of
our automated local scanning method for AFM sys-
tems [53.27], automated assembly for CNT-based
devices can be done effectively. However, electronic
properties of CNTs vary and CNTs can be classified into
two types: semiconducting CNTs and metallic CNTs.
Therefore, an automatic method for the selection and
deposition of a single CNT with a specific electronic
property should be established [53.28, 29].

Selection of a CNT with the desired electronic
property is crucial to its application. Basically, sev-
eral approaches have been pursued to separate different
electronic types of CNTs. Arnold et al. demonstrated
that semiconducting CNTs and metallic CNTs were
separated by using some encapsulating agents or sur-
factants [53.30]. Besides, Avouris et al. demonstrated
turning a metallic CNT into a semiconducting CNT
after removal of metallic carbon shells by an electri-
cal breakdown process [53.31]. Krupke et al. reported
a technique to enrich metallic CNT thin film. They
demonstrated that metallic CNTs were concentrated on
a substrate by using dielectrophoresis [53.32,33]. Based
on the review of these CNT separation techniques,
we develop a microchamber to filter different types of
CNTs effectively.

Various methods have been proposed to move and
deposit a CNT to the metal microelectrodes; this ad-
vances the manufacturing process of the CNT-based
nanodevices. A nanorobotic technique uses nanomanip-
ulators inside a scanning electron microscopy (SEM) to
perform the nanomanipulation. Since a sample cham-
ber of an SEM is spacious, it is possible to put some
custom-design nanomanipulators inside the chamber.
Yu et al. put a custom piezoelectric vacuum manipula-
tor inside the chamber of an SEM, and they visually
observed the manipulation process of CNTs [53.34].
Dong et al. also developed a 16-degree-of-freedom
nanorobotic manipulator to characterize CNTs inside
an SEM system [53.35]. The idea of nanoassembly
inside SEM is promising, but it needs a vacuum en-
vironment for proper operation. Alternatively, electric
field assisted methods have been proposed to manipu-
late and deposit CNTs directly. Green et al. introduced
AC electrokinetics forces to manipulate sub-micrometer
particles on microelectrode structures [53.36]. Bundled
CNTs have also been manipulated by dielectrophoretic

CNT assembly

CNT deposition

Reliable
nanomanufactoring

process for
CNT-based devices

Semiconducting
CNT selection

Nanolithography

Substrate fabrication Chip packaging

Band gap tuning

Chip design

Fig. 53.1 Flow chart of nanomanufacturing of CNT-based devices

(DEP) force [53.37, 38]. Moreover, Dong and Nel-
son reported the batch fabrication of CNT bearings
and transistors by assembling CNTs on a silicon chip
using DEP force [53.39, 40]. A fabricated chip was
immersed in a reservoir that contained CNT suspen-
sion, and CNTs were deposited on the microchip by
applying a composite AC/DC electric field. This elec-
tric field manipulation technique is an effective and
feasible method to batch manipulate CNTs manually.
However, an automated robotic system for mass pro-
duction of consistent CNT-based devices has not been
archived.

An automated nanomanipulation system is dis-
cussed in Sect. 53.2. The collision-free paths are
generated based on the CAD model, the environment
model, and the model of the nanoobjects. A local
scanning method is developed to obtain the actual po-
sition of each nanoobject to compensate for the random
drift. Moveover, automatic nanoassembly of nanostruc-
tures using the designed CAD models is presented.
The nanomanufacturing process of CNT-based device
is discussed in Sect. 53.3. The process includes the de-
velopment of a novel CNT separation system and an
automated deposition processes for both single-walled
carbon nanotubes (SWCNTs) and multi-walled carbon
nanotubes (MWCNTs).
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53.2 AFM-Based Nanomanufacturing

In recent years, many kinds of nanomanipulation
schemes have been developed to manipulate nanoob-
jects. A nanorobotic technique uses nanomanipulators
inside an SEM to perform the nanomanipulation [53.34,
35]. The idea of nanoassembly inside SEM is promis-
ing, but it needs a vacuum environment for proper
operation. AFM is a promising tool for nanomanu-
facturing [53.12, 41]. Nanoobjects were manipulated
by an AFM tip to build nanostructures and devices
effectively because of its high resolution. Besides, it
does not need to work in a vacuum environment,
which allows more freedom in the nanomanufacturing
process. In order to use AFM for nanomanufactur-
ing, further studies and improvements have been done.
Since nanoobjects are usually distributed on a sub-
strate randomly in the nanoworld, the nanoenvironment
and the nanoobjects must be modeled in order to de-
sign a feasible nanostructure. In order to manipulate
nanoobjects automatically, obstacle avoidance must be
considered to generate a feasible path to manipulate
nanoobjects. Because of positioning errors due to the
random drift, the actual position of each nanoobject
must be identified before each operation; this correc-
tion can be done by our local scanning method. In order
to increase the efficiency and accuracy of AFM-based
nanoassembly, automated CAD guided nanoassembly is
desirable.

53.2.1 Modeling of the Nanoenvironments

Because the nanoobjects are randomly distributed on
a surface, the position of each nanoobject must be deter-
mined in order to perform automatic manipulation. Also
the nanoobjects have different shapes, such as nanopar-
ticles and nanowires, as shown in Fig. 53.2. They must
be categorized before manipulation because the manip-
ulation algorithms for these nanoobjects are different.

After an AFM image is obtained, the nanoobjects
can be identified and categorized. The X, Y coordinates
and the height information of each pixel can be obtained
from the AFM scanning data. Because the height, shape,
and size of nanoobjects are known, they are used as
criteria to identify nanoobjects and obstacles based on
a fuzzy method as follows. Firstly, all pixels higher than
a threshold height are identified. The shapes of clus-
tered pixels are categorized and compared with the ideal
shapes of nanoobjects. If the shape of clustered pixels is
close to the ideal shape, the pixels are assigned a higher
probability (p1). Secondly, if the height of a pixel is

close to the ideal height of nanoobjects, a higher prob-
ability (p2) is assigned to it. Thirdly, the neighboring
pixels with higher probability (p1 p2) are counted and
the area of the pixels is identified. If the area is close to
the size of nanoobjects, the pixels are assigned a higher
probability (p3). If the probability (p1 p2 p3) of a pixel is
higher than a threshold, it is in a nanoobject. Using the
neighboring relationship of pixels, objects can then be
identified. The length of a nanoobject can be calculated
by finding the long and short axes using a least squares
fitting algorithm. If the length/width ratio is larger than
a set value, it is considered as a nanowire, otherwise, as
a nanoparticle.

53.2.2 Methods
of Nanomanipulation Automation

Since the AFM tip can only apply force to a point
on a nanoobject in AFM-based nanomanipulation, it is
very challenging to generate manipulation paths to ma-
nipulate nanoobjects to a desired location, especially for
nanowires, because manipulation of nanoparticles only
requires translation, while that of nanowires involves
translation as well as rotation. Turns around obstacles
should be avoided since they may cause manipulation
failure. In the following sections, automated manipula-
tion of nanoparticles and nanowires, respectively, will
be discussed.

0 2 4 6 8

2 µm

Nanoparticle

Nanowire

8

6

4

2

0

Fig. 53.2 Nanoobjects obtained from AFM scanning. The
scanning area is 8 μm × 8 μm
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O1

O2

S1

D2

D1

Fig. 53.3 The straight line connection between an object
and a destination. O1 and O2 are objects, D1 and D2 are
destinations, S1 is an obstacle

Automated Manipulation of Nanoparticles
Once the destinations, objects, and obstacles are deter-
mined, a collision-free path can be generated by the tip
path planner.

A direct path (straight path) is a connection from
an object to a destination using a straight line without
any obstacles or potential obstacles in between. Fig-
ure 53.3 shows the connections between objects and
destinations. The paths from O2 to D2 and from O1 to
D2 are direct paths, and the path between O1 and D1 is
not a direct path due to collision.

Due to the van der Waals force between an object
and an obstacle, the object may be attracted to the obsta-
cle if the distance between them is too small. Therefore,
the minimum distance has to be determined first to
avoid the attraction. Figure 53.4a shows a particle object
and a particle obstacle, and Fig. 53.4b a particle object
and a nanowire obstacle, respectively.

In the first case, all objects and obstacles are as-
sumed to be spheres; the van der Waals force can be
expressed as [53.42]

Fw = −A

6D

R1 R2

R1 + R2
, (53.1)

where Fw is the van der Waals force, A is the Hamaker
constant, D is the distance between the two spheres, and
R1 and R2 are the radii of the two spheres. For the sec-
ond case that the obstacle is a nanowire, the nanowire
can be considered as separated nanoparticles, so the
van der Waals force between a nanoparticle and each
separated nanoparticles can be calculated using (53.1).

Different materials have different Hamaker con-
stants. Nevertheless, the Hamaker constants are found
to lie in the range (0.4−4) × 10−19 J [53.42]. If an ob-
ject is not attracted to an obstacle, the van der Waals
force between an object and a destination has to be bal-
anced by the friction force between the object and the
surface. The friction force between the object and the
surface can be formulated as [53.43]

Fc = μos Fr
os +νFa

os , (53.2)

Object Obstacle

D

R1

R2

Fc Fw

Object

Nanowire

D

R

Fc Fw

a)

b)

Fig. 53.4a,b The van der Waals force between objects and
obstacles. The objects are nanoparticles. (a) The obstacle is
a nanoparticle. R1 and R2 are the radius of the two spheres
respectively, D is the distance between the two spheres, Fw

is the van der Waals force, and Fc the friction force. (b) The
obstacle is a nanowire. The nanowire can be considered as
a line of nanoparticles. R is the radius of the sphere

where Fc is the friction force, μos is the sliding friction
coefficient between an object and the substrate surface,
ν is the shear coefficient, Fr

os is the repulsive force,
and Fa

os is the adhesive force. When pushing an object,
the minimum repulsive force equals the adhesive force.
Then (53.2) becomes

Fc = (μos +ν)Fa
os . (53.3)

The adhesive force Fa
os can be estimated by [53.43]

Fa
os =

Aos

Ats
Fa

ts , (53.4)

where Aos is the nominal contact area between an object
and a substrate surface, Ats is the nominal contact area
between the AFM tip and the substrate surface, and Fa

ts
is the measured adhesive force between the AFM tip
and the surface.

Since the van der Waals force must be balanced by
the friction force during manipulation, the minimum
distance Dmin can be calculated using (53.1), (53.3) and
(53.4)

Dmin = A

6

R1 R2

R1 + R2

Ats

(μos +ν)Aos Fa
ts

. (53.5)

The distance between an object and a nanowire must
be larger than Dmin during manipulation. If there is an
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O1
a)

b)

S1
D1

O1

S1

V1

D1

Fig. 53.5 (a) A path with turns. An object may be lost
during turns. (b) A virtual object and destination (VOD)
connects an object and a destination. O1 is an object, D1 is
a destination, S1 is an obstacle, and V1 is a VOD

obstacle that is close or on the straight line, the path
formed by the straight line is not considered as a di-
rect path. For example, the path between O2 and D1
in Fig. 53.3 is not a direct path due to the attraction.

After the direct paths are generated, objects are as-
signed to the destinations one to one. There are some
destinations that may not have any objects assigned to
them. This is because there are no direct paths to some
destinations. Therefore, indirect paths (curved paths) to
avoid the obstacles must be generated. In general, it is
possible to lose particles during nanomanipulation in
both direct paths or curved paths, but a curved path as
shown in Fig. 53.5 has a much higher risk of losing ob-
jects than a direct path. The AFM-based manipulation
system can use force feedback to detect the lost particle
during the manipulation. A surface must be scanned
again if an object is lost during manipulation. Because
the scanning time is much longer than the manipulation
time, turns should be avoided during nanomanipula-
tion. To solve the problem, a virtual-object-destination
algorithm has been developed. Figure 53.6 shows
a virtual-object-destination (VOD).

An object and a destination are connected using
direct paths through a VOD. Since there are many pos-
sible VODs to connect an object and a destination,
a minimum distance criterion is applied to find a VOD.
The total distance to connect an object and a destination
through a VOD is

d =
√

(x2 − x0)2 + (y2 − y0)2

+
√

(x2 − x1)2 + (y2 − y1)2 , (53.6)

O1 S1

D1

S1
V1

V2

Fig. 53.6 Two VODs connect an object with a destination.
O1 is an object, D1 is the destination, and S1 and S2 are
obstacles

where x2, y2 are the coordinates of the center of a VOD,
x0, y0 are the coordinates of the center of an object, and
x1, y1 are the coordinates of the center of a destination.

The connections between the VOD, object and des-
tination have to avoid the obstacles, i. e.,√

(x − xs)2 + (y− ys)2 ≥ Dmin + R′ , (53.7)

where x, y are the coordinates of the object center along
the path and xs , ys are the coordinates of the center of
the obstacle. R′ is defined as

R′ = R1 + R2 . (53.8)

Then a constrained optimization problem is formu-
lated

min
x2,y2

d =
√

(x2 − x0)2 + (y2 − y0)2

+
√

(x2 − x1)2 + (y2 − y1)2 ,

subject to:
√

(x − xs)2 + (y− ys)2 ≥ Dmin + R′ .
(53.9)

This is a single objective constrained optimization prob-
lem. A quadratic loss penalty function method [53.44]
is adopted to deal with the constrained optimization
problem by formulating a new function G(x)

min
x2,y2

G(x) = min
x2,y2

d +β(min[0, g])2 , (53.10)

where β is a big scalar and g is formulated using the
given constraint, i. e.

g =
√

(x − xs)2 + (y− ys)2 − (Dmin + R′) . (53.11)

Then the constrained optimization problem is trans-
ferred into an unconstrained one using the quadratic
loss penalty function method. The pattern search
method [53.45] is adopted here to optimize the uncon-
strained optimization problem to obtain the VOD.
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If one virtual object and destination cannot reach
an unassigned destination, two or more VODs must
be found to connect an object and a destination. Fig-
ure 53.6 illustrates the process. Similarly, the total
distance to connect the object and destination can be
calculated. The constraint is the same as (53.9). Then,
a single objective constrained optimization problem can
be formulated to obtain the VODs.

Automated Manipulation of Nanowires
The manipulation of a nanowire is much more compli-
cated than that of a nanoparticle because there is only
translation during manipulation of a nanoparticle, while
there are both translation and rotation during manipula-
tion of a nanowire. A nanowire can only be manipulated
to a desired position by applying force alternatively
close to its ends. From an AFM image, nanowires can
be identified and represented by their radius and two end
points. Each end point on a nanowire must be assigned
to the corresponding point on the destination. The start-
ing pushing point is important since it determines the
direction along which the object moves. By choosing
a suitable step size, an AFM tip path can be gener-
ated. Therefore, the steps of automated manipulation
of nanowire are: find the initial position and destination
of a nanowire, find the corresponding points, find start-
ing pushing point, and calculate the pushing step and
plan the tip trajectory. The details of the steps are given
below.

To automatically manipulate a nanowire, its behav-
ior under a pushing force has to be modeled. When
a pushing force is applied to a nanowire, the nanowire
starts to rotate around a pivot if the pushing force is
larger than the friction force. Figure 53.7 shows the
applied pushing force and the pivot. The nanowire ro-
tates around point D when it is pushed at point C by
the AFM tip. The nanowire under pushing may have
different kinds of behavior, which depend on its own
geometry property. If the aspect ratio of a nanowire is
defined as

σ = d/L . (53.12)

A nanowire with the aspect ratio of σ > 25 usually
behaves like a wire, which will deform or bend un-
der pressure. The rotation behavior was observed for
nanowires with aspect ratio of σ < 15. In this case,
the pushing force F from the tip causes the friction
and shear force F′ = μot F+ νFa

ot along the rod axis
direction when the pushing direction is not perpendic-
ular to the rod axis, where μot and ν are the friction
and shear coefficients between the tip and the nanowire,

Static point

s

L

l

F F

Nanowire

Nanowire

C

D

A

B
a) b)

Fig. 53.7a,b The behavior of a nanowire under a pushing force:
(a) F is the applied external force, L is the length of the nanowire
(b) the detailed force model. D is the pivot where the nanowire
rotates, C is the pushing point

which depend on the material properties and the envi-
ronment, Fa

ot is the adhesion force between the tip and
the nanowire.

Fortunately, it is easy to prove that the force F′
hardly causes the rod to move along the rod axis direc-
tion. Assuming that the shear forces between rod and
surface are equal along all directions during moving,

fL = f ′maxd . (53.13)

Because the shear force is usually proportional to the
contact area, and the contact area between a nanowire
and surface is much greater than that between the tip
and the nanowire,

νFa
ot � f ′d . (53.14)

Also note that

F ≤ fL = f ′maxd , (53.15)

and because μ is usually very small, finally it is reason-
able to assume that

f ′d = F′μF+νFa
ot < f ′maxd . (53.16)

This means that the rod will have no motion along the
axis direction and, therefore, the static point D must
be on the axis of the nanowire. Considering the above
analysis, the nanowire can be simplified as a rigid line
segment. The external forces applied on the nanowire in
surface plane can be modeled as shown in Fig. 53.7. The
pivot D can be either inside the nanowire or outside the
nanowire. First assume that D is inside the nanowire.
In this case, all the torques around D are self-balanced
during smooth motion.

F(l − s) = 1

2
f (L − s)2 + 1

2
fs2 , (53.17)
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�

F

Nanowire
(initial position)

Nanowire
(destination)

Ps2

Ps1

Pd2

Pd1

Fig. 53.8 The initial position of the nanowire and the destination
where it is manipulated

where F is the applied external force, f is the evenly
distributed friction and shear force density on the
nanowire, L is the length of the nanowire, s is the
distance from one end of the nanowire (point A
in Fig. 53.7) to the pivot D, and l is the distance from
A to C, where the external force is applied. Equa-
tion (53.17) can be written as

F = f (L − s)2 + fs2

2(l − s)
. (53.18)

The pivot can be found by minimizing F with respect to
s, i. e.

dF
ds

= 0 ⇒ s2 −2ls+ lL − L2/2 = 0 . (53.19)

Since we have assumed that 0 < s < L , a unique solu-
tion of the pivot for any 0 < l < L except l = L/2 can
be determined by

s =
⎧⎨
⎩

l +√l2 − lL + L2/2 l < L/2

l −√l2 − lL + L2/2 l > L/2
. (53.20)

When l = L/2, there is no unique solution. A detailed
analysis will show that s can be any value when the

θ1

θ2

θ

θ

F, pushing point

F

F

Nanowire (destination)

Nanowire (initial position)

Starting position

End position

Ps

Pi

Pd

Lp

Qi

Fig. 53.9 The manipulation of a nanowire from an initial position to its destination

force F is applied in the exact middle of the rod, the
point T becomes a bifurcation point. Now, assume the
static point D is outside of rod and on the left side. Not-
ing that s < 0 now, the self-balanced torque equation
becomes

f (l − s) = fL(L/2− s) , (53.21)

namely

F = fL(L/2− s)

2(l − s)
. (53.22)

It can be seen that F can only be minimized at l = L/2

dF
ds

= 0, for l = L/2 . (53.23)

Similarly, if static point D is on the right side (s > 0), the
analysis results should be the same. Practically, it is hard
to keep T at this bifurcation point (l = L/2). Therefore,
during manipulation, it is better to avoid pushing the
exact middle of the rod because it is hard to predict the
behavior of the rod in this case.

The corresponding points between a nanowire and
its destination have to be matched in order to plan a ma-
nipulation path. Figure 53.8 shows the initial position
and the destination of a nanowire. Ps1 and Ps2 are the
initial positions, and Pd1 and Pd2 are the destinations.

The nanowire rotates anti-clockwise and moves
downward if the starting pushing point is close to Ps2.
Similarly, the nanowire rotates clockwise and moves
upward if the starting pushing point is close to Ps1.
The starting pushing point can be determined by the
angle β as shown in Fig. 53.8. If β > 90◦, the starting
pushing point should be close to Ps2. Otherwise, Ps1.
Figure 53.9 shows the process to manipulate a nanowire
from its initial position to its destination. The manipu-
lation scheme of a nanowire has to go through a zigzag
strategy in order to position the nanowire with specified
orientation.

Part
F

5
3
.2



Nanomanufacturing Automation 53.2 AFM-Based Nanomanufacturing 935

When the alternating pushing forces at two points
on the nanowire are applied, a nanowire rotates around
two pivots Pi and Qi . The distance L1 between Pi and
Qi can be calculated if the pushing points are deter-
mined. The two pivots Ps and Pd are connected to form
a straight line, and the distance d between the two points
is calculated. d is then divided into N small segments
(the number of manipulations). Then Lp in Fig. 53.9 can
be obtained

Lp = d

N
, 0 < Lp < 2L1 . (53.24)

During manipulation, the pivot Pi is always on the line
generated by the two points Ps and Pd. Then the rotation
angle for each step can be obtained

θ = 2a cos

(
Lp

2L1

)
. (53.25)

The rotation angle θ stays the same during manipu-
lation. The initial pushing angle θ1 and the final pushing
angle θ2 in Fig. 53.9 can be calculated by finding the
starting position and the ending position. After θ is de-
termined, the pivots Pi and Qi (i = 1, . . . , N) can be
calculated. The pushing points can then be determined.
Here we show how to determine the pushing points
when a nanowire rotates around the pivot Pi as an ex-
ample. Figure 53.10 shows the frames used to determine
the tip position.

The following transformation matrix can be easily
calculated. The transformation matrix of the frame orig-
inated at Ps relative to the original frame is Ts . The
transformation matrix of the frame originated at Pi rel-
ative to the frame originated at Ps is Ti . Supposing the
rotation angle is β(0 < β ≤ θ), the transformation ma-
trix relative to the frame originated at Pi is Tβi . β can
be obtained by setting a manipulation step size. The
coordinates of the pushing point can then be calculated⎛
⎜⎝

X F

YF

1

⎞
⎟⎠= TsTiTβi

⎛
⎜⎝

0

L −2s

1

⎞
⎟⎠ . (53.26)

Similar steps can be followed to determine the pushing
position for a nanowire rotating around the pivot Qi , i ∈
[1, N]. After the coordinates of the pushing point are
obtained, the manipulation path for a nanowire can be
generated.

53.2.3 Automated Local Scanning Method
for Nanomanipulation Automation

The random drift due to thermal extension or contrac-
tion causes a major problem during nanomanipulation,

θ

θ/2
α

θ

F

Pi+1
PiPs

O

y

x

Pd

yi

ys xi

xs

Qi

Fig. 53.10 The coordinates used to compute the AFM tip pushing
position at each step

because the object may be easily lost or manipulated
to wrong destinations. Before the manipulation, the ob-
jects on the surface are identified and their positions are
labeled. However, the labeled positions of the nanoob-
jects have errors due to random drift. To compensate for
the random drift, the actual position of each nanoob-
ject must be identified before each operation. Because
the time to scan a big area is quite long, a quick local
scanning mechanism is developed to obtain the actual
position of each nanoobject in a short time. Nanoma-
nipulation is then performed immediately after the local
scan. Figure 53.11 shows the local scanning method.

From the path data, the original position of
a nanoobject is obtained. Also, the nanoobject is cate-
gorized into two groups: the nanoparticle and nanowire.
A scanning pattern is generated for the nanoobject ac-
cording to its group. The scanning pattern is fed to the
imaging interface to scan the surface. If the nanoob-

Original object position
and categorization

Scanning pattern generation

Imaging interface

Line scan

Perpendicular line scan

Actual position computation

Path adjustment

Object found?

New path

Path

YesNo

Fig. 53.11 The local scanning strategy to obtain the actual positions
of nanoobjects
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L2

L0

L1

P2P1

Q1

Q2

Oa

V

OR

Fig. 53.12 Local scan pattern to search the actual position
of a nanoparticle. O is the original center of the particle,
R is the radius of the particle, Oa is the actual center of
the particle, L0, L1, and L2 are the horizontal scan lines,
V is the vertical scan line. P1 and P2 are the interactions
between the particle edge and a horizontal scan line, Q1

and Q2 are the intersections between the particle edge and
the vertical scan line

ject is not found, a new scanning pattern is generated.
The process continues until the nanoobject is discov-
ered. The actual position of the nanoobject can then be
computed. The manipulation path is then adjusted based
on the actual position. For nanoparticles and nanoob-
jects, different scanning patterns must be used in order
to obtain their actual position.

New position Actual position

Original position Drift direction

First point

New destination
Original destination

Original position

a) b)

New path

Original path

Fig. 53.13 (a) The updated path after drift compensation. (b) The local scan after the drift direction and size are
determined from the previous local scan

For example, the location of a nanoparticle can be
represented by its center and radius. The radius of each
particle R has been identified before the manipulation
starts. The actual center of a nanoparticle can be relo-
cated by two lines, a lateral and a cross line as shown
in Fig. 53.12. First, the nanoparticle is scanned using
line L0, which passes the original center of the par-
ticle in the image. If the particle is not found, then
the scanning line moves up and down alternatively by
a distance of 3/2R. Once the particle has been found,
two intersection points, P1 and P2 between the particle
edge and the lateral line are located. A cross line scan
V, which goes through the middle point between P1
and P2, is used to locate the center of the particle. The
cross scan line has two intersection points, Q1 and Q2,
with the particle edge. The middle point between Q1
and Q2 is the actual center of the nanoparticle. The lo-
cal scanning range (the length of the scanning line) l
can be determine by the maximum random drift such
that l > R+rmax, where rmax is the estimated maximum
random drift distance.

After the center of a nanoobject has been identified,
the drifts in the XY directions are calculated. The drifts
in the XY directions are then used to update the desti-
nation position as shown in Fig. 53.13a. Finally a new
path is generated to manipulate the nanoparticle.

After the local scan of the first nanoparticle, the
direction and size of the drift can be estimated. The in-
formation can be used to generate the scanning pattern
for the next nanoobject as shown in Fig. 53.13b.
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53.2.4 CAD Guided Automated
Nanoassembly

In order to increase the efficiency and accuracy of
AFM-based nanoassembly, automated CAD guided
nanoassembly is desirable. A general framework for
automated nanoassembly is developed to manufac-
ture nanostructures and nanodevices, as illustrated
in Fig. 53.14. Based on the CAD model of a nanostruc-
ture and the distribution of nanoobjects on a surface
from an AFM image, the tip path planner generates
manipulation paths to manipulate the nanoobjects. The
paths are fed to a user interface to simulate the manufac-
turing process and then to the AFM system to perform
the nanoassembly process.

The AFM tip path planner is the core of the gen-
eral framework. Figure 53.15 shows the architecture of
the tip path planner. Nanoobjects on a surface are first
identified based on the AFM image. A nanostructure
is then designed using the available nanoobjects. Ini-
tial collision-free manipulation paths are then generated
based on the CAD model of a designed nanostruc-
ture. In order to overcome the random drift, a local
scanning method is applied to identify the actual po-

Automated
manipulation

Actual positionLocal scanAFM image

CAD model

Automated

path

generation

Updated path

Fig. 53.15 Automated tip path planner. Initial paths are generated based on the CAD model of a designed nanostructure
and the randomly distributed nanoobjects on a surface. The manipulation path of each nanoobject is adjusted accordingly
based on the local scanning result

Automated tip
path planner

Simulation
and

real-time
operation

General paths

Real-time
display Interface

CAD modelAFM image

AFM

Commands

Force

Control

Fig. 53.14 The general framework for automated path generation
system. The bottom left is the AFM system and the bottom right
is the augmented reality interface used for simulation and real-time
operation

sition of a nanoobject before its manipulation. Each
manipulation path of the nanoobject is adjusted ac-
cordingly based on its actual position. The regenerated
path is then sent to the AFM system to manipu-
late the nanoobject. The process continues until all
nanoobjects are processed. A nanostructure is finally
fabricated.

53.3 Nanomanufacturing Processes

The nanomanufacturing process for nanodevices is not
straightforward, especially in nanomaterial preparation,
selection, and deposition processes. To prepare the
nanomaterial, nanoobjects are usually dissolved into

solution, then the nanoobject suspension is put in an
ultrasonicator or a centrifuge for dispersing the nanoob-
jects. Afterwards, specific properties of the nanoobjects
should be selected. Finally, they are delivered to as-
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semble the nanodevices. However, the nanoobjects are
too small to be manipulated by traditional robotic sys-
tems, novel devices and systems must be developed for
this. Since the nanoobjects are dissolved into fluids,
dielectrophoresis and microfluidic technology can be
considered to perform the tasks. The material prepara-
tion can be done by micromixers; the selection process
can be done by microfilters; and the deposition process
can be done by integrating the microchannel and mi-
croactive nozzle to deposit the nanoobject suspension.
CNT is one of the most common nanoobjects and it
has some promising properties that are useful for gen-
eration nanodevices. In this chapter, the development
of a novel automated CNT separation system to clas-
sify the electronic types of CNTs will be described,
which involves the analysis for DEP force on CNTs
and fabrication of a DEP microchamber. Moreover,
this DEP microchamber was successfully integrated
into an automated deposition workstation to manipulate
a single CNT to multiple pairs of microelectrodes re-
peatedly. The automated deposition processes for both
SWCNTs and MWCNTs will be presented. As a result,
CNT-based nanodevices with specific and consistent
electronic properties can be manufactured automati-
cally. The resulting devices can potentially be used in
commercial applications.

53.3.1 Dielectrophoretic Force
on Nanoobjects

Dielectrophoresis has been used to manipulate and sep-
arate different types of biological cells. DEP forces
can be combined with field-flow fractionation for si-
multaneous separation and measurement [53.46]. DEP
force induces movement of a particle or a nanoobject
under non-uniform electric fields in liquid medium as
shown in Fig. 53.16. The nanoobject is polarized when
it is subjected to an electric field. The movement of
the nanoobject depends on its polarization with respect
to the surrounding medium [53.47]. When the nanoob-
ject is more polarizable than the medium, a net dipole
is induced parallel to the electric field in the nanoob-
ject and, therefore, the nanoobject is attracted to the
high electric field region. On the contrary, an oppo-
site net dipole is induced when the nanoobject is less
polarizable than the medium, and the nanoobject is
repelled by the high electric field region. The direc-
tion of the DEP force on the particle is given by the
Clausius–Mossotti factor (CM factor, K ). It is defined
as a complex factor, describing a relaxation in the effec-
tive permittivity of the particle with a relaxation time

Microelectrodes

Particle
FDEP

Liquid medium

AC voltage

Nonuniform
electric field

Fig. 53.16 Illustration of the dielectrophoretic manipula-
tion

described by [53.47, 48]

K (ε∗p, ε∗m) = ε∗p − ε∗m
ε∗p +2ε∗m

. (53.27)

Complex permittivities of the nanoobject (ε∗p) and
medium (ε∗m) are defined and given by [53.47, 48]

ε∗p = εp − i
σp

ω
, (53.28)

ε∗m = εm − i
σm

ω
, (53.29)

where εp and εm are the real permittivities of the
nanoobject and the medium, respectively, σp and σm are
the conductivities of the nanoobject and the medium, re-
spectively, and ω is the angular frequency of the applied
electric field; the CM factor is frequency-dependent.
The time-averaged DEP force acting on the particle is
given by [53.47, 48]

FDEP = 1

2
VεmRe(K )∇ | E |2 , (53.30)

where V is the volume of the nanoobject and ∇ | E |2 is
the root-mean-square of the applied electric field. Based
on this equation, the direction of the DEP force is de-
termined by the real part of the CM factor K . When
Re[K ] > 0, the DEP force is positive, and therefore the
CNT is moved toward the microelectrode in the high
electric field region. When Re[K ] < 0, the DEP force
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is negative, the particle is repelled away from the mi-
croelectrode. Moreover, we know that the magnitude
and direction of DEP forces depends on the size and
material properties of the nanoobjects, so separation of
nanoobjects can be done.

53.3.2 Separating CNTs
by an Electronic Property
Using the Dielectrophoretic Effect

A theoretical analysis of DEP manipulation on a CNT
was performed, and CM factors were calculated for
a metallic SWCNT (m-SWCNT) and a semiconducting
MWCNTs (s-SWCNT), respectively. In the analy-
sis, semiconducting and metallic CNT mixtures are
dispersed in the alcohol medium assuming the permit-
tivities of a s-SWCNT and a m-SWCNT are 5ε0 [53.32]
and 104ε0 [53.37], respectively, where ε0 is the per-
mittivity of free space (ε0 = 8.854188 × 10−12 F/m).
The conductivities of a s-SWCNT and a m-SWCNT
are 105 S/m and 108 S/m [53.37], respectively. The
permittivity and conductivity of the alcohol are 20ε0
and 0.13 μS/m, respectively. Based on these parame-
ters and (53.27), plots of Re[K ] for different CNTs
are obtained and shown in Fig. 53.17. The result in-
dicated that s-SWCNTs undergo a positive DEP force
at low frequencies (< 1 MHz) while the DEP force
is negative when the applied frequency is larger than
10 MHz. However, m-SWCNTs always undergo a pos-
itive DEP force at the applied frequency from 10 to
109 Hz. The result also matched the experimental re-
sult from [53.33], which showed that the positive DEP
effect on SWCNTs reduced as the frequency of ap-
plied electric field increased. In addition, the theoretical
result provides a better understanding of DEP manip-
ulation on different types of CNTs. DEP force can be
used to separate and identify different electronic types
of CNTs (metallic and semiconducting). Based on the
result shown in Fig. 53.17, metallic CNTs can be se-

Apply AC voltage to
microelectrodes

           CNT dilution
out (semiconducting
CNTs)

Micro-
electrodes

CNTs

CNT dilution in
(with metallic and
semiconducting CNTs)

a) b)

Semiconducting CNTs

Metallic
CNTs

Fig. 53.18a,b DEP microchamber to filter metallic CNT. Metallic CNTs are attracted on microelectrodes. Only semiconducting
CNTs flow to the outlet. (a) Side view; (b) top view
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Fig. 53.17 Plots of Re[K (ω)] that indicated positive and negative
DEP forces on different CNTs

lectively attracted to the microelectrodes by applying
AC voltage in the high frequency range (> 10 MHz).
However, semiconducting CNTs cannot be attracted by
using the same frequency range; this makes the selec-
tion of semiconducting CNTs difficult. In order to select
semiconducting CNTs to make nanodevices, we fabri-
cated a microchamber (DEP chamber) with arrays of
microelectrodes to filter metallic CNTs in the medium.
Design and fabrication of the DEP chamber will be
discussed in the next section.

53.3.3 DEP Microchamber
for Separating CNTs

A DEP microchamber was designed and fabricated
to filter metallic CNTs in CNT suspension as shown
in Fig. 53.18. Many finger-like gold microelectrodes
were first fabricated inside the chamber. The perfor-
mance of the filtering process was affected by the design
of these finger-like microelectrodes; the microelectrode
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structure with higher density induced a stronger DEP
force such that more CNTs could be attracted to the
microelectrodes. The gap distance between these mi-
croelectrodes is 5–10 μm. The micropump pumped the
CNT suspension to the DEP chamber; a high frequency
AC voltage was applied to the finger-like microelec-
trodes so that metallic CNTs were attracted to them and
stayed in the DEP chamber. Semiconducting CNTs re-
mained in the suspension and flowed out of the chamber.
Finally, the filtered suspension (with semiconducting
CNTs only) was transferred to an active nozzle for the
CNT deposition process. This will be described in the
next section.

The fabrication process of the DEP microcham-
ber is shown in Fig. 53.19. It was composed of two
different substrates. Polymethylmethacrylate (PMMA)
was used as the top substrate because it is electrically
and thermally insulating, optically transparent, and bio-
compatible. By using a hot embossing technique, the
PMMA substrate was patterned with a microchan-
nel (5 mm L × 1 mm W × 500 μm H) and a microcham-
ber (1 cm L × 5 mm W × 500 μm H) by replicating from
a fabricated metal mold. In order to protect the PMMA

Metal
mold

PMMA

Top substrate

Coat parylene C

UV glue bonding

Hot embossing of PMMA
substrate on metal mold

Bottom substrate

Spin on photoresist
on quartz substrate

Pattern and
develop PR

Deposit Ti and Au

Remove PR

Microchamber

PMMA Parylene C

Quartz Photoresist Titanium Gold

Fig. 53.19 The fabrication process of a DEP microchamber

substrate from the CNTs-alcohol suspension, a parylene
C thin film layer was coated on the substrate, because
parylene resists chemical attack and is insoluble in all
organic solvents. Alternatively, quartz was used as the
bottom substrate, and arrays of the gold microelectrodes
were fabricated on the substrate by using a standard
photolithography process. A layer of AZ5214E pho-
toresist with thickness of 1.5 μm was first spun onto
the 2′′ × 1′′ quartz substrate. It was then patterned by
AB-M mask aligner and developed in an AZ300 de-
veloper. A layer of titanium with a thickness of 3 nm
was deposited by thermal evaporator followed by de-
positing a layer of gold with thickness of 30 nm. The
titanium provided a better adhesion between gold and
quartz. Afterwards, photoresist was removed in acetone
solution, and arrays of microelectrodes were formed on
the substrate. Finally, PMMA and quartz substrate were
bonded together by UV-glue to form a close cham-
ber. The fittings were connected at the ends of the
channel to form an inlet and an outlet for the DEP
chamber.

The separation performance of the DEP chamber
should be optimized for different nanoobjects. Several
parameters should be considered in the process: the con-
centration of nanoobjects in the suspension, the strength
of the DEP force, the flow rate of the suspension in
the DEP chamber, the structure of the channel, and the
microelectrodes of the DEP chamber.

53.3.4 Automated Robotic CNT Deposition
Workstation

In order to manipulate a specific type of CNTs precisely
and fabricate the CNT-based nanodevices effectively,
a new CNT deposition workstation has been devel-
oped as shown in Fig. 53.20. The system consists of
a microactive nozzle, a DEP microchamber, a DC mi-
crodiaphragm pump, and three micromanipulators. By
integrating these components into the deposition work-
station, a specific type of CNT can be deposited to
the desired position of the microelectrodes precisely
and automatically. The micron-sized active nozzle with
a diameter of 10 μm was fabricated from a micropipette
using a mechanical puller and is shown in Fig. 53.21.
It transferred the CNT suspension to the microelec-
trodes on a microchip, and a small droplet of the CNT
suspension (about 400 μm) was deposited on the mi-
crochip due to the small diameter of the active nozzle.
The volume of the droplet is critical because exces-
sive CNT suspension easily causes the formation of
multiple CNTs. The microactive nozzle was then con-
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CNT suspensionPC

Electrical circuit of
AC voltage for
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voltage for filtering

Micropump for
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filtering
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for positioning
active nozzle

Microelectrodes
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Active nozzle

Fig. 53.20 Illustration of the CNT deposition workstation

nected to the DEP chamber, which was designed to
filter metallic CNTs and select semiconducting CNTs
in the CNT suspension. The raw CNT suspension was
firstly pumped to the DEP chamber through a DC
microdiaphragm pump (NF10, KNF Neuberger, Inc.).
After the filtering process, the CNT suspension from
the DEP chamber was delivered to the active nozzle
for CNT deposition. By mounting the active nozzle
to one of the computer controllable micromanipulators
(CAP945, Signatone Corp.), the active nozzle could be
moved to the desired position of the microelectrodes
automatically. In order to apply the electric field to
the microelectrodes during the deposition process, the
other pair of micromanipulators was connected to an
electrical circuit and moved to the desired location of
the microelectrodes; therefore, AC voltage with dif-
ferent magnitudes and frequencies could be applied.

15 kV 12.3 mm ×50 SE(U) 9/4/2006 18:32 1 mm

Fig. 53.21 SEM image of the micro active nozzle with
10 μm tip diameter

The micromanipulators, DC microdiaphragm pump,
and electrical circuit were connected to the computer
and controlled simultaneously during the deposition
process. By controlling the position of the micromanip-
ulators, the magnitude and frequency of the applied AC
voltage, and the flow rate of the micropump, the CNT
suspension can be handled automatically and deposited
to the desired position.

In the deposition process, AC voltage of 1.5 V peak-
to-peak with frequency of 1 kHz was applied; a positive
DEP force was induced to attract CNTs to the mi-
croelectrodes. CNT deposition on multiple pairs of
microelectrodes was implemented by controlling the
movement of the micromanipulator, which was con-
nected with the active nozzle. Since the position of
each pair of the microelectrodes was known from the
design CAD file, distances (along x and y axes) be-
tween each pair of microelectrodes were then calculated
and recorded in the deposition system. At the start, the
active nozzle was aligned to the first pair of the micro-
electrodes as shown in Fig. 53.22a. The position of the
active nozzle tip was 2 mm above the microchip. When
the deposition process started, the active nozzle moved
down 2 mm and a droplet of CNT suspension was de-
posited on the first pair of microelectrodes as shown
in Fig. 53.22b. Afterwards, the active nozzle moved up
2 mm and traveled to the next pair of microelectrodes
as shown in Fig. 53.22c. The micromanipulator moved
down again to deposit the CNT suspension on the sec-
ond pair of microelectrodes as shown in Fig. 53.22d.
This process repeated continuously until CNT suspen-
sion was deposited on each pair of microelectrodes on
the microchip. By activating the AC voltage simultane-
ously, a CNT was attracted and connected between each
pair of microelectrodes. The activation time was short
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Active nozzle

2nd
Electrodes

2nd
Electrodes

3rd
Electrodes

2nd
Electrodes

CNT suspension

1st
Electrodes

a) b) c) d)

Fig. 53.22a–d CNT deposition process flow observed under the optical microscope. (a) The active nozzle tip aligned
to the initial electrodes, (b) CNT suspension deposited, (c) the nozzle was moving to next electrodes, and (d) CNT
suspension deposited on the second electrodes

(≈ 2 s) to avoid the formation of bundled CNTs on the
microelectrodes.

After the deposition process, AFM was used to
check the CNT formation as shown in Fig. 53.23. Some-
times, there are some impurities or more than one
CNT trapped between the microelectrodes as shown
in Fig. 53.23f. Therefore, it is necessary to take another
step to clean up the microelectrodes gap area and adjust
the position of the CNT to make the connection. This fi-
nal step is very critical and is termed CNT assembly; it
can be done by our AFM-based nanomanipulation sys-
tem. I–V characteristics of the CNT-based devices were
also obtained as shown in the inset images of Fig. 53.23.
Based on the results, this indicates that both SWCNTs
and MWCNTs could be repeatedly and automatically
manipulated between the microelectrodes by using the
deposition system. This CNT deposition workstation
integrates all essential components to manipulate the
specific type of CNTs to desired positions precisely

a) b) c)

d) e) f)

Fig. 53.23a–f AFM images showing the individual CNTs was
deposited on the microelectrodes. Panels (a–c) are SWCNTs,
panels (d–f) are MWCNTs. The inset images are the corresponding
I–V curves of each CNT

by DEP force. The development of this system pro-
duces benefits to the assembling and manufacturing of
CNT-based devices. The yield of depositing CNTs on
the microelectrodes is very high after optimizing the
following factors: the concentration of the CNT suspen-
sion, the volume of the CNT suspension droplet, and the
activation time, magnitude and frequency of the applied
electric field.

In order to validate the separation performance of
different CNTs by the DEP chamber, experiments for
both raw CNT suspension (before passing through the
DEP chamber) and filtered CNT suspension were con-
ducted, respectively. The procedure for preparing the
CNT suspension was the same as the process presented
in the previous section. SWCNT powder (BU-203,
Bucky USA, Nanotex Corp.) was dispersed in an al-
cohol liquid medium, and the CNT suspension was
put in the ultrasonicator for 15 min. The length of the
SWCNT is 0.5–4 μm. Finally, the raw SWCNT sus-
pension was prepared and the concentration was about
1.1 μg/ml. Afterwards, the separation process was per-
formed on the raw SWCNT suspension as illustrated
in Fig. 53.24. During the process, the raw SWCNT
suspension was pumped to the DEP chamber through
the micropump. The flow rate was about 0.03 l/min.
A high frequency AC voltage (1.5 Vpp, 40 MHz) was
applied to the microelectrodes in the DEP chamber; it
induced a positive DEP force on metallic SWCNTs in
the suspension but a negative DEP force on semicon-
ducting SWCNTs. Since the metallic SWCNTs were
attracted to the microelectrodes and stayed in the DEP
chamber, it was predicted that only semiconducting
SWCNTs remained in the filtered SWCNT suspension.
The filtered SWCNT suspension was then collected at
the outlet of the chamber for later CNT disposition
process.

After preparing the raw and filtered SWCNT sus-
pension, the deposition process was performed by using
our CNT deposition workstation, which was intro-
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Micropump
Raw CNT
suspension

Filtered CNT
suspensionSelection chamber

Fig. 53.24 The CNT filtering process

duced in the previous section. In the experiment, the
raw SWCNT suspension and the filtered SWCNT sus-
pension were deposited on the microchip 20 times,
respectively. The electronic properties of CNTs in both
suspensions were then studied by measuring the I–V
curves. The yields to obtain semiconducting CNTs from
the raw CNT suspension and filtered CNT suspension
were also compared. Based on the preliminary results,
the yield of depositing semiconducting SWCNTs (from
the raw SWCNT suspension) was about 33% as shown
in Fig. 53.25; the yield of depositing semiconducting
SWCNTs (from the filtered SWCNT suspension) was
about 65% as shown in Fig. 53.25. The yield to form
semiconducting CNTs is very important because many
devices require materials with semiconducting prop-
erties. The results indicated that there was significant
improvement in forming semiconducting CNTs on the
microelectrodes by using our DEP chamber. The yield
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Fig. 53.25a,b I–V characteristics of SWCNTs. (a) For the raw SWCNT suspension, (b) for the filtered SWCNT suspension

in forming semiconducting CNTs changed from 33%
(before the filtering process) to 65% (after the filtering
process). The yield should be improved by optimizing
the concentration of CNT suspension, the strength of
the DEP force, the flow rate of the suspension in the
DEP chamber, the structure of the channel, and the mi-
croelectrodes of the DEP chamber.

The yield to form semiconducting CNTs is very im-
portant because it affects the successful rate to fabricate
nanodevices. The yield to form semiconducting CNTs
was increased by using our system. Although there is
a synthesis that produces nearly 90% of semiconducting
CNTs by PECVD [53.49], both CNT synthesis methods
and post-processing separation methods are important
and can be combined for different applications. Our sep-
aration system is a post-processing method, which can
be used together with different CNT synthesis methods.
Since our system used electrical signal to control the
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Fig. 53.26 Temporal photoresponses of a CNT-based IR detector

DEP manipulation and separation, it can be integrated
with current robotic manufacturing systems easily, and

eventually the process can be operated automatically
and precisely. As a result, batch nanomanufacturing of
nanodevices can be achieved by this system.

53.3.5 CNT-Based Infrared Detector

When semiconducting CNTs are deposited on the mi-
croelectrodes, the photonic effects of the CNT-based
nanodevice can be studied. For example, a CNT device
was put under the infrared (IR) laser source (UH5-
30G-830-PV, World Star Tech, optical power: 30 mW;
wavelength: 830 nm), and the photocurrent from the
CNT-based nanodevice was measured. The laser source
was configured to switch on and off in several cycles;
the temporal photoresponses of the device are shown
in Fig. 53.26. The experimental result showed the CNT-
based device was sensitive to the IR laser, so CNTs can
be used to make novel IR detectors. More detail design
and fabrication of CNT-based IR detectors are given
in [53.50–52]

53.4 Conclusions

Automated nanomanipulation is desirable to increase
the efficiency and accuracy of nanoassembly. Auto-
mated nanoassembly of nanostructures is very challeng-
ing because of the manipulation path generation for
different nanoobjects, position errors due to random
drift, and cantilever deformation during nanomanip-
ulation. This chapter discussed automated nanoma-
nipulation technology for nanoassembly. Automated
nanomanipulation methods of nanoobjects were devel-
oped, and an automated local scanning method was
presented to compensate for the random drift. A CAD
guided automated nanoassembly method was devel-
oped. CAD guided automated nanoassembly was able
to open a door to assembly of complex nanostructures
and nanodevices. The effectiveness of the system has
also been verified by inscribing nano features on soft
surface, manipulating nanoparticles DNA molecules
and characterization of biological samples [53.53–56].
Moreover, CNT separation by a DEP chamber and the

development of an automated CNT deposition work-
station that applies DEP manipulation on CNTs were
presented. The system assembles semiconducting CNTs
to the microelectrodes effectively and, therefore, it is
possible to improve the success rate to fabricate nano-
devices. The separation method developed in this paper
is a post-processing method, which can be used together
with different CNT synthesis methods. Since our sys-
tem used electrical signals to control CNT separation
and DEP manipulation, it can be integrated into current
robotic manufacturing systems easily, and eventually it
will be possible to operate the process automatically and
precisely. It opens the possibility of batch fabricating
CNT-based devices. Furthermore, the nanomanufac-
turing process is not limited to CNTs, but it can be
used on other nano materials such as ZnO and InSb
nanowires etc. The development of the nanomanufac-
turing process will achieve different novel nano devices
effectively.
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Production, S54. Production, Supply, Logistics and Distribution

Rodrigo J. Cruz Di Palma, Manuel Scavarda Basaldúa

To effectively manage a supply chain it is necessary
to coordinate the flow of materials and information
both within and among companies. This flow goes
from suppliers to consumers, as it passes through
manufacturers, wholesalers, and retailers. While
materials and information move through the
supply chain, automation is used in a variety of
forms and levels as a way to raise productivity,
enhance product quality, decrease labor costs,
improve safety, and even to perform tasks that go
beyond the precision and reliability of humans.
A rapid development in information technology
has transformed not only the way people work
and interact with each other; electronic media
enable enterprises to collaborate on their work
and missions within each organization and with
other independent enterprises, including suppliers
and customers.

Within this chapter, the focus is on the main
benefits of automation in production, supply, lo-
gistics, and distribution environments. The first
Section centers on machines and equipment
automation for production. The second section
focuses on computing/communication automation
for planning and operations decisions. Finally,
the last section highlights some considerations
regarding economics, productivity, and flexibil-
ity important to bear in mind while designing an
automation strategy.
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54.1 Historical Background

Automation is any technique, method or system of oper-
ating or controlling a process without continuous input
from an operator, thereby reducing human intervention
to a minimum. Many believe that automation of supply
chain networks began with the use of personal comput-
ers in the late 1970s, while others date it back to the
use of electricity in the early 1900s. The fact is that,

regardless of when we place the beginning of automa-
tion, it has changed the way we work, think, and live
our lives. Children are now in contact with automation
from the day they are born, such as automated ma-
chines that monitor the vital signs of premature infants.
As people grow older, they continually have contact
with automation via automatic teller machines (ATMs),

Part
F

5
4



948 Part F Industrial Automation

Table 54.1 Supply chain evolution at a food-products production and service company

Before supply chain After supply chain design Advantages

Forecasting/
ordering

The company determines the
amount of nuts that a customer
will expect in its food products.

The company and its customer share
sales forecasts based on current
point-of-sale data, past demand
patterns, and upcoming promotions,
and agree on an amount and schedule
to supply.

Forecasting accuracy,
collaborative
replenishment
planning

Procurement The company phones its
Brazilian office and employees
deliver the orders in person to
local farmers, who load the raw
nuts on trucks and deliver them
to the port.

The company contacts its Brazilian
office by email, but employees
still must contact local farmers
personally.

Enhanced
communication

Transportation The shipping company notifies
the company when the nuts have
sailed. When the nuts arrive in
a US port, a freight-forwarder
processes the paperwork to clear
the shipment through customs,
locates a truck to deliver them
to the company plants, and
delivers the nuts to the company’s
manufacturing plant, although it
may be only half-full and return
empty, costing the company extra
money.

Shippers and truckers share up-to-
date data online via a collaborative
global logistics system that
connects multiple manufacturers
and transportation companies and
handles the customs’ process. The
system matches orders with carriers
to assure that trucks travel with full
loads.

Online tracking,
transportation cost
minimization

Manufacturing The nuts are cleaned, roasted,
and integrated with various food
products manufactured by the
company according to original
production forecast.

Production forecast is updated based
on the current demand for product
mix, and products are manufactured
under lean manufacturing and
just-in-time principles.

Capacity utilization,
production efficiency

Distribution The products are packed,
and trucks take them to the
company’s multiple warehouses
across the country, from where
they are ready to be shipped to
stores. However, they may not be
near the store where the customer
needs them because local demand
has not been considered.

After food products are inspected
and packed at the plant, the company
sends the products to a third-party
distributor, which relieves the
company of a supply chain activity
not among its core competencies.
The distributor consolidates the
products on trucks with other
products, resulting in full loads and
better service.

Enhanced distribution
planning, inventory
management and
control.

Customer If the company ordered too
many nuts, they will turn soft
in the warehouses, and if they
ordered too few, the customer
will buy food products with nuts
elsewhere.

The company correctly knows
the customer’s needs so there is
neither a shortage nor an oversupply
of the products. Transportation,
distribution, warehousing, and
inventory costs drop, and product
and service quality improve.

Increased customer
satisfaction. Cost
minimization, profit
maximization
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self-operated airplanes, and self-parking cars. In the in-
dustrial realm, automation now can be seen from such
simple tasks as milking a cow to complex repetitive task
such as building a new car. Computing and communi-
cations have also transformed production and service
organizations over the past 50 years. While working
in parallel, error recovery, and conflict resolution have
been addressed by human workers since early days of
industry, they have recently been transformed by com-
puter into integrated functions [54.1].

Automation is the foundation of many of society’s
advances. Through productivity advances and reduc-
tions in costs, automation allows more complex and
sophisticated products and services to be available to
larger portions of the world’s population. The evolution
of supply chain management at a company as an au-
tomation example of the production, supply, logistics,
and distribution is described in Table 54.1. An example
of such evolution for a specific company is discussed
in [54.2].

54.2 Machines and Equipment Automation for Production

54.2.1 Production Equipment
and Machinery

Automation has been used for many years in manufac-
turing as a way to increase speed of production, enhance
product quality, decrease labor costs, reduce routine
labor-intensive work, improve safety, and even to per-
form tasks that go beyond the precision and reliability
of normal human abilities [54.3, 4]. Examples of au-

Fig. 54.1 Industrial robotics in car production (courtesy of
KUKA Robotics)

tomation range from the employment of robots to install
a windshield on a car, machine tools that process parts
to build a computer processor, to inspection and testing
systems for quality control to make certain the precise
amount of cereal is in each box of cornflakes. An ex-
ample of industrial robots for car production is shown
in Fig. 54.1.

There are many reasons that explain why automa-
tion has become increasingly important in today’s
production systems. The main justifications arise from
the relative strengths that automation provide in com-
parison with humans within a production environment.
Automated machines are able to perform systematic
and repetitive tasks, requiring precision, storing large
amounts of information, executing commands fast and
accurately, handling multiple tasks simultaneously, and
conducting dangerous/hazardous work [54.5, 6].

However, in spite of the numerous benefits and ad-
vantages automation may offer, it is not always the best
solution and in some cases it is not even a feasible
one. In situations with elevated levels of variation, short
product lifecycles, or highly customized production,
a solution involving automation can be unnecessarily
complex and expensive when compared with a tra-
ditional manual process. Under these circumstances,
the benefits of a manual process, such as the flexi-
bility and lower capital requirements, begin to gain
relative advantage when compared with an automated
process.

54.2.2 Material Handling and Storage
for Production and Distribution

Material handling equipment plays an important role in
the automation of production, storage, and distribution
systems, by interconnecting the fixed or flexible work-
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Fig. 54.2 Inertial guidance automatic guided vehicle (courtesy of
the Jervis B. Webb Company)

stations that compose them. Typical automated material
handling systems include conveyors for moving prod-
uct in a general direction inside a facility, sorters and
carousels for distributing products to specific locations,
and automated storage and retrieval systems (ASRS)
for storage and automated guided vehicles (AGVs) for
transporting materials between work stations [54.7]. For
instance, AGVs play an important role in the paper in-
dustry, where moving roles quickly and efficiently is
critical. The key is not to damage rolls during this han-
dling process. An example of an AGV in the paper
industry is shown in Fig. 54.2.

Conveyors are believed to be the most com-
mon material handling system used in production
and distribution processes. These systems are used
when materials must be transferred in relatively large
quantities between specific machines or workstations
following a predetermined path or route. Most of these
systems use belts or wheels to transfer materials hori-
zontally or gravity to move materials between points at
different heights. Frequently within production or dis-
tribution systems several types of conveyors are utilized
in a combined manner, constituting conveyor networks
or integrated systems.

In more sophisticated conveyor networks, sorters
are utilized. A sorter consists of an array of closely
coupled, high-density diverters used to sort units (ma-
terials, products, parts, etc.) to specific lanes for further
consolidation. Consequently, in addition to the transfer
functionality supported by regular conveyor systems,
sorter mechanisms provide, by means of sensors,

a classification capability that makes them especially
attractive for highly variable, small-size shipments.
Examples of operations that utilize sorters for their ship-
ments are Federal Express, United Parcel Services, and
Amazon.

Kimberly-Clark claims that a sorter mechanism im-
plemented at one of its distribution facilities in Latin
America has improved the truck loading operation time
from 1–3 h to 20 min. With capacity of 200 cases per
minute and fully customizable logic (i. e., it can be pro-
grammed to follow a balanced sorting sequence per
dock or a sorting sequence by customer orders), this
sorter has significantly increased truck rotation at the
Kimberly-Clark distribution center versus the previous
manual system.

54.2.3 Process Control Systems
in Production

Production systems can be designed with different lev-
els of automation. However in all automated production
systems, even at the lowest levels of sophistica-
tion constituted by automated devices such as valves
and actuators, a control system of some kind is re-
quired.

At the individual machine level, the automatic con-
trol is executed by computer systems. An example is
computer numerical control (CNC), which reads in-
structions from an operator in order to drive a machine
tool. At the automatic process level there are two main
types of control systems, the programmable logic con-
troller (PLC) and the distributed control system (DCS).
These systems were initially developed to support
distinctive process control functions. PLCs began re-
placing conventional relay/solid-state logic in machine
control while DCSs were merely a digital replacement
of analog controllers and panel-board displays. How-
ever, the technology of both types of process control
systems has evolved over the years and the differences
in their functionalities have become less straightfor-
ward. Further up in the hierarchy, at the production cell
level, cell controllers provide coordination among indi-
vidual workstations by interacting with multiple PLCs,
DCSs, and other automated devices. At the highest
production automation level, control systems such as
manufacturing control systems and/or integrated plant
systems initiate, coordinate, and provide visibility of
the manufacturing operation of all other lower control
levels [54.6, 8].
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54.3 Computing and Communication Automation for Planning
and Operations Decisions

54.3.1 Supply Chain Planning

To manage the supply chain effectively it is necessary
to coordinate the flow of materials and information both
within and between companies (e.g., [54.9]). The focus
of the supply chain planning process is to synchronize
activities from raw materials to the final customer. Sup-
ply chain planning processes strive to find an integrated
solution for the strategic, tactical, and operational activ-
ities in order to allow companies to balance supply and
demand for the movement of goods and services.

Information and communication technology (ICT)
plays a vital role in supply chain planning by facilitating
the flow of information and enhancing the cooperation
between customers, suppliers and third party partners.
As show in Fig. 54.3, intranets can be used to integrate
information from isolated business processes within the
firm to help them manage their internal supply chains.

Suppliers

Order
processing

Procurement

Customers

Retailers

Logistics
services

Distributors

Planning &
scheduling

Production

Inventory

Shipping

Product
development

Enterprise
intranet

&
extranet

Marketing

Partner
enterprises

Fig. 54.3 Intranet and extranet for supply chain planning

Access to these private intranets can also be extended to
authorized supplies, distributors, logistics services, and
to retail customers to improve coordination of external
supply chain processes [54.10].

Electronic data interchange (EDI) and other similar
technologies not only save money by reducing or elimi-
nating human intervention and data entry, but also pave
the way for collaboration initiatives between organiza-
tions. An example would be vendor-managed inventory
(VMI) where customers send inventory and consump-
tion information to suppliers, who schedule deliveries
to keep customer inventory within agreed upon ranges.
VMI not only provides benefits for the customer but
also increases demand visibility for the supplier and
leads to cost savings and reduced inventory investment
for the supplier. As shown in Fig. 54.4, EDI can sig-
nificantly improve productivity. A typical illustration
is the case of Warner-Lambert that increased its prod-
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Fig. 54.4 Producer and retailer EDI application

ucts’ shelf-fill rate at its retailer Wal-Mart from 87%
to 98% by EDI application, earning the company about
US $ 8 million a year in additional sales [54.11].

ICT is key to the strategic, tactical, and operational
analysis required for supply chain planning. Transac-
tional ICT helps to automate the acquisition, processing,
and communication of raw data related to historic and
current supply chain operations. This data is utilized
by ICT systems for evaluating and disseminating de-
cisions based on rules; for example, when inventory
reaches a certain level, a purchase order for replenish-
ment is automatically generated [54.12]. The data from
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Fig. 54.5 A general framework of ERP implementation

ICT systems can also be used for simulating and opti-
mizing a system. An example could be where ICT data
is used to simulate the impact on a process with different
levels of work in process on total productivity.

54.3.2 Production Planning
and Programming

As the rate of technological innovation increases,
maintaining a competitive cost structure may rely
heavily on production efficiency generated by an ef-
fective production planning and programming process.
For large-scale, global enterprises where traditional
MRPI (material resource planning (1st generation)) and
MRPII (material resource planning (2nd generation))
approaches may not be sufficient, new enterprise re-
source planning (ERP) solutions are being deployed that
not only link all aspects from the bill of materials to
suppliers to customer orders, but also utilize different
algorithms in order to efficiently solve the scheduling
conundrum. A general framework of ERP implementa-
tion is shown in Fig. 54.5.

Off-the-shelf solutions such as those provided by
software supplier SAP advance planner and optimizer
(APO) provide automatic data classification and re-
trieval, allowing key measures to be retrieved for
strategic, tactical, and operational planning. However,
typical ERP systems are rigid and have a difficult
time adjusting to the complexity in demand require-
ments and constant innovation of the product portfolio
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mix. Global companies that compete in diverse market-
places may choose to address these issues by building
their own large-scale optimization models. With a solid
database structure, these models are able to adapt
to continuous changes in portfolios and can incorpo-
rate external influences on demand, such as market
trends in promotions and advertisement. Over the past
decade, there has been a shift in focus from busi-
ness functions to business processes and further into
value chains. Nowadays, enterprises focus on the ef-
fectiveness of the operation that requires functions
to be combined to achieve end-to-end business pro-
cesses [54.13].

54.3.3 Logistic Execution Systems

Logistic execution systems (LES), seek to consolidate
all logistic functions, such as receiving, storage, inven-
tory management, order processing, order preparation,
yard management and shipping into an integrated pro-
cess. The LES can be designed to communicate with
the firms enterprise network and external entities such
as customers and suppliers.

The LES might be part of the ERP system or oth-
erwise should communicate with it through interfaces
in order to interact with other modules such as finance,
purchasing, administration, and production planning.
Usually it also communicates with customers, suppli-

Yard management
Controls dock activities

and schedules dock
appointments to avoid

bottlenecks

Cross dockingCross docking
Incoming shipments Incoming shipments directeddirected

to shipping dock to fill to shipping dock to fill 
outgoing orders without outgoing orders without 

put away and pickingput away and picking

Order tracking
Tracks inbound and
outbound shipments

Order management
Orders added,

modified, or cancelled
in real time

Customer labeling andCustomer labeling and
packagingpackaging

Special packaging;Special packaging;
bar codingbar coding

Warehouse management

Warehouse optimization
Slotting optimizes
placement of items

Labor management
Plans, manages, and

reports on performance 
of warehouse personnel

Fig. 54.6 A warehouse management system with decision support systems

ers, and carriers via EDI or web-based systems with the
purpose of sharing logistic information relevant to all
parties such as order status, trucks availability, confir-
mation of order reception, etc.

A LES is usually composed of a warehouse man-
agement system (WMS) complemented with a labor
management system (LMS) and a transportation man-
agement system (TMS). Essentially WMS issues, man-
ages, and monitors tasks related to warehouse operation
performance. A WMS improves efficiency and produc-
tivity of warehousing operations usually supported by
(1) barcode and (2) radiofrequency data communica-
tions technologies. Both of these technologies provide
a WMS with instantaneous visibility of warehouse op-
erations, facilitating precise inventory control as well as
accurate knowledge of labor and equipment resources
availability. The addition of labor and transportation
management in a LES has expanded the span of WMS
functionality to the point of practically embracing every
logistic function from receiving to the actual shipping
of goods. An example of a WMS is shown in Fig. 54.6.

54.3.4 Customer-Oriented Systems

Many times, automation is thought to only apply to the
production environment. However, there are a myriad
of examples where other critical non-production-related
processes have been automated, such as order entry,
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inventory management, customer service, and product
portfolio management. The goal of these applications
is to improve upon the customers’ experience with
suppliers.

For many companies, the customer experience is
a very tangible and measurable effect that should be
viewed through the eyes of the customer. The goal for

the supplier is to be easy to do business with. For this
reason, many companies have decided to automate how
the customer exchanges information related to sales and
logistics functions. One example of this automation is
the use of cellular phone messaging technology to co-
ordinate in real time to the customer the status of their
order throughout the delivery process.

54.4 Automation Design Strategy

54.4.1 Labor Costs
and Automation Economics

Competitive dynamics and consumer needs in today’s
marketplace demonstrate the need for manufacturer
flexibility in response to the speed of change. Modern
facilities must be aligned with the frequent creation of
new products and processes and be prepared to man-
age these changes and resulting technological shifts.
Therefore, one of the most difficult issues now facing
companies is identifying a manufacturing strategy that
includes the optimal degree of automation for a given
competitive environment.

As shown in Fig. 54.7, increased production costs,
including the mitigation of possible labor shortages, is
one of the initial reasons companies look towards au-
tomation. However, production costs alone are usually
not sufficient to justify the cost of investment. Produc-
tivity, customer response time, and speed to market are
many times key factors to the success of automating

Production unit cost

Production volumes

Fixed
Flexible

Manual

Hard automation

Manual manufacturing

Robotic 
manufacturing

Fig. 54.7 Automation tradeoffs based on production vol-
umes

a production process and must be measured in order to
effectively determine the impact on costs and expected
revenues in the future.

54.4.2 The Role of Simulation Software

Determining the benefits of automation may prove to
be a challenge, especially when there are complex rela-
tionships among processes. Will there be improvement
in throughput and will this be sufficient to justify the
required investment? With the availability of software
such as ARENA by Rockwell Automation, simulation
can be used as a tool to test different possible scenarios
without having to make any physical changes to an ex-
isting system. This tool can be especially useful in cases
where the required investment for automation is high
and the expected benefits are not easily measured. In ad-
dition, the visual simulation capabilities related to this
type of software facilitates the analysis of the process as
well as obtaining top management support.

54.4.3 Balancing Agility, Flexibility,
and Productivity

Typical business concerns such as increasing sales and
operating profit are always considered key performance
drivers that lead the investment strategy within an or-
ganization. However, with the complexity that can be
found within certain marketplaces, a local niche or
a well-developed global market, the need for sustainable
growth has increasingly become one of the most impor-
tant aspects when determining a competitive strategy.

A major competitive concern in the global market
is agility in order to react to a dynamic market. To
maintain agility between autonomous and geograph-
ically distributed functions significant investment in
automated error detection is required to facilitate recov-
ery and conflict resolution [54.1].

This complexity has adjusted the traditional return-
on-investment (ROI) approach to automation invest-
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ment justification by determining success on how well
the solution is able to create value for customers through
services or products. What are customers looking for?
Is it on-shelf availability at a slightly higher price?
A highly computerized ASRS (automated storage and
retrieval system) may provide increased throughput,
less errors, and speed in distribution. What if the cus-

tomers change how and where products are required?
An AS/RS may not be flexible enough to adjust quickly
to changes in demand patterns or shifts in the demand
network nodes. The correct solution should address cus-
tomers’ expectations regarding product quality, order
response times, and service costs, seeking to obtain and
sustain customer loyalty.

54.5 Emerging Trends and Challenges

The use of automation in production and supply chain
processes has expanded dramatically in recent years.
As globalization advances along with product and pro-
cess innovation, it would seem that the importance of
automation will continue to intensify into the future.

The landscape of global manufacturing is chang-
ing. More and more production plants are being built
in India, Brazil, China, Indonesia, Mexico, and other
developing countries. The playing field is rapidly be-
ing leveled. However, by crossing borders, companies
also increase the complexity of operations and supply
chains. Virtually seamless horizontal and vertical inte-
gration of information, communication, and automation
technology throughout the organization is needed by
companies such as Wal-Mart, Kimberly-Clark, Procter
and Gamble, Clorox, and Nestle, in order to address the
dynamics of today’s manufacturing environment. Col-
laborative design, manufacturing, planning, commerce,
plant-to-business connectivity, and digital manufactur-
ing are just some of the many models that seem to be
on the horizon for leading manufacturing companies in
order to induce further integration of processes. Sev-
eral technologies and systems are reaching the required
level of maturity to support these models, and thereby
accelerate the adoption of automation in production and
supply chains. Examples of these technologies would
be:

• Supply chain planning systems• Supply chain security• Manufacturing operations management solutions• Active radiofrequency identification (RFID)• Sensor-based supply functions• Industrial process automation.

Furthermore other technologies such as manu-
facturing process management frameworks, supplier
relationship management suites, supply chain execu-
tion systems, passive RFID technology, Six-Sigma IT
(information technology), and lean manufacturing sys-

tems are more on an emerging or adolescence level of
maturity [54.3, 4].

In addition, collaborative e-Work theory and tech-
niques are emerging as powerful automation support for
production, supply, logistics, and distribution [54.14,
15] (see also Chap. 88).

54.5.1 RFID Technology in Supply Chain
and Networks

An emerging technology with great promise is the use
of radiofrequency identification (RFID) to automate
the collection of data. A RFID tag is a small com-
puter chip that can send via radiofrequency a small
amount of information a short distance. The signal is
captured by a RFID antenna and then transferred to
a computer network for data processing (Fig. 54.8).
The general RFID system architecture, applications,
frequencies, and standards are shown in Fig. 54.9 and
Table 54.2.

“Who are you”

Antenna

ReaderRFID server

• RFID server sends “talk” request to
 reader
• Antenna broadcasts “talk” request
• Tags within RF field “wakes up” and
 exchange EPC data
• Antenna recognizes tag signal and
 transmits data back to reader
• Reader communicates collected EPC
 data back to RFID server for
 applications and analytics

EPC number

EPC attributes

Identify yourself

Fig. 54.8 How RFID works
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1
Raw materials and components for 
production can be tagged to automate 
receiving, tracking of inventory, lot
control, etc. The result is more
streamlined operations

RFID possible-state vision

3
Manufacturer 
produces products and
packages them in cartons on
pallets. Each carton and/or
pallet can have RFID tag.
The unique EPC number can be
assigned when the tag is first
created (factory programmed)
or can be “written” later (field
programmable).

9
Order information is
integrated throughout a cross-
dock operation–receiving,
sorting, staging, and shipping
are streamlined.

4
Readers allow more accurate
picking and shipping, record all
products that leave the factory,
and report status to the
inventory system of record.

Inventory
system of
record

Warehouse
management
system (WMS)

Consolidated
point-of-sale data

5
Load authentication is
streamlined by allowing truck
weight to be compared to
attributes of the contents
reported by the tags. Errors
are detected earlier.

2
Tags can be integrated into
the cartons that will contain
the products.

6
Sensors in the shipment can
record temperature, humidity,
and other conditions during
transit and report them at the
end of the journey.

7
Authentication of import
products links digital certi-
fication to specific EPC
numbers, speeding customs
inspections and decreasing
opportunities for Counterfeit
products to enter the supply
chain.

10
Warehouse management
system tracks and updates all
inventory movement in real
time with each read event.

11
Validation to ensure that
products, quantities, and
destinations are correct is
facilitated by readers that can
trigger a warning before the 
products are loaded on trucks.

13
RFID readers detect all
product moves within store
and can automatically prevent 
stock-out conditions.

12
Tracking products
throughput the supply chain
reduces loss and theft of
inventory. In the event of a
tampering incident, lot control
information is available to trace
the problem to its source.

16
Product recall
management is simplified
because tags allow monitoring
of cases and pallets as they
move backwards through
the supply chain.

14
RFID readers on recycling
bins can monitor tags
attached to cartons and deduce
that individual products have
been put on the retail shelves.

15
Automatic inventory
replenishment orders can
be accelerated and more
accurate by supplementing the
POS system information with
RFID data.

8
Arriving products are
automatically detected through-
out the distribution center.
Manual steps are eliminated so
costs are reduced and accuracy
is improved.

Fig. 54.9a,b RFID in the supply chain (courtesy of BearingPoint’s RFID solution)
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Table 54.2 RFID functions, frequencies, and standards
[54.16]

Applications Frequencies Standards

Animal, < 135 kHz ISO 18000–2

identification ISO 11784

dogs, cats, cattle ISO 11785

ISO 14223

Smart cards, 13.553–13.567 MHz ISO 18000–3

passport, books ISO 7618

at library ISO 14443

ISO 15693

13.56 MHz

ISM band class 1

Supply chain 868–928 MHz EPC global

class 1 Gen-2

for retail ISO 18000–6

RFID is becoming increasingly prevalent as the
price of the technology decreases. Some RFID appli-
cations are summarized in Table 54.3. In supply chain
applications, current uses of RFID technology are fo-
cused on location identification of products. These are
as varied as identifying trailers and ocean freight trail-
ers in a trailer yard, stopping of shoplifting of small
but higher-priced fast-moving consumer goods such as
razor blades, as well as an alternative to a WMS. In
broader uses Wal-Mart is discovering RFID technology

Table 54.3 RFID applications and examples

Application Examples

Documents (e.g., passports) Year 2000: Malaysia, Year 2005: New Zealand, The Netherlands,

Norway, Year 2006: Ireland, Japan, Pakistan, Germany, Portugal,

Poland, Year 2007: UK, Australia, and USA

Transportation payments Electronic Road Pricing (Canada)

T-Money (Korea)

Octopus Card (Hong Kong)

Super Urban Intelligent Card (Japan)

Chicago Card and the Chicago Card Plus, PayPass, CharlieCard (USA)

Product tracking Cattle tracking

Jewelry tracking

Library book or bookstore tracking

Truck and trailer tracking

Supply chain network Wal-Mart inventory system

Boeing 787 Dreamliner maintenance and inventory system

Promotion tracking

How the technology works
ONS server matches the EPC
number from a tag-read event
(the only data stored on an RFID
tag) to the address of a specific
server on the EPC Information 
Services Network.

EPC network
contains detailed
information about
individual products.
Companies establish
rules to govern data,
access, and security
among trading
partners.

Middleware filters
raw data and applies
relevant business
rules to control what
goes into the core
system.

Reader beams
radio signal that
“wakes up” the tag
so it can reply with
its EPC number.

Less
than
2"

Radio waves allow tags to be
detected at specific points in the
supply chain even when products
are concealed in shipping contain-
ers. Any tag that's within range of
the reader will be detected.

Tag includes a
microchip with an
antenna atteched.
Typically attached to
a self-adhesive label.

Tag

Tag stores a unique
electronic product
code (EPC) to identify
the product. Can be
integrated with the 
package or with the
product itself. The
EPC functions like a
key, unlocking a 
wealth of detail about
the product.

Enterprise
Transactional

System

Internet

Internet EPC networkMiddleware

Reader

ONS  server

Fig. 54.9 (b)

can help it increase sales by making sure inventory at
the store’s loading dock is actually placed on the shelf.

The barriers to implementing RFID technology are
cost, effectiveness, and fears of a loss of personal pri-
vacy. The cost of a RFID tag has declined 90% in the
past few years, but is still expensive and their use is
usually limited to pallets and not on individual cases,
products or boxes. It is believed that the uses of RFID
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tags on individual packages is many years away. The
other cost barrier is the investment in antennas. For
a company such as Wal-Mart to utilize RFID tech-
nology, they need to install antennas in all of their
distribution centers as well as all of their stores. Also
RFID technology has problems sending signals through
certain dense materials such as liquids, which limits
their use. Finally, some people feel that, if RFID tech-

nology improves in terms of the distance a signal can be
sent, then people will be able to determine which prod-
ucts are in people’s homes, and thoughts of Big Brother
come to mind. Currently the technology is not capa-
ble of fulfilling these privacy concerns, but the concern
will continue to slow the acceptance of the technology.
See also Chap. 49 on Digital Manufacturing and RFID-
Base Automation.

54.6 Further Reading
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Material Hand55. Material Handling Automation in Production
and Warehouse Systems

Jaewoo Chung, Jose M.A. Tanchoco

This chapter presents material handling automa-
tion for production and warehouse management
systems that process: receipt of parts from ven-
dors, handling of parts in production lines, and
storing and shipping in warehouses or distri-
bution centers. With recent advancements in
information interface technology, innovative sys-
tem design technology, and intelligent system
control technology, more sophisticated systems
are being adopted to enhance the productivity
of material handling systems. Information inter-
face technology utilizing wireless devices such as
radiofrequency identification (RFID) tags and mo-
bile personal computers significantly simplifies
information tracking, and provides more accurate
data, which enables the development of more re-
liable systems for material handling automation.
Highly flexible and efficient automated mater-
ial handling systems have been newly designed
for various applications in many industries. Re-
cently these systems have been connected into
large-scale integrated automated material
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handling systems (IAMHS) that create synergy with
material handling automation by proving speedy
and robust infrastructures. As a benefit of high-
level material handling automation, the modern
supply chain management (SCM) successfully syn-
chronizes sales, procurement, and production in
enterprises.

In today’s competitive environment, suppliers must be
equipped with more cost-effective and faster supply
chain systems to remain in the market. Companies are
investing in material handling automation (MHA) not
only to reduce labor cost, delivery time, and product
damage, but also to increase throughput, transparency,
and integratability in production and warehouse man-
agement systems. The material handling industry has
grown consistently over many years. The Material Han-
dling Industry of America (MHIA) estimates that, in
2006, new orders of material handling equipment ma-
chines (MHEM) grew 10% compared with 2005 and set
a new record high at US$ 26.3 billion in the USA [55.1].

In the past, labor cost was the most important el-
ement for estimating the return on investment (ROI)

of a stand-alone automated material handling system
(AMHS), and the system was a relatively small part
of the production or warehouse facility. Nowadays,
the impact of the system throughout the supply chain
is becoming larger and more complicated; for ex-
ample, a radiofrequency identification (RFID) system
enhances customer satisfaction by providing conve-
nience in data tracking as well as reducing order picking
times and shipping errors in warehouse. AMHSs are
not alternatives selected after prudent economic ana-
lysis, but are rather major components in a production
and warehouse facility. Also, the sizes of systems
and the complexities of their operations are increas-
ing. Multiple AMHSs consisting of RFID systems,
automated guided vehicles (AGVs) systems, and au-
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a) Warehouse system for pharmaceutical industry
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Fig. 55.1a,b IAMHS for pharmaceu-
tical industry (courtesy of Murata
Machinery). (a) Warehouse system
for pharmaceutical industry, (b) ma-
terial flows in warehouse system
above

tomated storage and retrieval systems (AS/RSs) are
typically installed in a production and warehouse fa-
cility as a connected system. As its complexity has
increased, optimization of the design and operation of
these systems has become of interest to both AMHS
vendor companies and their customers. Many exam-
ples of these integrated systems can be observed in the
semiconductor [55.2], automotive [55.3], and freight in-
dustries [55.4, 5].

This chapter introduces practical applications of
MHA for production and warehouse systems. It starts
by introducing a concept of the IAMHS that uses sev-
eral types of the AMHS in a single integrated system
(Figs. 55.1 and 55.2). The focus is particularly on what
an IAMHS consists of and how it collaborates with
other systems in SCM. Based on this introduction, com-
ponents of the IAMHS and their recent technology
advancement in the MHA will be reviewed.

55.1 Material Handling Integration

55.1.1 Basic Concept and Configuration

An IAMHS integrates different types of automated
material handling equipment in a single control en-

vironment. A simple type of IAMHS was used for
seaport or airport cargo terminals, which are served
by stacker cranes and AGV systems [55.5]. The main
issue of the simple IAMHS is how to reduce wait-
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Fig. 55.2 New IAMHS design for next-generation semi-
conductor fab (courtesy of Middlesex)

ing time during job transition between two different
AMHSs to increase throughput; for instance, an AGV
has to wait after arriving at the load position if the
crane is not ready to unload a container to the AGV.
If their jobs are poorly synchronized, the waiting time
will be longer, and as a consequence throughput will
drop.

Recently IAMHSs with more complicated com-
ponent systems have been implemented for many
companies in different industries. Figure 55.1 shows
an example IAMHS used in a warehouse system in
the pharmaceutical industry [55.6]. In this configura-
tion, there are five different types of the AMHS. First,
a pallet AS/RS is installed and the temperatures of
each shelf in the AS/RS can be controlled according
to the characteristics of the products stored to main-
tain product quality. Second, a free-size AS/RS is used
for storage of individual orders and items that are fre-
quently replenished. It can store items regardless of
their size, shape, or weight since it uses a hoisting car-
riage that can handle a wide range of products. Third,
an automated overhead traveling vehicle is installed to
replenish items with minimum labor cost and waiting
time. It uses overhead space to increase space effi-
ciency. Another AMHS used is a digital picking system,
providing convenience for picking tasks by displaying
directions on a digital panel installed on the shelves.

Finally, the IAMHS is operated by handheld termi-
nals providing many applications in the warehouse.
It is equipped with an RFID or barcode reader that
allows flexible adaptation to changes in distribution
quantity.

The semiconductor industry is equipped with one
of the most complex IAMHSs for wafer fabrication
(fab) lines (Fig. 55.3). A fab line may consist of more
than 300 steps and 500 process tools. Material trans-
portation between tools in a wafer fab line is fully
automated by the overhead hoist transporter (OHT)
system, which is a type of rail-guided vehicle (RGV)
system, an AS/RS called the stocker, a lifting system
that transfers wafer carriers between different floors,
and a mini-environment that is used for a standard
interface of machines with the AMHS. For the next gen-
eration of IAMHS in a fab line, Middlesex has proposed
a new concept using conveyor systems (Fig. 55.2) in-
stead of OHT systems and stockers, which guarantees
larger-capacity transfers and quick response times for
deliveries. Middlesex has focused on high-end conveyor
systems for many years. More reviews of the IAMHS in
the semiconductor industry are provided by Montoya-
Torres [55.2].

These IAMHSs are generally highly flexible in
design for customized usage, and some of them are
even unique and revolutionary. Kempfer [55.7] in-
troduced an order picking system utilizing a voice
recognition system and RFID system in a large-
scale automated distribution center. The article reports
that the average order picking performance was im-
proved from 150 cases per man-hour to 220 cases
per man-hour by reducing operators’ information han-
dling time. A few companies also achieved similar

Master planning

Transfer command A

Transfer command B

ERP systemEDI server

MES

MMS
IAMHS

Data
server

AS/RS
controller

AGV
controller

Other systems
in SCM

Conveyor
controller

RFID
system

SDSWMS

Fig. 55.3 IAMHS in hierarchical system architecture
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improvements by adopting an integrated RFID and
voice recognition system [55.8, 9]. Chang et al. [55.9]
proposed an integrated multilevel conveying device
for an automated order picking system that transfers
articles between two different levels of a multi-

storey building to improve the operational and spa-
tial efficiency of the warehouse system. The system
employs a specially designed device comprised of
a stacker crane, a vehicle-based transporter, and con-
veyor system.

55.2 System Architecture

In the design of a large-scale IAMHS, a well-structured
system reduces the redundancies of functions in differ-
ent modules, unnecessary transactions between mod-
ules, and system errors caused by large and complex
individual functions of these modules. An algorithm
ignoring the system architecture sometimes tends to
create many problems during implementation, mainly
because of the lack of necessary information and dif-
ficulty in interacting with existing systems [55.10].
Examples of this limitation can be found in the liter-
ature. An AGV scheduling algorithm under an FMS
environment determines a sequence of the AGV route
within a certain time horizon, considering the informa-
tion from both the work centers and AGV systems on
a shop floor. However, under this system architecture, it
is very difficult for an AGV controller to take into con-
sideration complex constraints of work centers such as
machine status, processing times, and setup times be-
cause of the long calculation time. Therefore, generally,
job sequencing and scheduling are performed indepen-
dently by the scheduling and dispatching system, which
is then connected to the AGV controller using a se-
quence of protocols. An AGV controller only takes
care of requested transfer commands, which specify
source and destination locations, priorities, and com-
mand trigger times. There is already too much load
on the AGV controller in its original tasks, which in-
clude path planning for a vehicle, job dispatch for
a newly idle vehicle, vehicle dispatch for a new job
requested, error recovery, etc. [55.11]. Therefore, the
developed AGV scheduling algorithm should be mod-
ified based on the structure of the system architecture.
One way to carry out this modification is to break up
the algorithm for different modules in the system struc-
ture. During this break-up process, it is unavoidable
to change the algorithm depending on the availabil-
ity of information to the module, which sometimes
causes significant performance degradation compared
with the original algorithm. As the number of subsys-
tems being used in production and warehouse systems
continues to increase, a well-structured system will be

beneficial for facilitating collaborations between dif-
ferent departments as well as these systems. However,
it is an open challenge to construct a well-designed
system structure that accommodates all the different
types of AMHS regardless of the size of the sys-
tem and the type of business on which the IAMHS is
centered.

Various types of system architecture can be used to
design an IAMHS with other application systems, de-
pending on the manufacturing type of the shop floor,
the size of the total system, the number of transactions
per second, etc. Figure 55.3 illustrates a design exam-
ple of the system architecture for the IAMHS presented
in Fig. 55.1. The focus of this figure is on software mod-
ularity. Each AMHS has its own controller (the four
controllers at the bottom of Fig. 55.3), which is respon-
sible for its own tasks and communication with the
material management system (MMS), which is a high-
level integrating system that will be explained later in
more detail; for example, an AGV controller addresses
job allocation, path planning, and collision avoidance,
receives a transfer command from the MMS (trans-
fer command B in Fig. 55.3), and reports necessary
activities such as vehicle allocation and job comple-
tion to the MMS so that data are kept for tracking in
the future. Each controller also has to process error-
recovery routines for robustness of the system control.
The MMS manages multiple controllers of different
AMHSs, and has a database server to store all trans-
actions of the subsystems in the IAMHS. It receives
transfer commands or short-term scheduling results of
processing machines from the scheduling module in
a higher-level system in the SCM (transfer command A
in Fig. 55.3). In this structure, long-term optimization of
processing machines is responsible for the higher-level
system, and the MMS focuses on efficiencies during
the transportation of unit loads within production and
warehouse facilities. Details of the MMS are explained
in the next section. As shown in Fig. 55.3, the higher-
level systems of the MMS can be a manufacturing
execution system (MES), warehouse management sys-
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tem (WMS), and enterprise resource planning (ERP)
system. The WMS can be substituted by the MMS
if the warehouse is composed of relatively simple
systems.

Understanding high-level decision-support systems
in SCM helps to understand the scope of control
tasks performed by the IAMHS. The advanced plan-
ning and scheduling (APS) system generally consists
of planning and scheduling modules. Sometimes the
scheduling module is again broken down into schedul-
ing and dispatching modules (SDS in Fig. 55.3). The
ERP system generally includes the planning module;
however, the scheduling and dispatching modules can
be included in any other systems such as the MES and
WMS. In Fig. 55.3, it is assumed that the modules are
running in a stand-alone system called the SDS that
communicates with the ERP system, MES, and MMS.
The planning module makes a long-term production or
procurement plan based on customer orders, demand
forecasting results, and capacity constraints. Its time
horizon varies from weeks to months. Practically, it
hardly optimizes complex factors of resources on the
shop floor because of the long computation time, but
constructs highly aggregated planning. Its results in-
clude production quantities for each product type and
time bucket, or production due dates for each product
type or product group. Detailed resource requirement
plans are not specified by the planning module due to
the uncertainties and complexities of operations. The
scheduling module is responsible for delineating more
concrete plans for the shop floor to meet the target pro-
duction plan from the planning module. It typically tries
to optimize various resource constraints with several
objectives such as due-date satisfaction and through-
put maximization. Detailed resource requirement plans
over time buckets within a time horizon are created by
the scheduling module. It sometimes takes into account
constraints in the AMHS for more robust scheduling.
The time horizon of the scheduling module varies from
a few hours to days. The dispatching module determines
the best unit load for a machine in real time following
a trigger event from the machine or unit load. It tries
to follow up closely the scheduling results, which are
globally optimized. The MMS in the IAMHS receives
transfer commands from either the scheduling module
or dispatching module based on its system architec-
ture. These transfer commands are the result of the
scheduling, machine assignment or job sequencing on
processing machines. The MMS manages the process
of the given transfer command by creating more de-
tailed transfer commands to the AMSHs in the IAMHS.

The dispatching module is sometimes included in the
MMS, and creates the transfer commands based on the
scheduling results and its own dispatching rules for the
real-time status of the shop floor. The IAMHS takes
charge of the final execution of the SCM in an enter-
prise and also provides useful information as described
above.

The higher-level systems of the IAMHS auto-
mate information processing throughout an enterprise.
The MES in Fig. 55.3 is a tracking system that col-
lects important data from processing machines and
stores them in well-structured database tables for ana-
lysis of quality and process controls; however, it has
expanded its role into many other areas based on
a powerful open architecture. It has been popularly
used in the electronic industry such as in semicon-
ductor fabs and surface-mounting technology (SMT)
lines, and has recently spread into other industries.
The warehouse management system (WMS) is gen-
erally used in mid- or large-size warehouse facilities,
similar to MES for a production shop floor; it tracks
every movement of materials and support operations
for material handling in the warehouse. Its focus is on
information processing automation. The objective of
implementing an ERP system in a company is infor-
mation sharing for rapid and correct decision-making,
and implementation throughout the enterprise by us-
ing an integrated database system [55.12]. Chapter 90
provides a more thorough discussion of ERP and re-
lated concepts. The whole procedures of order entry,
production planning, material procurement, order de-
livery, and corresponding cash flow are managed by
the system. All the data from different applications in
an enterprise or between different enterprises are ex-
changed by an electronic data interchange (EDI) server,
which allows automated exchange of data between ap-
plications. Based on the EDI technology, applications
freely exchange purchase orders, invoices, advance ship
notices, and other business documents directly from
one business system to the other without human sup-
port. Figure 55.4 illustrates the connectivity of IAMHS
to other systems in SCM, which is used in an actual
industry.

55.2.1 Material Management System

The role of the MMS is very important in a complex
IAMHS for high-level automation. The main functions
of the MMS are summarized below, in increasing or-
der of importance. This summary does not discuss the
dispatching module that assigns unit loads to process-
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Fig. 55.4 Connectivity of IAMHS to other systems in SCM (courtesy of Murata Machinery)

ing machines because this involves so many topics;
however, the dispatching functions bounded to AMHSs
(i. e., dispatching unit loads while not considering pro-
cess machines) will be discussed here.

The roles of the MMS in a complex IAMHS are:

1. Determining the best destination among several pos-
sible AMHS alternatives

2. Determining the best route to get to the destination
from a source location via several AMHSs

3. Determining a proper priority for the transfer
command

4. Storing and reporting various data using a database
server

5. Transfer command management between different
AMHSs

6. Error detection and recovery for the transfer
command

7. Providing a user interface for control, monitoring,
and reporting.

Conveyor #1

Machine #9

Machine #8

AGVS #3

AS/RS #4

Machine #5

AGVS #2

AS/RS #3

Machine #4

Machine #2

Machine #1

AGVS #1

AS/RS #2

OP0201

OP0201AS/RS #1
OP3

Fig. 55.5 Example of IAMHS

For a unit load to be transferred, its source and
destination locations are mainly determined by the dis-
patching or scheduling module; however, when the
candidate destinations are AMHSs, it is sometimes
more efficient for the MMS to determine the final des-
tination than for the scheduling or dispatching module
to do so. Consequently, the dispatching and scheduling
system provides a destination group to the MMS. Fig-
ure 55.5 illustrates the execution process of a transfer
command. In the figure, if a unit load from Machine #2
has just finished its processing and has to be trans-
ferred to an AS/RS to be processed next, on one of
the machines connected to AGVS #3 (dashed arrow in
the figure), there are two candidate AS/RSs connected
to AGVS #3: AS/RS #3 and AS/RS #4. The AS/RS
group connected to AGVS #3 is named AS Group #3.
The MMS will receive a transfer command from the
dispatching module, specifying the source location as
Machine #2 and the final destination as AS Group #3.
Since there are two alternative destinations, the MMS
may consider the product type of the unit load, the full
rate of each AS/RS, the load port status of each AS/RS,
the shortest distances from the unit load to the AS/RSs
considering current active jobs in each system, and so
on. It will determine the best AS/RS amongst the two al-
ternatives and trigger a transfer command to AGVS #1,
which will first move the load to AS/RS #1 from Ma-
chine #2.

The MMS is also responsible for determining
the destination subsystem in an AMHS, such as the
load/unload port (or pickup/drop-off port) in an AS/RS,
because there are generally multiple load/unload ports
with different types and numbers of buffers. The ports
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may differ, being load only, unload only or of unified
type. Assume that a unit load in AS/RS #2 in Fig. 55.5
has to be moved to Machine #5, connected to AGVS #2
(solid arrow in Fig. 55.5). First, the unit load has to be
moved to one of the output ports in the AS/RS. The
AS/RS controller may not know which output port will
be the best among the three possible ones in the figure
because it does not know the next destination of the unit
load. The MMS may determine a load port connected to
AGVS #2, OP0201 in Fig. 55.5. In practical application,
the problems are generally much more complicated than
this illustration due to the increased instances in the sys-
tem. Few studies have addressed this type of problem.
Sun et al. [55.13] and Jimenez et al. [55.14] stress the
importance of this problem in the literature and intro-
duce a few ideas being used in practical applications;
however, their methods leave much room for improve-
ment in that they use static approaches and consider
limited factors.

Obtaining the best route to get to the destination
is another important task of the MMS. In a complex
IAMHS, there are many possible routes consisting of
different AMHS types. The IAMHS in Fig. 55.5 is rep-
resented by the graph in Fig. 55.6. A graph can be
encoded in database tables by using an adjacency ma-
trix or incidence matrix for use by a computer program.
The adjacency matrix is a simple from–to chart be-
tween a pair of vertices, in which the value of an edge
is the distance between the vertex pair, being zero if
the pair are not connected. The incidence matrix rep-
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Two-digit number in a vertex followed by alphabets represents the index number of machines or AMHS. 
For example, M01 is the machine #1 connected to AGVS #1 and CS 01 is the conveyor #1. Acronyms are
as follows.  M: Machine, AS: AS/RS,  CS: Conveyor System

Fig. 55.6 Graphical representation of the IAMHS in Fig. 55.5

resents the connectivity of vertices by edges. Using
a graphical representation of the IAMHS, many pre-
defined properties and algorithms of graph theory can
be applied to develop algorithms for the MMS; for
example, Dijkstra’s algorithm can be used to deter-
mine the shortest path from a source to destination
location.

The time intervals between the arrivals of transfer
commands are sometimes completely random in that
there are significant fluctuations in the number of ar-
rivals during different time periods. When the queue
size increases on AMHSs, use of different priorities for
transfer commands often provides a very useful solution
to improve overall system performance. It is reported
that a good priority algorithm can improve the through-
put of a production facility [55.15].

There are two types of tables in the database of
the MMS. One type of table stores parameters for con-
trol algorithms and status user interfaces (UIs). These
need a minimum number of entities to achieve a shorter
transaction time when they are queried. The other type
of table stores data for movement histories based on
communication messages between component systems
of the IAMHS. The accuracy of these historical data
have been significantly improved by material handling
automation with advanced information interface tech-
nology (IIT) by using RFID technology or barcode
systems. A large amount of information can be ex-
tracted from the historical data, including the standard
operating time of a machine, the processing routes of
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a unit load over machines in different process stages,
the lead time of the unit load from start to finish, etc.

These data provide useful information for var-
ious purposes. Most of all, without accurate data
from production and warehouse systems, it is hard to
achieve successful realization of the enterprise-level de-
cision support systems explained above. Good planning
strongly depends on accurate data. In practice, many
companies have invested in expensive ERP systems ca-
pable of automated production planning for their shop
floors; however, many of them do not use the module
because of poor planning and scheduling quality from
the system. One of the main reasons for this poor quality
is sometimes due to the lack of good data from the ma-
terial handling system, which relies on manual jobs and
operator paperwork. Accurate data from AMHSs also
helps to achieve lean manufacturing on the shop floor
by providing precise measures. For a complicated shop
floor, it is often difficult to define a bottleneck stage or
performance measures of the bottleneck machines. Lean
manufacturing starts from well-defined and accurate
performance measures. Many details of the machines
can be analyzed by data relating to material movements
from machine to machine, examples of which include
machine throughput, product lead time, and the work-
in-process (WIP) for each processing stage. Sometimes
they also provide benefits for engineering analysis for
the improvement of quality control. The performance
of the IAMHS can also be measured and improved by
using these historical data. A new algorithm under test
can be easily tracked to assess how it performs in an ac-
tual application. Since there are many data transactions,
summarized tables are sometimes used for long-term
analysis. Data-mining approaches are helpful in design-
ing these tables.

AS/RS #2 MMS AGVS #2 AS/RS #3

Move request #1

Pick-up report #1

Job completion report #2

Port status change request #2

Port status change request #3

Job completion report #3

Job assign report #1 Move request #2

Move request #3

Job completion report #1

Port status change #1

Fig. 55.7 Message sequence for a simple transfer command

Another important task of the MMS is the path
management function, which controls a sequence of
transportation jobs. Let us consider the following sim-
ple transfer request as an example. A transfer request
is sent to the MMS from the dispatching module to
move a unit load from a rack in AS/RS #2 to AS/RS #3
through AGVS #2 in Fig. 55.5. Figure 55.7 shows
a message sequence illustrating communication be-
tween the MMS and AS/RS controllers involved in this
transfer, and between the MMS and AGV controller.
A few more messages might be used in actual systems.
As seen in the figure, although this is a relatively sim-
ple transferring task, more than 13 messages are used
to complete the task. First, transfer request #1 is trig-
gered by the MMS (it can be triggered by either the
dispatching module or a procedure of the MMS itself).
This request message transmits the source location as
AS/RS #2, the destination as the unload port of the
AS/RS, and the unit load identity to the AS/RS con-
troller #2. If there are other high-level systems such as
a WMS or MES, the MMS will send additional mes-
sages to these systems. In this case, the status of the
unit load possibly needs to be updated from Waiting to
Busy or Transferring for the WMS and MES. To send
this message to AS/RS controller #2, the MMS has to
make at least two major decisions: it has to select an
unload port among several idle ports, and to determine
to which among the many other AMHSs this message
should be sent. For the former decision, the closest idle
port to the next destination (i. e., AGVS #2) is selected
based on the MMS algorithm. After receiving the trans-
fer request from the MMS, AS/RS controller #2 will put
the job into its queue, if it is performing other tasks. If it
is its turn, the controller will send the job assign report
to the MMS so that it triggers another transfer request
command to AGV controller #2. This transfer command
could be sent later after the job completion message
from the AS/RS controller #2 has been received; how-
ever, by sending before the completion message, it can
synchronize the transfer activities of two systems and
thereby reduce the waiting time of the unit load for the
vehicle at the unload port of AS/RS #2. The explanation
of the rest of the messages in the figure is omitted.

The MMS integrates not only systems but also
human operators in the system environment. A user
interface (UI) plays a major role in this integration. Op-
erators can monitor the number of AMHSs using the UI.
Also, parameters to control an individual AMHS and
IAMHS are changed through the UI. Another important
function provided is reporting. Various reports can be
queried directly from the database of the MMS.
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55.3 Advanced Technologies

This section surveys advanced technologies enabling
the IAMHS to achieve the high-level MHA. First, the
IIT utilizing wireless devices will be reviewed, then the
focus will move onto design and control issues of the
MHA. A wide range of methodologies across artificial
intelligence (AI) and operations research (OR) tech-
niques have been adopted to solve challenging problems
in design and control of MHA. The design and control
issues with AMHS types will be briefly described in-
cluding different points of interest. The review focuses
on the technical issues of the MMS, which is the most
important element of the IAMHS. Finally, AI and OR
techniques are compared according to several criteria in
MHA.

55.3.1 Information Interface Technology
(IIT) with Wireless Technology

Benefits of wireless communication systems include
mobility, installation flexibility, and scalability. Ap-
plications of the wireless communication used for
MHA are radiofrequency identification (RFID), wire-
less local-area network (LAN) (i. e., Ethernet), and
wireless input/output (I/O). The wireless sensor net-
work has also great potential for many applications of
the MHA to collect data or form a closed-loop control
system.

Radiofrequency Identification (RFID)
RFID enhances information tracking with a wide va-
riety of applications for material handling [55.16]; for
example, it prevents loss of boxes and incorrect ship-
ping in a distribution center and reduces time for
reading tags in boxes or carriers on a manufactur-
ing shop floor. Its greatest advantages over barcode
systems are its long read range, flexibility of locat-
ing tags in boxes, multitasking for reading many tags
at the same time, and robustness against damage. Fi-
nally, RFID systems increase the accuracy of data from
material handling systems and reduce time for data
collection. With more reliable and faster information
tracking, more sequential operations can be automated
and integrated without affecting system performance
or requiring human interventions. It also enables the
development of higher-level MHA in production and
warehouse systems.

An RFID system consists of tags and readers. An
RFID tag has two components, a semiconductor chip
and antenna, and there are basically two types of RFID
tags, passive and active tags, based on the source of
the power. A passive tag does not have a battery and
is powered by the backscattered RF signal from the
reader, while an active tag has a battery and is there-
fore more reliable. Although the read range of a tag
depends strongly on its power level, antenna, and fre-
quency, and the environment in which it is used, an
active tag can have a range of up to 30 m or more while
a passive tag can be read reliably over a few meters.
In between these two types, there is a semiactive tag
that is powered by RF from the reader and consumes
power from a battery while communicating with the
reader. The lifetime of the battery is about 7 years or
more. Another classification of RFID tags is based on
the ability to write information to tags. Some tags are
classified as read-only and can be written only once
but read many times; these are generally passive tags.
Information can be written by both users and produc-
ers. There are also rewritable passive tags in which
the program can be rewritten by users. Most active
tags are rewritable. RFID readers send RF signals to
tags, receive signals from tags, and communicate with
a central system. Their functions varies from a simple
on/off check for data collection to control of a large
system. Popularly used tags are as large as an elec-
tronic card, being installed in a larger computer system
with network capability; however, they can be as small
as 0.05 × 0.05 mm2, as shown in Fig. 55.10. On the
right-hand side of Fig. 55.8, powder-type RFID chips
developed by Hitachi are compared with a human hair.

Fig. 55.8 Mu-chips and powder type RFID chips (courtesy of Hi-
tachi)
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These powder-type RFID tags are 64 times smaller than
those in current use (0.4 × 0.4 mm2 mu-chips, on the
left, produced by the same company), which can al-
ready be embedded into paper currency, gift certificates,
and identification documents. For more information in
RFID see Chap. 49.

Wireless LAN
A wireless LAN establishes a network environment by
using wireless devices instead of wired ones within
a limited space. One popular application that adopts
wireless LAN in MHA is AGV systems, which use it
for communication between vehicles and controllers.
Each vehicle has a network interface card (NIC) that
is connected to the wireless LAN. An access point is
a gateway to connect to a wired LAN and similar to
a LAN hub, connecting 25–50 vehicles within a range
of 20–150 m. The infrastructure network is always con-
nected to an access point, which connects the wired
LAN with the wireless LAN. In the infrastructure net-
work, the basic service set (BSS) is formed and acts
as a base station connecting all vehicles in the cell to
the LAN. BSSs that use nonoverlapping channels can
be part of an extended service set (ESS). The vehi-
cles within the ESS but in different BSSs are connected
through roaming. Lee and Lee [55.17] develop an in-
tegrated communication system that connects Profibus
and IEEE 802.11, which are wired and wireless LAN
communication protocols, for a container terminal auto-
mated by an AGV system. Using this protocol converter,
the wireless LAN can be connected to the existing wired
fieldbus for soft real-time data exchange that loses some
of its usefulness after a time limit.

Wireless I/O
A wireless I/O device is a small circuit card with an
antenna installed in a material handling system or its
controller; it can be used for both data-acquisition and
closed-loop control applications. It receives microwave
radio data from I/O points, and sends those data to
a central processing device such as a programmable
logic controller (PLC), data loggers, supervisory con-
trol, and data-acquisition system (SCADA), or a general
PC [55.18]. Since it does not use wireless LAN or
a fieldbus, implementation is much easier than afor
wireless LAN. It can be simply regarded as removing
the necessity for wires; however, by itself, it offers many
advantages such as broader connectivity, increased mo-
bility and flexibility, reduced installation time, and
reduced points of failures. One of the disadvantages of

wireless I/O is that, since it uses a relatively narrow
range of wireless signals, a smaller number of wire-
less I/Os can be used in a certain area. Therefore, as the
number of points in an area grows, a wireless or wired
LAN will become more appropriate.

Wireless Sensor Networks
Sensor networks [55.19] are currently limited to novel
systems. Many sensors, distributed in a system or
area, can be used to build a network for monitor-
ing a space shuttle, military equipment unit or nuclear
power plant. Wireless sensor networks conceptually use
small, smart, cheap sensors that consist of a sensing
module, a data-processing module, and communica-
tion components; however, conventional sensors can
also be used. The network is mainly used for mon-
itoring systems that requires highly autonomous and
intelligent decision-making in a dynamic and uncer-
tain environment. They have a great deal of potential
to be adopted in MHA even though few researchers
have studied these applications. There are two ar-
eas of wireless sensor network applications for the
MHA.

First, reliability is often very important for the MHA
because, in a highly automated system, the failure of
an AMHS causes the breakdown of multiple machines
or a whole area operated by the system. This may be
more critical than the failure of an individual process-
ing tool in production systems. Therefore, monitoring
and diagnosing the AMHS lead to some important is-
sues; for instance, vibration sensors and optical sensors
attached to the crane of an AS/RS collaborate to de-
tect a potential problem that might cause positioning
or more critical errors. By detecting the problem before
the AS/RS actually breaks down, engineers can recog-
nize the problem more precisely and prepare required
parts and tools in advance; hence, repair time can be
significantly reduced.

Second, most AMHSs use a closed feedback sys-
tem that controls the system based on feedback from
component systems or sensors. Walker et al. [55.20]
studied a method to control an industrial robot that han-
dles flexible materials such as wires and rubber hoses. It
utilizes feedback from sensor network cameras to pre-
dict the motion of the robot with the better vision. Since
the feedback can be created from many different points
such as grasps, paths, and goal points, it reduces blind
spots of unpredictable motions and greatly enhances
control precision. Chapter 20 provides additional infor-
mation on sensor networks.
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Table 55.1 Design issues and related studies on MHA

Reference AMHS type Design issue Criteria Solution approach

Cho and Egbelu [55.21] IAMHS MHS equipment Qualitative factors, Fuzzy logic and

selection problem equipment variety knowledge-based rule

(minimizing)

Nadoli and IAMHS Design and Design lead time Expert system,

Rangaswami [55.22] modeling for a new computer simulation

semiconductor fab

Jimenez et al. [55.23] IAMHS Performance Delivery time, Computer simulation

evaluation of AMHS transport time,

throughput

Huang et al. [55.24] General Location of MHS Total distance, Lagrangian relaxation

MHS fixed cost of MHS and heuristic method

Jang et al. [55.25] AS/RS Estimation of AS/RS Delivery rate, Queuing network

performance in-process inventory model

Lee et al. [55.26] AS/RS Optimal design of Space utilization Modular cells,

rack structure with (lost space) heuristic

various sized cells

Ting and Tanchoco AGV Location of the Total rectilinear MIP

[55.27] central path distance

Gaskins and Tanchoco AGV Guide path design: Total flow distance Integer programming,

[55.28] direction of path heuristic

segments

Tanchoco and Sinriech AGV Guide path design: Total flow distance Integer programming

[55.29] optimal design of

a single-loop

Bozer and Srinivasan AGV Guide path design: Balanced workload Integer programming,

[55.30] tandem guide path set partition

Caricato and Grieco AGV Guide path design Flow distance, Simulated annealing

[55.31] computation time

Nazzal and McGinnis AGV Estimation of Vehicle utilization, Queuing network

[55.32] performance blocking time, model

measures empty vehicle

interarrival time

Vis et al. [55.33] AGV Estimation of the Service level Network flow

number of vehicles (waiting time)

55.3.2 Design Methodologies for MHA

MHA design studies largely deal with strategic
decision-making, which includes optimal selection of
automated material handling equipment, locating stor-
age and vehicle paths for new facility planning, rack
design for AS/RSs, flow path design for AGV sys-

tems, and capacity estimation of the system. Table 55.1
briefly summarizes studies related to design issues. The
MHA design problem is sometimes closely related to
the layout design problem in that both consider issues
at a very early stage of system implementation. Also,
they share performance measures in many areas. Pe-
ters and Yang [55.34] integrate these two methods into

Part
F

5
5
.3



972 Part F Industrial Automation

a single procedure using the space-filling curve (SFC)
method. Ting and Tanchoco [55.27] propose a new lay-
out design method for a semiconductor fab. They use
an integer programming model to determine the optimal
location of the AGV track. Chung and Jang [55.35] also
suggest a new layout alternative called integrated room
layout for better material handling in a semiconductor
fab and scrutinize the benefits of the layout compared
with existing layout alternatives in the industry using
qualitative and quantitative analysis.

One of the difficulties in design of large-scale
IAMHSs is estimation of system capacity. Although
computer simulation has been used, its feedback cycle
from modeling to results analysis is very slow for a large
problem, which is an issue as timing of the solution
is sometimes very important. Also, a simple determin-
istic analysis using from–to charts of material flows
cannot provide a precise estimation of variances in the
system. As an alternative approach studied for capac-
ity analysis, the queuing network approach shows good
performance [55.32]. Rembold and Tanchoco [55.36]
explore a framework that evaluates and improves a se-
quence of modeling tasks for material flow systems.
They aim to develop a more fundamental solution to
the problems while encountered while designing an
IAMHS. The framework addresses the following ques-
tions of designers: selection of the software application
for solving a problem, organizing the data sets required
for the design, incorporation of the design into parts
that cannot be automated, and diagnosing problems in
material flow systems. Those authors use an open archi-
tecture for the framework, since advance identification
of all factors and cases for evaluation and redesign of
the material flow processes are limited. With the open
architecture for the framework, users can easily find
their own methods by incorporating ad hoc situations
into the framework.

55.3.3 Control Methodologies for MHA

Extensive research has been performed on the control
of the AMHS. Especially, AGV control problems have
benefited from strong research streams in academia and
the MHA industry, since AGVs have been popular for
use in many industries. Figure 55.9 shows an inter-
esting AGV design with many storage racks that is
used in a hospital. Recently, two well-organized liter-
ature surveys on the AGV system were published by
Vis [55.37], and by Le-Anh and De Koster [55.38]. One
of the characteristics of control algorithms of MHA
is that minimizing flow distance in time is a dom-

Fig. 55.9 AGV used in a hospital (courtesy of Egemin)

inant criterion, among others. Other criteria such as
resource utilization, throughput, and load balance have
frequently been subgoals to achieve the minimum flow
time. Necessity for a very short response time is an-
other characteristic of control algorithms for the MHA;
for example, a vehicle dispatch algorithm for the AGV
controller should respond within a few seconds or less,
otherwise the vehicle will have to wait for a job com-
mand on the path. For a short response time, the time
horizon of the control algorithms is zero or very short,
because a longer time horizon often causes an explo-
sion of the search space. The minimum control horizon
also helps to yield a reliable solution because uncer-
tain parameters will be used less. If a control algorithm
malfunctions, the result will be more serious than just
a performance drop. It sometimes causes a detrimental
failure in the shop floor. Hence, a conservative approach
tends to be used in real applications.

A big challenge in AGV control problems is that
users want to use a larger loop with many vehicles in or-
der to reduce transportation time and investment. AGV
systems implemented earlier generally used a modular
structure to avoid heavy load on one AGV loop and had
many loops, with a maximum of about five vehicles in
a loop; however, these days, a large loop with a maxi-
mum about 40 vehicles is used. Therefore, the vehicle
dispatch, scheduling, routing, and deadlock avoidance
problems are becoming more complicated and impor-
tant. Table 55.2 summarizes control issues and their
studies in the MHA.
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Table 55.2 Control issues and related studies on MHA

Researchers AMHS type Control issue Criteria Solution approach

Dotoli and Fanti [55.39] IAMHS Integrated AS/RS and Throughput, Colored Petri nets

RGV control computation time

Mahajan et al. [55.40] AS/RS Job sequencing Throughput Heuristic

(nearest neighborhood)

Lin and Tsao [55.8] AS/RS Crane scheduling for Total fulfillment time Heuristic

batch job in CIM of batch (dynamic availability

environment oriented controller)

Lee et al. [55.41] AS/RS Rack assignment for Expected travel time Heuristic (storage

cargo terminals reservation policy),

stochastic demand stochastic

Chetty and Reddy [55.42] AS/RS Job sequencing 10 criteria (mean flow Genetic algorithm

time, mean waiting

time, min/max

completion time, etc.)

Sinriech and Palni [55.43] AGV Vehicle scheduling Optimality of MIP, heuristic (branch

scheduling solution and bound)

Correa et al. [55.44] AGV Vehicle scheduling Solution time, MIP and CP hybrid

job processing time method

Jang et al. [55.45] AGV Vehicle routing in AGV utilization, Heuristic, look-ahead

clean bay WIP level control procedure

Koo et al. [55.46] AGV Vehicle dispatching Production Heuristic, bottleneck-

throughput, lead time machine first

Kim et al. [55.47] AGV Vehicle dispatching Production throughput Heuristic

in floor shop (balanced work load)

Jeong and Randhawa [55.48] AGV Vehicle dispatching Vehicle travel time, Heuristics, multi-

blocking time, WIP attribute dispatching

Moorthy et al. [55.49] AGV Deadlock avoidance Number of AGVs in Heuristic,

in large-scale AGVS a loop, state prediction

(cycle deadlock) number deadlocks

Bruno et al. [55.50] AGV Empty vehicle Response time Heuristic (location

parking model (MIP) and

shortest path algorithm)

IAMHS Research
Researchers recently started to study complicated is-
sues of the IAMHS. A major concern is routing
strategies from source to destination location in a com-
plicated IAMHS, in which there are multiple routes
from one location to the others. The routes consist
of not only physical paths such as an AGV path or
conveyor track but also AMHS themselves, such as
AS/RSs, AGVSs, and buffer stations. Practical appli-
cations generally store predetermined static shortest
routes in a database for all pairs of source locations and
destinations; however, when the number of components
increases, maintenance problems for the parameters in-

volved become much more difficult since there are too
many combinations of nodes. The shortest-distance al-
gorithm using graph theory with an adjacency matrix
might be a better approach.

A new concept called flow diversion is proposed
to determine dynamic routing based on the load rate
of the routes in automated shipment handling sys-
tems by Cheung et al. [55.51]. The authors utilize the
multicommodity flow models using linear program-
ming (LP) to solve this problem. In this model, the
transfer time for a route is a function of the loads as-
signed to all pairs of unit loads in the system, which
generates a nonlinear function in the objective func-
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tion; those authors transform this nonlinear function
to a piecewise-linear function to make the problem
tractable. Lau and Zhao [55.4] study a joint job schedul-
ing problem for the automated air cargo terminal at
Hong Kong, which is mainly composed of AGV sys-
tems, AS/RSs, cargo hoists, and conveyors. In the
model, activities between different AMHSs are trig-
gered by communication between the systems. The
scheduling algorithm constructs a cooperative sequen-
tial job served by different AMHSs, employing the
maximum matching algorithm of the bipartite graph.
A task for an AGV is assigned or matched to an stacker
crane (SC) to reduce the SC delay time. A similar prob-
lem is solved by Meersmans and Wagelmans [55.5].
Their research focuses on the scheduling problem of the
IAMHS in seaport terminals employing a local beam
search algorithm. The nodes explored in the search al-
gorithm are represented by a sequence of container IDs
to be processed by different AMHSs, and the nodes in
branches are cut based on the beam width determined by
an evaluation function. Those authors prove that there
exists an optimal sequence of tasks for one AMHS when
the sequence is assigned to the other AMHS.

Sujono and Lashkari [55.52] study another inte-
grating method allocating a part type to a processing
machine and material handling (MH) equipment type
simultaneously in a flexible manufacturing system
(FMS). In that research, there are nine different types
of the material handling systems in the experimental
model. The method improves the algorithms proposed
by Paulo et al. [55.53] and Lashkari et al. [55.54] and
uses a 0/1 mixed integer programming model. Two ob-
jective functions are modeled: one minimizes operating
costs related to machine operations, setup, and MH
operations; the other maximizes the compatibility of
the part types using MH equipment types. To measure
compatibility, parameters are quantified from the sub-
jective factors defined by Ayres [55.55]. Some of the
constraints are: balance equations between parts and
process plans, machines and process plan, processing
machines, and MH equipment types. The other impor-
tant constraint sets are capacity constraints: the total
load of the allocated tasks for an MH equipment type
cannot exceed its capacity, and a machine cannot be
allocated more than its capacity. A test problem con-
sisting of 1356 constraints and 3036 binary variables
was solved in about 9.2 s by using LINGO in a Pen-
tium 4 PC. Since this model considers many details of
the practical factors in the FMS, and showed a suc-
cessful calculation result, it can be used for many other
practical applications.

In addition to the examples shown above, large-
scale optimization problems such as the vehicle routing
problem (VRP), vehicle scheduling problem (VSP), and
integrated scheduling problem of IAMHS with con-
sideration of processing machines have been modeled
to increase MHA efficiency. However, to be used for
actual applications and thereby achieve a higher-level
MHA, shorter computation times are urgently required.
In a complicated IAMHS, integrating software pack-
ages such as the MMS need sophisticated algorithms;
however, it also needs high reliability in a dynamic en-
vironment. For most tasks, real-time decision-making
that requires response times within a few seconds is
a precondition for IAMHS algorithms.

MMS-related Issues
The MMS is a key component to integrate different
AMHSs in an IAMHS. Destination allocation, routing
algorithm, and prioritizing algorithm are essential roles
of the MMS, among others. Graph theory is popularly
used to represent components and relationships in the
IAMHS. In Fig. 55.6, nodes represent the AMHSs and
their subcomponents, such as load/unload ports. Edges
represent the connection and distance between nodes.
As mentioned above, this graph is stored in database
tables using the adjacency and incidence matrices. The
shortest-path algorithm is the most important and funda-
mental algorithm for an MMS since it is used for several
purposes in the system such as destination assignment
and best routing determination. Dijkstra’s algorithm is
popularly used [55.56]. The Bellman–Ford algorithm
can be used if there are negative weights of the edges.

To determine the final destination of a unit load,
the MMS has to evaluate various factors on the same
scale. More specifically, to determine an AS/RS as the
final destination among several alternatives, the shortest
distance is generally the most important criterion; how-
ever, the full rates of the AS/RSs are sometimes also
important to make the loads balanced between different
AS/RSs. There are two applicable ways to standard-
ize different scales of factors on the same scale. First,
different weight values can be applied for each factor
to find the best alternatives. Second, a priority and its
threshold value can be given to each factor, and the most
important alternative is selected if it is within the thresh-
old, otherwise the next alternative will be considered.

Determining the best route from a source to desti-
nation location via several AMHSs is relatively simple
when compared with the vehicle routing problem (VRP)
or vehicle scheduling problem (VSP), because the graph
generally has a smaller number of nodes than those of
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the general VRP or VSP. However, the problem can be
complicated when the load level of systems has to be
taken into account. A flow cost function determines the
weight value of an edge based on the queue size and
system processing time for one unit in an AMHS, i. e.,
the load level is measured by these factors. It converts
the weight value to a distance value by using the speed
factor of the system. In an actual problem, this task can
be considerably more complicated.

Prioritizing for the unit load is sometimes very use-
ful for vehicle-initiated dispatching rules [55.11] when
the IAMHS becomes a bottleneck in an FMS for a cer-
tain period of time. The priority determined by the
MMS can be used by an AGV controller to determine
a job priority for a vehicle that has just become idle;
for example, the first-come first-served rule picks up
the job with the longest waiting time for all unit loads
in the queue. If a priority is given to each job from 1
to 5, the priority unit can be treated as a certain time
scale, e.g., 10 min, for each unit. Together with the ac-
tual waiting time, the controller can prioritize the unit
loads; for instance, if a unit load waits for a vehicle as-
signment for 5 min and its priority given by the MMS
is 3, then its final priority can be 10 × 2+5 min, which
is equal to 25 min. The prioritizing methods used by the
MMS generally address problems of how to avoid ma-
chine starvation. While various MMS prioritizing rules
can be used based on the constraints of the shop floor,
the importance of considering bottleneck machines to
determine transfer priorities of unit loads is emphasized
by Koo et al. [55.46] and Li et al. [55.15].

55.3.4 AI and OR Techniques for MHA

It is worthwhile to compare AI search and OR optimiza-
tion techniques with respect to several different criteria
of logical flexibility, computation time, and application
areas in MHA. In general, AI search algorithms define
problems with four instances: initial state, successor
function, goal test, and path cost function [55.57]. The
initial state is a state in which the given problem starts.
The successor function receives a state as a param-
eter and returns a set of actions and successors. And
the successors are new states reachable from the given
new state. The definition of the state together with the
successor function is very important to determine the
overall search space of the given problem and informa-
tion necessary for the solution. The goal test determines
whether a given state satisfies all the conditions of the
goal state. The path cost function calculates a numerical
cost for each path explored by the successor function.

There are two types of AI search algorithms: unin-
formed and informed search. Uninformed search does
not use prior information to explore a solution. Exam-
ples of uninformed search algorithms are the depth-first
search, breadth-first search, and bidirectional search.
Informed search utilizes given information for new
states that will be opened during the search. Informed
search is also called heuristic search, which includes
greedy best-first search, A* search, memory-bounded,
and local beam search, which again includes simu-
lated annealing, tabu search, and genetic algorithm.
Constraint programming (CP) is one of the AI search
methods that uses a standard structured representation
consisting of the problem domain and constraint. Fig-
ure 55.10 explains the main procedure used by the
ILOG CP solver [55.58]. The domain is a set of pos-
sible values of the variable representing the problem,
and the constraint is a rule that imposes a limitation on
the variable. The most powerful aspect of this method is
that it utilizes the concept of constraint propagation. It
narrows down the search space by imposing a constraint
on variables and the constraint imposed further reduces
domains of other variables based on the constraints al-
ready posted on the variables. Among reduced domains
of variables, the method uses a branching process with
a backtracking algorithm to find the best solution. Be-
cause of high modeling flexibility, AI techniques have
been popularly used for a wide variety of control appli-
cations such as robotics and automated planning.

The following studies illustrate the use of AI
techniques for MHA. Cho and Egbelu [55.21] use

Decision variables and domains

Initial constraint propagation

Create a search tree

Search strategy

Fail

Backtrack Constraint propagation
during search

Solution

Search space Constraints

Fig. 55.10 Main solution procedure of CP (courtesy of
ILOG)
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Table 55.3 Comparison of AI and OR techniques

Comparison items AI approaches OR approaches Hybrid approaches

Modeling flexibility High Low High

Time horizon Short Long Long

Response time Short Long Medium

Problem size Small Large Large

Illustrations IAMHS design: IAMHS design: AGV vehicle scheduling

AMHS equipment type Performance evaluation [55.25, 32], [55.44, 60]

selection [55.21] AGV: IAMHS:

AS/RS: Guide path design [55.28], Integrated scheduling

Job sequencing [55.40], AMHS location [55.24, 27] of AMHS and FMS [55.52]

Stacker scheduling [55.8],

Rack design [55.26]

AGV:

Deadlock avoidance [55.49]

knowledge-based rules, fuzzy logic, and decision al-
gorithms to address AMHS equipment type selection
problems. Their procedures consist of three phases:
material handling equipment selections for each ma-
terial flow connections, redundancy and excess capac-
ity check, and budget constraint consideration. Chan
et al. [55.59] also solve a similar problem using an ex-
pert system. An order picking sequence problem in an
AS/RS is addressed by Mahajan et al. [55.40] by us-
ing an AI technique. In their procedure, the state is
represented by a sequence of the orders, and a suc-
cess function providing a selection criterion of the
order sequence is developed by a nearest-neighborhood
strategy.

Operations research techniques mainly focus on the
optimization problems based on linear programming
(LP) [55.61]. LP is extended to integer program-
ming (IP) and mixed integer programming (MIP), that
deal with integral variables, quadratic programming
that uses a nonlinear objective function, and nonlin-
ear programming that allows nonlinear functions in
both the constraint and objective function. Stochastic
programming, which incorporates uncertainties in its
modeling, is also a variant of the LP. OR techniques use
well-structured mathematical models of linear, integer,
quadratic or nonlinear models. Simulation and queu-
ing analysis form another important technical area of
stochastic OR, mainly used for performance analysis.

OR techniques are also popular for solving prob-
lems in MHA. Gaskins and Tanchoco [55.28] and
Tanchoco and Sinreich [55.29] formulate AGV guide
path design problems using 0/1 MIP. Nazzal and
McGinnis [55.32] estimate the system capacity require-
ment of the large-scale AMHS in a semiconductor

fab by utilizing a queuing network model. Ting and
Tanchco [55.27] and Huang et al. [55.24] address
the location problems of the AMHSs in facility lay-
outs using MIP formulations. Huang et al. further use
a heuristic approach employing the Lagrangian relax-
ation method.

AI and OR have their backgrounds in computer
science and industrial engineering, respectively. AI
approaches utilize knowledge representation to solve
a problem; however, OR techniques use mathemati-
cal modeling of the problem. Knowledge representation
consists of symbols and mathematical equations with
relationships. OR techniques generally use dedicated
solvers such as CPLEX and LINDO to solve mathemat-
ical models of the problems, whereas AI techniques use
their own languages such as list processing (LISP), and
programming in logics (Prolog). Constraint program-
ming (CP) uses a solver similarly to the OR solvers
but has much greater flexibility in using procedures and
algorithms. A widely known CP solver is the ILOG
solver. One advantage of AI over OR techniques is
their flexibility in expressing problems. Since the AI
techniques listed above do not use strict mathemati-
cal formulations to represent problems, there is a great
deal of flexibility to deal with instances and activities
in the problems. On the other hand, OR techniques
model problems with strict mathematical procedures
that are generally used repeatedly in different problems.
While OR techniques find optimal or near-optimal so-
lutions, AI techniques find good solutions for the given
problems. OR techniques have focused on large-scale
optimization problems for decision support systems
while AI techniques are rooted in control problems that
have shorter horizons but need reliable solutions. How-
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ever, it is also true that there has been some overlap
between AI and OR techniques, especially for local
beam search algorithms. Also, a group of researchers
has tried to take advantage of the two techniques by in-
tegrating procedures in the techniques [55.44]. For more
complete reviews on the history and state of the art com-
paring AI and OR techniques, refer to Gomes [55.61],
Kobbacy et al. [55.62], and Marcus [55.63].

Table 55.3 compares AI, OR, and their hybrid
approaches with several different characteristics. An
application area that needs great logical flexibility,
such as the selection problem of material handling
systems, tends to use AI techniques more frequently.
Problems with shorter time horizon use AI heuristic
search approaches (second row in the table), and prob-

lems with a longer time horizon tend to use the OR
approaches. Hybrid approaches focus on reducing com-
putation times. OR techniques are frequently used for
AMHS design problems because response time is less
important for them and they consider a large num-
ber of instances in the system. The AGV dispatching
and routing problems tend to use both heuristic and
OR approaches to similar degrees. Approaches inte-
grating AI and OR approaches pursue both flexibility
and optimality and have been applied to very compli-
cated problems for the MHA [55.44], which deal with
AGV scheduling problems and integrated scheduling of
IAMHS with FMS. Examples on application areas and
their approaches used are listed in the last row of Ta-
ble 55.3.

55.4 Conclusions and Emerging Trends

Material handling automation (MHA) in production and
warehouse management systems provides speedy and
reliable infrastructure for information systems in SCM
such as ERP system, FMS, WMS, and MES. Most of
all, it enhances accurate data tracking during mater-
ial handling in shop floors and warehouses. Relying
on these accurate data, high-level automation such as
production and procurement planning, scheduling, and
dispatching in the SCM systems can be made much
more reliable; consequently, more intelligent functions
in their decision-making procedures can be added. An-
other trend in MHA, the integrated and automated
material handling system (IAMHS), has been increas-
ingly implemented in various applications to help
ever-complicated material handling operations in large-
scale production and warehouse systems. The important
issues of the IAMHS reviewed in this chapter can be
largely broken down into design and control issues. The
design issues cover material handling equipment selec-
tion, capacity estimation, innovative equipment design,

and system design optimization. The control issues that
have been hard constraints for the higher-level MHA
tend to involve domain-specific problems for each com-
ponent system in the IAMHS such as the AS/RS,
AGVS, or MMS.

Several potential routes for further increasing the
level of intelligence in the MHA are recognized in
this chapter. While the number of components in the
IAMHS continues to increase, long response time is
regarded as a major limitation during implementa-
tions of new control algorithms. Continuous efforts
to reduce the computation time of algorithms in the
future are desired. It is also pointed out that newly
developed algorithms should take into account system
architecture for practical applications. As another pos-
sibility, a sensor network might be used for diagnosis
of AMHSs since their reliability is becoming critical,
and also its closed feedback mechanism can poten-
tially be used for more precise controls, as seen in each
context.
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Industrial Co56. Industrial Communication Protocols

Carlos E. Pereira, Peter Neumann

This chapter discusses a very relevant aspect in
modern automation systems: the presence of
industrial communication networks and their pro-
tocols. The introduction of Fieldbus systems has
been associated with a change of paradigm to de-
ploy distributed industrial automation systems,
emphasizing device autonomy and decentralized
decision making and control loops. The chapter
presents the main wired and wireless industrial
protocols used in industrial automation, man-
ufacturing, and process control applications. In
order to help readers to better understand the
differences between industrial communication
protocols and protocols used in general computer
networking, the chapter also discusses the spe-
cific requirements of industrial applications. As the
trend of future automation systems is to incorpo-
rate complex heterogeneous networks, consisting
of (partially homogeneous) local and wide area as
well as wired and wireless communication sys-
tems, the concept of virtual automation networks
is presented
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56.1 Basic Information

56.1.1 History

Digital communication is now well established in dis-
tributed computer control systems both in discrete
manufacturing as well as in the process control in-
dustries. Proprietary communication systems within

SCADA (supervisory control and data acquisition) sys-
tems have been supplemented and partially displaced
by Fieldbus and sensor bus systems. The introduction
of Fieldbus systems has been associated with a change
of paradigm to deploy distributed industrial automation
systems, emphasizing device autonomy and decentral-
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ized decision making and control loops. Nowadays,
(wired) Fieldbus systems are standardized and are the
most important communication systems used in com-
mercial control installations. At the same time, Ethernet
won the battle as the most commonly used communi-
cation technology within the office domain, resulting in
low component prices caused by mass production. This
has led to an increasing interest in adapting Ethernet
for industrial applications and several approaches have
been proposed (Sect. 56.1.4). Ethernet-based solutions
are dominating as a merging technology.

In parallel to advances on Ethernet-based industrial
protocols, the use of wireless technologies in the in-
dustrial domain has also been increasingly researched.
Following the trend to merge automation and office
networks, heterogeneous networks (virtual automation
networks (VAN)), consisting of local and wide area net-
works, as well as wired and wireless communication
systems, are becoming important [56.1].

56.1.2 Classification

Industrial communication systems can be classified as
follows regarding different capabilities:

• Real-time behavior: Within the automation domain,
real-time requirements are of uttermost importance
and are focused on the response time behavior of
data packets. Three real-time classes can be identi-
fied based on the required temporal behavior:
– Class 1: soft real-time. Scalable cycle time, used

in factory floor and process automation in cases
where no severe problems occur when deadlines
are not met.

– Class 2: hard real-time. Typical cycle times from
1 to 10 ms, used for time-critical closed loop
control.

– Class 3: isochronous real-time, cycle times from
250 μs to 1 ms, with tight restrictions on jitter
(usually less than 1 μs), used for motion control
applications.

Additionally, there is a class non real-time, which
means systems without real-time requirements;
these are not considered here. It means (regarding
industrial automation) exchange of engineering data
maintenance, etc.• Distribution: The most important achievement
of industrial communication systems are local
area communication systems, consisting of sen-
sor/actuator networks (Chap. 20 and Sect. 56.3.2),
Fieldbus systems, and Ethernet-based local area net-

works (LAN). Of increasing importance is the use
of wide area networks (WAN) (telecommunication
networks, Internet, etc.). Thus, it should be advan-
tageous to consider WANs as part of an industrial
communication system (Sect. 56.2), mostly within
the upper layers of an enterprise hierarchy.• Homogeneity: There are homogeneous parts (e.g.
standardized Fieldbus systems) within an industrial
communication system. But in real applications the
use of heterogeneous networks is more common,
especially when using WANs and when connected
with services of network providers.• Installations types: While most of the installed en-
terprise networks are currently wired, the number
of wireless installations is increasing and this trend
will continue.

56.1.3 Requirements in Industrial
Automation Networks

The main requirements are:

• Real-time behavior: Diagnosis, maintenance, com-
missioning, and slow mobile applications are
examples of non real-time applications. Process
automation and data acquisition usually present
soft real-time requirements. Examples of hard
real-time applications are closed-loop control ap-
plications, such as in fast mobile applications and
machine tools. Motion control is an example of an
isochronous hard real-time application.• Functional safety: Protection against hazards caused
by incorrect functioning including communica-
tion via heterogeneous networks. There are several
safety integrity levels (SIL) [56.2]. It includes the
influence of noisy environments and the degree of
reliability.• Security: This means a common security concept
for distributed automation using a heterogeneous
network with different security integrity levels (not
existent yet).• Location awareness: The desired context awareness
leads to the usage of location-based communication
services and context-sensitive applications.

56.1.4 Chapter Overview

The remainder of the chapter is structured as follows.
Section 56.2 discusses the concept of virtual automation
networks (VANs), a key concept in future distributed
automation systems, which will be composed of (par-
tially homogeneous) local and wide area as well as
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wired and wireless communication systems leading to
complex heterogenous communication networks.

In Sect. 56.3 the main wired industrial communi-
cation protocols are presented and compared, while

Sect. 56.4 discusses wireless industrial communication
systems. Section 56.5 deals with the use of wide area
communications to execute remote automation opera-
tions.

56.2 Virtual Automation Networks

56.2.1 Definition, Characterization,
Architectures

Future scenarios of distributed automation lead to
desired mechanisms for geographically distributed au-
tomation functions for various reasons:

• Centralized supervision and control of (many) de-
centralized (small) technological plants• Remote control, commissioning, parameterization,
and maintenance of distributed automation systems• Inclusion of remote experts or external machine-
readable knowledge for plant operation and main-
tenance (for example, asset management, condition
monitoring, etc.).

This means that heterogeneous networks, consist-
ing of (partially homogeneous) local and wide ar-
eas, as well as wired and wireless communication
systems, will play an increasing role. Figure 56.1
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Fig. 56.1 Different VAN domains related to different automation applications [56.3]

depicts the communication environment of a com-
plex automation scenario. Following a unique design
concept, regarding the objects to be transmitted be-
tween geographically distributed communication end
points, the heterogeneous network becomes a virtual
automation network (VAN) [56.3, 4]. VAN charac-
teristics are defined for domains, where the expres-
sion domain is widely used to address areas and
devices with common properties/behavior, common
network technology, or common application pur-
poses.

56.2.2 Domains

Within the overall automation and communication en-
vironment, a VAN domain covers all devices that are
grouped together on a logical or virtual basis to rep-
resent a complex application such as an industrial
application. Therefore, the encompassed networks may
be heterogeneous and devices can be geographically
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Internet
server

Office
device
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RTE

Fieldbus Wireless
fieldbus

Proxy
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Fig. 56.2 Network transitions (local area networks (LAN), wire-
less LAN (WL), wired/wireless (W/WL), real-time Ethernet (RTE),
metropolitan area network (MAN), wide area network (WAN))

distributed over a physical environment, which shall
be covered by the overall application. But all de-
vices that have to exchange information within the
scope of the application (equal to a VAN domain)
must be VAN aware or VAN enabled devices. Other-
wise, they are VAN independent and are not a member
of a VAN domain. Figure 56.1 depicts VAN domain
examples representing three different distributed appli-
cations.

Devices related to a VAN domain may reside in
a homogeneous network domain (e.g. the industrial
domain shown in Fig. 56.1). But, depending on the ap-
plication, additional VAN relevant devices may only be
reached by crossing other network types (e.g., wide area
network type communication) or they need to use proxy
technology to be represented in the VAN domain view
of a complex application.

56.2.3 Interfaces, Network Transitions,
Transmission Technologies

A VAN network consists of several different com-
munication paths and network transitions. Figure 56.2
depicts the required transitions in heterogeneous net-
works.

Depending on the network and communication
technology of the single path there will be differences
in the addressing concept of the connected network seg-
ments. Also the communication paths have different
communication line properties and capabilities. There-
fore, for the path of two connected devices within
a VAN domain the following views are possible:

• The logical view: describing the properties/capabili-
ties of the whole communication path• The physical view: describing the detailed proper-
ties/capabilities of the passed technology-dependent
communication paths• The behavioral view: describing the different
cyclic/acyclic temporal behavior of the passed seg-
ments.

There are different opportunities to achieve a com-
munication path between network segments/devices
(or their combinations). These are: Ethernet line
(with/without transparent communication devices),
wireless path, telecommunication network (1:1), public
networks (n:m, provider-oriented), VPN tunnel, gate-
way (without application data mapping), proxy (with
application data mapping), VAN access point, and IP
mapping. All networks, which can not be connected via
an IP-based communication stack, must be connected
using a proxy. For connecting nonnested/cascaded VAN
subdomains via public networks the last solution (VAN
access point) should be preferred.

56.3 Wired Industrial Communications

56.3.1 Introduction

Wired digital communication has been an important
driving force of computer control systems for the last
30 years. To allow the access to data in various layers
of an enterprise information system by different users,
there is a need to merge different digital communica-
tion systems within the plant, control, and device levels
of an enterprise network. On these different levels, there
are distinct requirements dictated by the nature and type

of information being exchanged. Network physical size,
number of supported devices, network bandwidth, re-
sponse time, sampling frequency, and payload size are
some of the performance characteristics used to clas-
sify and group specific network technologies. Real-time
requirements depend on the type of messages to be ex-
changed: deadlines for end-to-end data transmission,
maximum allowed jitter for audio and video stream
transmission, etc. Additionally, available resources at
the various network levels may vary significantly. At
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the device level, there are extremely limited resources
(hardware, communications), but at the plant level
powerful computers allow comfortable software and
memory consumption.

Due to the different requirements described above,
there are different types of industrial communication
systems as part of a hierarchical automation system
within an enterprise:

• Sensor/actuator networks: at the field (sensor/actu-
ator) level• Fieldbus systems: at the field level, collect-
ing/distributing process data from/to sensors/actua-
tors, communication medium between field devices
and controllers/PLCs/management consoles• Controller networks: at the controller level, trans-
mitting data between powerful field devices and
controllers as well as between controllers• Wide area networks: at the enterprise level, connect-
ing networked segments of an enterprise automation
system.

Vendors of industrial communication systems offer
a set of fitting solutions for these levels of the automa-
tion/communication hierarchy.

56.3.2 Sensor/Actuator Networks

At this level, several well established and widely
adopted protocols are available:

• HART (HART Communication Foundation): high-
way addressable remote transducer, coupling analog
process devices with engineering tools [56.5]• ASi (ASi Club): actuator sensor interface, coupling
binary sensors in factory automation with control
devices [56.6].

Additionally, CAN-based solutions (CAN in au-
tomation (CIA)) are used for wide-spread application
fields, coupling decentralized devices with centralized
devices based on physical and MAC layers of the
controller area network [56.7]. Recently, IO Link has
been specified for bi-directional digital transmission of
parameters between simple sensor/actuator devices in
factory automation [56.8, 9].

HART
HART Communication [56.5] is a protocol specifi-
cation, which performs a bi-directional digital trans-
mission of parameters (used for configuration and
parameterization of intelligent field instruments by
a host system) over analog transmission lines. The host

Power supply

Resistor
(250 Ohm)

Field device

Handheld terminal

PC
host application

HART interface
(RS 232 or USB)

Fig. 56.3 A HART system with two masters
(http://www.hartcomm.org)

system may be a distributed control system (DCS),
a programmable logic controller (PLC), an asset man-
agement system, a safety system, or a handheld device.
HART technology is easy to use and very reliable.
The HART protocol uses the Bell 202 Frequency Shift
Keying (FSK) standard to superimpose digital commu-
nication signals at a low level on top of the 4–20 mA
analog signal. The HART protocol communicates at
1200 bps without interrupting the 4–20 mA signal and
allows a host application (master) to get two or more
digital updates per second from a field device. As the
digital FSK signal is phase continuous, there is no inter-
ference with the 4–20 mA signal. The HART protocol
permits all digital communication with field devices in
either point-to-point or multidrop network configura-
tions. HART provides for up to two masters (primary
and secondary). As depicted in Fig. 56.3, this allows
secondary masters (such as handheld communicators)
to be used without interfering with communications
to/from the primary master (i. e. control/monitoring sys-
tem).

ASi (IEC 62026-2)
ASi [56.6] is a network of actuators and sensors (op-
tical, inductive, capacitive) with binary input/output
signals. An unshielded twisted pair cable for data and
power (max. 2 A; max. 100 m) enables the connection
of 31 slaves (max. 124 binary signals of sensors and/or
actuators). This enables a modular design using any
network topology (i. e. bus, star, tree). Each slave can
receive any available address and be connected to the
cable at any location.

AS-Interface uses the APM method (alternating
pulse modulation) for data transfer. The medium access
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is controlled by a master–slave principle with cyclic
polling of all nodes. ASi masters are embedded (ASi)
communication controllers of PLCs or PCs, as well as
gateways to other Fieldbus systems. To connect legacy
sensors and actuators to the transmission line, various
coupling modules are used. AS-Interface messages can
be classified as follows:

• Single transactions: maximum of 4 bit information
transmitted from master to slave (output informa-
tion) and from slave to master (input information)• Combined transactions: more than 4 bits of coherent
information are transmitted, composed of a series of
master calls and slave replies in a defined context.

For more details see www.as-interface.com.

56.3.3 Fieldbus Systems

Nowadays, Fieldbus systems are standardized (though
unfortunately not unified) and widely used in in-
dustrial automation. The IEC 61158 and 61784
standards [56.11, 12] contain ten different Fieldbus
concepts. Seven of these concepts have their own com-
plete protocol suite: PROFIBUS (Siemens, PROFIBUS
International); Interbus (Phoenix Contact, Interbus
Club); Foundation Fieldbus H1 (Emerson, Fieldbus
Foundation); SwiftNet (B. Crowder); P-Net (Process
Data); and WorldFIP (Schneider, WorldFIP). Three
of them are based on Ethernet functionality: high
speed Ethernet (HSE) (Emerson, Fieldbus Foundation);
Ethernet/IP (Rockwell, ODVA); PROFINET/CBA:
(Siemens, PROFIBUS International). The world-wide

Slave 2 Slave 3Slave 3

Cyclic data
exchange

Configuration
parameteriz.

Slave 1

Cyclic access of master 1 Acyclic access of master 2

Cycle

PROFIBUS-DP
Master class 1

PROFIBUS-DP
Master class 2

DP-slave 1 DP-slave 2

Token

DP-slave 3

Fig. 56.4 Profibus medium access control (from [56.10])

leading positions within the automation domain re-
garding the number of installed Fieldbus nodes hold
PROFIBUS and Interbus followed by DeviceNet (Rock-
well, ODVA), which has not been part of the IEC
61158 standard. For that reason, the basic concepts
of PROFIBUS and DeviceNet will be explained very
briefly. Readers interested in a more comprehensive de-
scription are referred to the related web sites.

PROFIBUS
PROFIBUS is a universal fieldbus for plantwide use
across all sectors of the manufacturing and process
industries based on the IEC 61158 and IEC 61784
standards. Different transmission technologies are sup-
ported [56.10]:

• RS 485: Type of medium attachment unit (MAU)
corresponding to [56.13]. Suited mainly for factory
automation. Technical details see [56.10, 13]. Num-
ber of stations: 32 (master stations, slave stations
or repeaters); Data rates: 9.6/19.2/45.45/93.75/
187.5/500/1500/3000/6000/12 000 kb/s.• Manchester bus powered (MBP). Type of MAU
suited for process automation: line, tree, and star
topology with two wire transmission; 31.25 kBd
(preferred), high speed variants w/o bus power-
ing and intrinsic safety; synchronous transmission
(Manchester encoding); optional: bus powered de-
vices (≥ 10 mA per device; low power option);
optional: intrinsic safety (Ex-i) via additional con-
straints according to the FISCO model. Intrinsic
safety means a type of protection in which a portion
of the electrical system contains only intrinsically
safe equipment (apparatus, circuits, and wiring)
that is incapable of causing ignition in the sur-
rounding atmosphere. No single device or wiring
is intrinsically safe by itself (except for battery-
operated self-contained apparatus such as portable
pagers, transceivers, gas detectors, etc., which
are specifically designed as intrinsically safe self-
contained devices) but is intrinsically safe only
when employed in properly designed intrinsically
safe system. There are couplers/link devices to cou-
ple MBP and RS485 transmission technologies.• Fibre optics (not explained here, see [56.10]).

There are two medium access control (MAC) mech-
anisms (Fig. 56.4):

1. Master–master traffic using token passing
2. Master–slave traffic using polling.
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PROFIBUS differentiates between two types of
masters:

1. Master class 1, which is basically a central con-
troller that cyclically exchanges information with
the distributed stations (slaves) at a specified mes-
sage cycle.

2. Master class 2, which are engineering, config-
uration, or operating devices. The slave-to-slave
communication is based on the application model
publisher/subscriber using the same MAC mecha-
nisms.

The dominating PROFIBUS protocol is the applica-
tion protocol DP (decentralized periphery), embedded
into the protocol suite (Fig. 56.5).

Depending upon the functionality of the masters,
there are different volumes of DP specifications. There
are various profiles, which are grouped as follows:

1. Common application profiles (regarding functional
safety, synchronization, redundancy etc.)

2. Application field specific profiles (e.g. process
automation, semiconductor industries, motion con-
trol).

These profiles reflect the broad experience of the
PROFIBUS International organization.

DeviceNet
DeviceNet is a digital, multi-drop network that connects
and serves as a communication network between in-
dustrial controllers and I/O devices. Each device and/or
controller is a node on the network. DeviceNet uses
a trunk-line/drop-line topology that provides separate
twisted pair busses for both signal and power distribu-
tion. The possible variants of this topology are shown
in [56.14].

Thick or thin cables can be used for either trunk-
lines or droplines. The maximum end-to-end network
length varies with data rate and cable thickness. De-
viceNet allows transmission of the necessary power on
the network. This allows devices with limited power
requirements to be powered directly from the net-
work, reducing connection points and physical size.
DeviceNet systems can be configured to operate in
a master-slave or a distributed control architecture us-
ing peer-to-peer communication. At the application
layer, DeviceNet uses a producer/consumer application
model. DeviceNet systems offer a single point of con-
nection for configuration and control by supporting both
I/O and explicit messaging.

DeviceNet uses CAN (controller area network
[56.7]) for its data link layer, and CIP (common indus-
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Fig. 56.5 PROFIBUS protocol suite (from [56.10])

trial protocol) for the upper network layers. As with all
CIP networks, DeviceNet implements CIP at the ses-
sion (i. e. data management services) layer and above,
and adapts CIP to the specific DeviceNet technology at
the network and transport layer, and below. Figure 56.6
depicts the DeviceNet protocol suite.

The data link layer is defined by the CAN speci-
fication and by the implementation of CAN controller
chips. The CAN specification [56.7] defines two bus
states called dominant (logic 0) and recessive (logic
1). Any transmitter can drive the bus to a domi-
nant state. The bus can only be in the recessive state
when no transmitter is in the dominant state. A con-
nection with a device must first be established in
order to exchange information with that device. To
establish a connection, each DeviceNet node will imple-
ment either an unconnected message manager (UCMM)

CIP common industrial
protocol (IEC 61158)

DeviceNet specification
(IEC 62026)

A
Device profiles

& application objects

Connection manager

DeviceNet specification
(IEC 62026)

CAN specification
(ISO 11898)

Peer-to-peer, Master-slave,
Multi-master, 64 nodes/network

Controller area network (CAN)

P

T

N

DL

PHY

S

Explicit
messaging

Implicit
messaging

Fig. 56.6 DeviceNet protocol suite (from [56.14])
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or a Group 2 unconnected port. Both perform their
function by reserving some of the available CAN
identifiers. When either the UCMM or the Group 2
unconnected port is selected to establish an explicit
messaging connection, that connection is then used to
move information from one node to the other (using
a publisher/subscriber application model), or to estab-
lish additional I/O connections. Once I/O connections
have been established, I/O data may be moved among
devices on the network.

At this point, all the protocol variants of the De-
viceNet I/O message are contained within the 11 bit
CAN identifier. CIP is strictly object oriented. Each
object has attributes (data), services (commands), and
behavior (reaction to events). Two different types of
objects are defined in the CIP specification: com-
munication objects and application-specific objects.
Vendor-specific objects can also be defined by vendors
for situations where a product requires functionality
that is not in the specification. For a given device type,
a minimum set of common objects will be implemented.

An important advantage of using CIP is that for
other CIP-based networks the application data remains
the same regardless of which network hosts the de-
vice. The application programmer does not even need
to know to which network a device is connected.

CIP also defines device profiles, which identifies the
minimum set of objects, configuration options, and the
I/O data formats for different types of devices. Devices
that follow one of the standard profiles will have the
same I/O data and configuration options, will respond
to all the same commands, and will have the same be-
havior as other devices that follow that same profile. For
more information on DeviceNet readers are referred to
www.odva.org.

56.3.4 Controller Networks

This network class requires powerful communication
technology. Considering controller networks based on
Ethernet technology, one can distinguish between (re-
lated to the real-time classes, see Sect. 56.1):

1. Local soft real-time approaches (real-time class 1)
2. Deterministic real-time approaches (real-time

class 2)
3. Isochronous real-time approaches (real-time

class 3).

The standardization process started in 2004. There
were many candidates to become part of the ex-
tended Fieldbus standard IEC 61158 (edition 4): high

speed Ethernet HSE (Emerson, Fieldbus Foundation);
Ethernet/IP (Rockwell, ODVA); and PROFINET/CBA
(Siemens, PROFIBUS International). Nine Ethernet-
based solutions have been added. In this section a short
survey of the previously mentioned real-time classes
will be given, and two practical examples will be ex-
amined.

Local Soft Real-Time Approaches
(Real-Time Class 1)

These approaches use TCP (UDP)/IP mechanisms over
shared and/or switched Ethernet networks. They can
be distinguished by different functionalities on top of
TCP (UDP)/IP, as well as by their object models and
application process mechanisms. Protocols based on
Ethernet-TCP/IP offer response times in the lower mil-
lisecond range but are not deterministic, since data
transmission is based on the best effort principle. Some
examples are given below.

MODBUS TCP/IP (Schneider) [56.15]. MODBUS is an
application layer messaging protocol for client/server
communication between devices connected via differ-
ent types of buses or networks. Using Ethernet as the
transmission technology, the application layer proto-
col data unit (A-PDU) of MODBUS (function code
and data) is encapsulated into an Ethernet frame. The
connection management on top of TCP/IP controls the
access to TCP.

Ethernet/IP (Rockwell, ControlNet International, Open
DeviceNet Vendor Association) uses a common in-
dustrial protocol CIP [56.16]. In this context, IP stands
for industrial protocol (not for Internet protocol). CIP
represents a common application layer for all physi-
cal networks of Ethernet/IP, ControlNet and DeviceNet.
Data packets are transmitted via a CIP router between
the networks. For the real-time I/O data transfer, CIP
works on top of UDP/IP. For the explicit messaging,
CIP works on top of TCP/IP. The application process is
based on a producer/consumer model.

High Speed Ethernet HSE (Fieldbus Foundation)
[56.17]. A field device agent represents a specific Field-
bus Foundation application layer function (including
Fieldbus message specification). Additionally, there are
HSE communication profiles to support the different
device categories: host device, linking device, I/O gate-
way, and field device. These devices share the tasks
of the system using distributed function block applica-
tions.
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PROFINET (PNO PROFIBUS User Organization, Siemens)
[56.19]. uses object model CBA (component based ar-
chitecture) and DCOM wire protocol with the remote
procedure call mechanisms (DCE RPC) (OSF C 706)
to transmit the soft real-time data. An open source code
and various exemplary implementations/portations for
different operating systems are available on the PNO
web site.

P-Net on IP (Process Data) [56.20]. Based on P-Net
Fieldbus standard IEC 61158 Type 4 [56.11], P-Net on
IP contains the mechanism to use P-Net in an IP en-
vironment. Therefore, P-Net PDUs are wrapped into
UDP/IP packages, which can be routed through IP net-
works. Nodes on the IP network are addressed with two
P-Net route elements. P-Net clients (master) can ac-
cess servers on an IP network without knowing anything
about IP addresses.

All of the above mentioned approaches are able
to support widely used office domain protocols, such
as SMTP, SNMP, and HTTP. Some of the approaches
support BOOTP and DHCP for web access and/or for
engineering data exchange. But the object models of the
approaches differ.

Deterministic Real-Time Approaches
(Real-Time Class 2)

These approaches use a middleware on top of the
MAC layer to implement scheduling and smoothing
functions. The middleware is normally represented by
a software implementation. Industrial examples include
the following.

PROFINET (PROFIBUS International, Siemens) [56.19].
This variant of the Ethernet-based PROFINET IO sys-
tem (using the main application model background of
the Fieldbus PROFIBUS DP) uses the object model
IO (input/output). Figure 56.7 roughly depicts the
PROFINET protocol suite, containing the connection
establishment for PROFINET/CBA via connection-
oriented RPC on the left side, as well as for the
PROFINET IO via connectionless RPC on the right
side. The exchange of (mostly cyclic) productive data
uses the real-time functions in the center.

The PROFINET IO service definition and pro-
tocol specification [56.21] covers the communication
between programmable logical controllers (PLCs), su-
pervisory systems, and field devices or remote input
and output devices. The PROFINET IO specification
complies with IEC 61158, Parts 5 and 6, specially the
Fieldbus application layer (FAL). The PROFINET pro-

Component context
management (ACCO)

DCOM

CO-RPC

TCP

IP

CL-RPC

UDP

IP

Component object model

IO context
management

IEEE 802.3

Real-time

Cyclic
(producer/consumer)
and acyclic services

Connection
establishment

Connection
establishment

IO object model

Fig. 56.7 PROFINET protocol suite of PROFINET (from [56.18])
(active control connection object (ACCO), connection-oriented
(CO), connectionless (CL), remote procedure call (RPC))

tocol is defined by a set of protocol machines. For more
details see [56.22].

Time-Critical Control Network (Tcnet, Toshiba) [56.23].
Tcnet specifies in the application layer a so-called com-
mon memory for time-critical applications, and uses
the same mechanisms as mentioned for PROFINET IO
for TCP(UDP)/IP-based non real-time applications. An
extended data link layer contains the scheduling func-
tionality. The common memory is a virtual memory
globally shared by participating nodes as well as ap-
plication processes running on each node. It provides
a temporal and spatial coherence of data distribution.
The common memory is divided into blocks with
several memory lengths. Each block is transmitted
to member nodes using multicast services, supported
by a publisher node. A cyclic broadcast transmission
mechanism is responsible for refreshing the data blocks.
Therefore, the common memory consists of dedicated
areas for the transmitting data to be refreshed in each
node. Thus, the application program of a node has quick
access to all (distributed) data.

The application layer protocol (FAL) consists of
three protocol machines: the FAL service protocol ma-
chine (FSPM), the application relationship protocol
machine (ARPM), and the data link mapping protocol
machine (DMPM). The scheduling mechanism in the
data link layer follows a token passing mechanism.

Vnet (Yokogawa) [56.24]. Vnet supports up to 254
subnetworks with up to 254 nodes each. In its applica-
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tion layer, three kinds of application data transfers are
supported:

• A one-way communication path used by an end-
point for inputs or outputs (conveyance paths)• A trigger policy• Data transfer using a buffer model or a queue model
(conveyance policy).

The application layer FAL contains three types of proto-
col machines: the FSPM FAL service protocol machine,
ARPMs application relationship protocol machines, and
the DMPM data link layer mapping protocol machine.
For real-time data transfer, the data link layer offers
three services:

1. Connection-less DL service
2. DL-SAP management service
3. DL management service.

Real-time and non real-time traffic scheduling is lo-
cated on top of the MAC layer. Therefore, one or more
time-slots can be used within a macro-cycle (depend-
ing on the service subtype). The data can be ordered
by four priorities: urgent, high, normal, time-available.
Each node has its own synchronized macro-cycle. The
data link layer is responsible for clock synchronization.

Isochronous Real-Time Approaches
(Real-Time Class 3)

The main examples are as follows.

Powerlink (Ethernet PowerLink Standardization
Group (EPSG), Bernecker and Rainer), developed
for motion control [56.25]. Powerlink offers two
modes: protected mode and open mode. The protected
mode uses a proprietary (B&R) real-time protocol
on top of the shared Ethernet for protected subnet-
works. These subnetworks can be connected to an open
standard network via a router. Within the protected
subnetwork the nodes cyclically exchange real-time
data avoiding collisions. The scheduling mechanism
is a time-division scheme. Every node uses its own
time slot [slot communication network management
(SCNM)] to send its data. The mechanism uses a man-
ager node, which acts comparably with a bus master,
and managed nodes act similar to a slave. This mecha-
nism avoids Ethernet collisions. The Powerlink protocol
transfers the real-time data isochronously. The open
mode can be used for TCP(UDP)/IP based applications.
The network normally uses switches. The traffic has
to be transmitted within an asynchronous period of the
cycle.

EtherCAT [EtherCAT Technology Group (ETG), Beckhoff]
developed as a fast backplane communication sys-
tem [56.26]. EtherCAT distinguishes two modes: direct
mode and open mode. Using the direct mode, a mas-
ter device uses a standard Ethernet port between the
Ethernet master and an EtherCAT segment. EtherCAT
uses a ring topology within the segment. The medium
access control adopts the master/slave principle, where
the master node (typically the control system) sends the
Ethernet frame to the slave nodes (Ethernet device). One
single Ethernet device is the head node of an Ether-
CAT segment consisting of a large number of EtherCAT
slaves with their own transmission technology. The Eth-
ernet MAC address of the first node of a segment is
used for addressing the EtherCAT segment. For the seg-
ment, special hardware can be used. The Ethernet frame
passes each node. Each node identifies its subframe and
receives/sends the suitable information using that sub-
frame. Within the EtherCAT segment, the EtherCAT
slave devices extract data from and insert data into these
frames. Using the open mode, one or several Ether-
CAT segments can be connected via switches with one
or more master devices and Ethernet-based basic slave
devices.

PROFINET IO/Isochronous Technology (PROFIBUS User
Organization, Siemens) developed for any indus-
trial application [56.27]. PROFINET IO/Isochronous
Technology uses a middleware on top of the Ethernet
MAC layer to enable high-performance transfers, cyclic
data exchange and event-controlled signal transmission.
The layer 7 functionality is directly linked to the mid-
dleware. The middleware itself contains the scheduling
and smoothing functions. This means that TCP/IP does
not influence the PDU structure. A special Ethertype is
used to identify real-time PDUs (only one PDU type for
real-time communication). This enables easy hardware
support for the real-time PDUs. The technical back-
ground is a 100 Mbps full duplex Ethernet (switched
Ethernet). PROFINET IO adds an isochronous real-time
channel to the RT channels of real-time class 2 op-
tion channels. This channel enables a high-performance
transfer of cyclic data in an isochronous mode [56.28].
Time synchronization and node scheduling mechanisms
are located within and on top of the Ethernet MAC
layer. The offered bandwidth is separated for cyclic hard
real-time and soft/non real-time traffic. This means that
within a cycle there are separate time domains for cyclic
hard real-time, for soft/non real-time over TCP/IP traf-
fic, and for the synchronization mechanism, see also
Fig. 56.8.
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cRTaRTcRT non RT aRT non RT

31.25 µs ≤ Tsendclock  ≤ 4 ms

T60%

tsendclock+1tsendclock

Fig. 56.8 LMPM MAC access used in PROFINET
IO [56.22] (cyclic real-time (cRT), acyclic real-time (aRT),
nonreal-time (non RT), medium access control (MAC),
link layer mapping protocol machine (LMPM))

The cycle time should be in the range of 250 μs
(35 nodes) up to 1 ms (150 nodes) when simultane-
ously TCP/IP traffic of about 6 Mbps is transmitted. The
jitter will be less than 1 μs. PROFINET IO/IRT uses
switched Ethernet (full duplex). Special four-port and
two-port switch ASICs have been developed and allow
the integration of the switches into the devices (nodes)
substituting the legacy communication controllers of
Fieldbus systems. Distances of 100 m per segment
(electrical) and 3 km per segment (fiber-optical) can be
bridged.

Ethernet/IP with Time Synchronization (ODVA, Rock-
well Automation). Ethernet/IP with time synchroniza-
tion [56.29], an extension of Ethernet/IP, uses the CIP
Synch protocol to enable the isochronous data trans-

fer. Since the CIP Synch protocol is fully compatible
with standard Ethernet, additional devices without CIP
Synch features can be used in the same Ethernet sys-
tem. The CIP Synch protocol uses the precision clock
synchronization protocol [56.30] to synchronize the
node clocks using an additional hardware function.
CIP Synch can deliver a time-synchronization accuracy
of less than 500 ns between devices, which meets the
requirements of the most demanding real-time applica-
tions. The jitter between master and slave clocks can be
less than 200 ns.

SERCOS III, (IG SERCOS Interface e.V.). A SERCOS
network [56.31], developed for motion control, con-
sists of masters and slaves. Slaves contain integrated
repeaters, which have a constant delay time Trep (in-
put/output). The nodes are connected via point-to-point
transmission lines. Each node (participant) has two
communication ports, which are interchangeable. The
topology can be either a ring or a line structure. The
ring structure consists of a primary and a secondary
channel. All slaves work in forwarding mode. The re-
dundancy provided by the ring structure prevents any
downtime caused by a broken cable. The line structure
consists of either a primary or a secondary channel.
The last physical slave performs the loopback func-
tion. All other slaves work in forwarding mode. No
redundancy against cable breakage is achieved. It is
also possible to insert and remove slaves during oper-
ation (hot plug). This is restricted to the last physical
slave.

56.4 Wireless Industrial Communications

56.4.1 Basic Standards

Wireless communication networks are increasingly
penetrating the application area of wired communica-
tion systems. Therefore, they have been faced with the
requirements of industrial automation. Wireless tech-
nology has been introduced in automation as wireless
local area networks (WLAN) and wireless personal
area networks (WPAN). Currently, the wireless sensor
networks (WSN) are under discussion especially for
process automation. For specific application aspects of
wireless communications see Chap. 13 on Communica-
tion in Automation, Including Networking and Wireless,
and Chap. 20 on Sensors and Sensor Networks. The ba-
sic standards are the following:

• Mobile communications standards: GSM, GPRS,
and UMTS wireless telephones (DECT)• Lower layer standards (IEEE 802.11: Wireless
LAN [56.32], and 802.15 [56.33]: personal area
networks) as a basis of radio-based local networks
(WLANs, Pico networks and sensor/actuator net-
works)• Higher layer standards (application layers on top
of IEEE 802.11 and 802.15.4, e.g. WiFi, blue-
tooth [56.34], wireless HART, and ZigBee [56.35])• Proprietary protocols for radio technologies (e.g.
wireless interface for sensors and actuators (WISA)
[56.36])• Upcoming radio technologies such as ultra wide
band (UWB) and WiMedia
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For more detailed information and survey see [56.37–
41].

56.4.2 Wireless Local Area Networks (WLAN)

The term WLAN refers to a wireless version of the Eth-
ernet used to build computer networks for office and
home applications. The original standard (IEEE802.11)
specified an infrared, a direct sequence spread spec-
trum (DSSS) and a frequency hopping spread spectrum
(FHSS) physical layer. There is an approval for WLAN
to use special frequency bands, however it has to
share the medium with other users. The WiFi Alliance
was founded to assure interoperability between WLAN
clients and access points of different vendors. There-
fore, a certification procedure and a WiFi logo are
provided. WLANs use a licence-free frequency band
and no service provider is necessary.

WLAN is a mature technology and it is imple-
mented in PCs, laptops, and PDAs. Modules for em-
bedded systems development are also available. WLAN
can be used almost world wide. Embedded WLAN de-
vices need a powerful microcontroller. WLAN enables
wireless access to Ethernet based LANs and is helpful
for the vertical integration in an automated manufactur-
ing environment. It offers high speed data transmission
that can be used to transmit productive data and man-
agement data in parallel. The WLAN propagation
characteristics fit into a number of possible automation
applications. WLAN enables more flexibility and a cost
effective installation in automation associated with mo-
bility and localization. The transition to Ethernet is
simple and other gateways are possible. The largest part
of the implementation is achieved in hardware; however
improvements can be made above the MAC layer.

56.4.3 Wireless Sensor/Actuator Networks

Various wireless sensor network (WSN) concepts are
under discussion, especially in the area of industrial
automation. Features such as time synchronized opera-
tion, frequency hopping, self-organization (with respect
to star, tree, and mesh network topologies), redundant
routing, and secure data transmission are desired. Inter-
esting surveys on this topic are available in [56.41–44].
Process automation requirements can be generally ful-
filled by two mesh network technologies:

• ZigBee (ZigBee Alliance) [56.35]• Wireless HART [56.45, 46].

Both technologies use the standard IEEE 802.15.4
(2003) low-rate wireless personal area network
(WPAN) [56.33], specifying the physical layer and parts
of the data link layer (medium access control).

ZigBee
ZigBee distinguishes between three device types:

• Coordinator ZC: root of the network tree, storing the
network information and security keys. It is respon-
sible for connection the ZigBee network to other
networks.• Router ZR: transmits data of other devices.• End device ZED: automation device (e.g. sensor),
which can communicate with ZR and ZC, but is
unable to transmit data of other devices.

An enhanced version allows one to group devices
and to store data for neighboring devices. Addition-
ally, to save energy, there are full-function devices and
reduced-function devices. The ZigBee application layer
(APL) consists of three sublayers: application support
layer (APS) (containing the connection lists of the con-
nected devices), an application framework (AF), and
Zigbee device objects (ZDO) (definition of devices
roles, handling of connection requests, and establish-
ment of communication relations between devices).

For process automation, the ZigBee application
model and the ZigBee profiles are very interesting. The
application functions are represented by application ob-
jects (AO), and the generic device functions by device
objects (DO). Each object of a ZigBee profile can con-
tain one or more clusters and attributes, transferred to
the target AO (in the target device) directly or to a co-
ordinator, which transfers them to one or more target
objects.

WirelessHART
Revision 7 of HART protocol includes the speci-
fication of WirelessHART [56.46]. The mesh type
network allows the use of redundant communication
paths between the radio-based nodes. The temporal be-
havior is determined by the time synchronized mesh
protocol (TSMP) [56.47, 48]. TSMP enables a syn-
chronous operation of the network nodes (called motes)
based on a time slot mechanism. It uses various radio
channels (supported by the MAC layer) for an end-
to-end communication between distributed devices. It
works comparably with a frequency hopping mech-
anism missed in the basic standard IEEE 802.15.4.
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TSMP supports star, tree, as well as mesh topolo-
gies. All nodes have the complete routing function
(contrary to ZigBee). A self-organization mechanism
enables devices to acquire information of neighbor-
ing nodes and to establish connections between them.
The messages have their own network identifier. Thus,
different networks can work together in the same ra-
dio area. Each node has its own list of neighbors,

which can be actualized when failures have been
recognized.

To support security, TSMP uses mechanisms for
encryption (128 bit symmetric key), authentification
(32 bit MIC for source address), and integrity (32 bit
MIC for message content). Additionally, the frequency
hopping mechanism improves the security features. For
detailed information see [56.46].

56.5 Wide Area Communications

With the application of remote automation mechanisms
(remote supervisory, operation, service) using wide
area networks, the stock of existing communication
technology becomes broader and includes the follow-
ing [56.18]:

• All appearances of the Internet (mostly supporting
best effort quality of services)• Public digital wired telecommunication systems: ei-
ther line-switched [e.g. integrated services digital
network (ISDN)] or packet-switched [such as asym-
metric/symmetrical digital subscriber line (ADSL,
SDSL)]• Public digital wireless telecommunication systems
(GSM-based, GPRS-based, UMTSbased)• Private wireless telecommunication systems, e.g.
trunk radio systems.

The transition between different network technolo-
gies can be made easier by using multiprotocol label
switching (MPLS) and synchronous digital hierarchy
(SDH). There are several private protocols (over leased
lines, tunneling mechanisms, etc.) that have been used
in the automation domain using these technologies.
Most of the wireless radio networks can be used in non
real-time applications, some of them in soft real-time
applications; however industrial environments and in-
dustrial, scientific, and medical (ISM) band limit the
applications. Figure 56.9 depicts the necessary remote
channels.

The end-to-end connection behavior via these
telecommunication systems depends on the recently of-
fered quality of service (QoS). It strongly limits the
use of these systems within the automation domains.
Therefore, the following application areas have to be
distinguished:

Non-Real-Time Communication in Automation• Non real-time communication (Standard IT: up-
load/download, SNMP) with lower priority to real-

time communication: for configuration, diagnostics,
automation-specific up/download.• Manufacturing-specific functions, context manage-
ment, establishment of application relationships and
connection relationships to configure IO devices,
application monitoring to read status data (diagnos-
tics, I&M), read/write services (HMI, application
program), open loop control.

The automation domain has the following im-
pact on non real-time WAN connections: addressing
between multiple distributed address spaces, and redun-
dant transmission for minimized downtime to ensure its
availability for a running distributed application.

Real-Time Communication in Automation• Cyclic real-time communications (i. e. PROFINET
IO data) for closed loop control and acyclic
alarms (i. e. PROFINET IO alarms) as major
manufacturing-specific services• Transfer (and addressing) methods for RT data
across WAN can be distinguished as follows:

Communication channel CRs

IO deviceIO controller

Configuration data
record data

Real-timeNon real-time

IOO OIO devdev

AlarmsIO data

Fig. 56.9 Remote communication channels over WAN (input/
output (IO); communication relation (CR))
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– MAC based: Tunnel (real-time class 1, partially
real-time class 2 for longer send intervals, e.g.
512 ms), clock across WAN and reserved send
phase for real-time transmission

– IP based: Real-time over UDP (routed); web
services based [56.49, 50].

The automation domain has the following impact on
real-time WAN connections: a constant delay-sensitive
and jitter-sensitive real-time base load (e.g. in LAN: up
to 50% bandwidth reservation for real-time transmis-
sion).

To use a wide area network for geographically
distributed automation functions, the following basic
design decisions were made following the definitions in
Sect. 56.2:

• A virtual automation network (VAN) is an in-
frastructure for standard LAN-based distributed
industrial automation concepts (e.g. PROFINET or
other) in an extended environment. The productive
automation functions (applications) are described
by their object models used in existing industrial
communications. The application service elements
(ASEs), as they are specified in the IEC 61158 stan-
dard, can additionally be used.• The establishment of the end-to-end connections be-
tween distributed objects within a heterogeneous
network is based on web services. Once this con-
nection has been established, the runtime channel
between these objects is equivalent to the runtime
channel within the local area by using PROFINET
(or other) runtime mechanisms.• The VAN addressing scheme is based on names
to avoid the use of IP and MAC addresses during
establishment of the end-to-end path between logi-
cally connected applications within a VAN domain.
Therefore, the IP and MAC addresses remain trans-
parent to the connected application objects.• Since there is no new Fieldbus or real-time Eth-
ernet protocol, no new specified application layer
is necessary. Thus, the well-tried models of indus-
trial communications (as they are specified in the
IEC 61158 standard) can be used. Only the ad-
ditional requirements caused by the influence of
wide area networks have to be considered and they
lead to additional functionality following the above-
mentioned design guidelines.

Most of the WAN systems that offer quality-of-
service (QoS) support cannot provide real guarantees,
and this strongly limits the use of these systems within

the automation domain. To guarantee a defined QoS
for data transmission between two application access
points via a wide area network, written agreements
between customer and service provider [service level
agreements (SLA)] must be contracted. In cases where
the provider cannot deliver the promised QoS, an alter-
native line must be established to hold the connection
for the distributed automation function (this operation is
fully transparent to the application function). This line
should be available from another provider, independent
from the currently used provider. The automation de-
vices (so called VAN access points (VAN-APs)] should
support functions to switch (either manually or automat-
ically) to an alternative line [56.51].

There are different mechanisms to realize a connec-
tion between remote entities:

• The VAN switching connection: the logical connec-
tion between two VAN-APs over a WAN or a public
network. One VAN switching connection owns one
or more communication paths. VAN switching line
is defined as one physical communication path be-
tween two VAN-APs over a WAN or a public
network. The endpoints of a switching connection
are VAN-APs.• The VAN switching line: the physical communica-
tion path between two VAN-APs over a WAN or
a public network. A VAN switching line has its
provider and own QoS parameter. If a provider of-
fers connections with different warranted QoS each
of these shall be a new VAN switching line.• VAN switching endpoint access: the physical com-
munication path between one VAN-AP and a WAN
or a public network. This is a newly introduced class
for using the switching application service elements
of virtual automation networks for communication
via WAN or public networks.

These mechanisms are very important for the concept
of VANs using heterogeneous networks for automa-
tion. Depending on the priority and importance of the
data transmitted between distributed communications
partners, the kind of transportation service and com-
munication technology is selected based on economical
aspects. The VAN provider switching considers the fol-
lowing alternatives:

• Use case 1: For packet-oriented data transmission
via public networks a connection from a corre-
sponding VAN-AP to the public network has to be
established. The crossover from/to the public net-
work is represented by the VAN switching endpoint

Part
F

5
6
.5



Industrial Communication Protocols 56.7 Emerging Trends 995

access. The requirements made for this line have to
be fulfilled by the service level agreements from the
chosen provider. Within the public network it is not
possible to influence the quality of service. The data
package leaves the public network when the VAN
switching endpoint access from the faced communi-
cation partner is achieved. The connection from the
public network to the faced VAN-AP is also pro-
vided by the same or an alternative provider and
guarantees defined requirements. The data exchange
between two communication partners is indepen-
dent of each other.

• Use case 2: For a connection-oriented data trans-
mission (or data packages with high-level priority)
the use of manageable data transport technology is
needed. The VAN switching line represents a man-
ageable connection. A direct known connection
between two VAN-APs has to be established and
a VAN switching endpoint access is not needed.
The chosen provider guarantees the defined require-
ments for the complete line. When the current line
loses the promised requirements it is possible to de-
fine the VAN-APs to build up an alternative line and
hold on/disconnect the current line automatically.

56.6 Conclusions

As discussed in the above sections, the area of indus-
trial communication protocols has been experiencing
a tremendous evolution over the last ten years, being
strongly influenced by advances in the area of informa-
tion technology and hardware/software developments.
Existing industrial communication protocols have im-
pacted very positively both in the operation of industrial
plants, due to enhanced diagnostic capabilities, which
has improved maintenance operations, as well as in the
development of complex automation systems.

The chapter has reviewed the main concepts of
industrial communication networks and presented the
most prominent wired and wireless protocols that are

already incorporated in a large number of industrial de-
vices (from thousands to millions).

Within this scope of a multitude of existing proto-
cols and also motivated by the growth of the Internet
and increasing possibilities of the World Wide Web
network, and the increased demand for geographically
distributed automation functions virtual automation net-
works (VAN), a very interesting approach would appear
to be to allow integration via heterogeneous networks.
The section presented the concepts of VAN domains
and interfaces and the challenges on ensuring timely
communication behavior, safety, and security across
multiple VAN domains.

56.7 Emerging Trends

The number of commercially available industrial com-
munication protocols has continued to increase, despite
some trials to converge to a single and unified pro-
tocol, in particular during the definition of the IEC
61178 standard; the automation community has started
to accept that no single protocol will be able to meet
all different communication requirements from differ-
ent application areas. This trend will be continued by
the emerging wireless sensor networks as well as the
integration of wireless communication technologies in
all mentioned automation-related communication con-
cepts. Therefore, increasing attention has been given
to concepts and techniques to allow integration among
heterogeneous networks, and within this context vir-
tual automation networks are playing an increasing
role.

With the proliferation of networked devices with
increasing computing capabilities, the trend of de-
centralization in industrial automation systems will
increase in the future (Figs. 56.10 and 56.11). This sit-
uation will lead to an increased interest in autonomic
systems with self-X capabilities, where X stands for
alternatives as configuration, organizing, optimizing,
healing, etc. The idea is to develop automation sys-
tems and devices that are able to manage themselves
given high level objectives. Those systems should have
sufficient degrees of freedom to allow a self-organized
behavior, which will adapt to dynamically changing re-
quirements. The ability to deal with widely varying time
and resources demands while still delivering depend-
able and adaptable services with guaranteed temporal
qualities is a key aspect for future automation systems.
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SCADA

Just one
power cable....

UWB

Location

sensing

Ethernet

HSDPA
UMTS

Sensors

Actuators

LBS

Control
parameterization

set-up

Fig. 56.10 The wireless factory (from [56.52])

• Ubisense UWB-realtime
 positioning system

• RFID grid for mobile
 workshop navigation

• Cricket ultrasonic indoor
 location system

Fig. 56.11 Indoor positioning systems in the SmartFactory (from [56.52])
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56.8 Further Reading

56.8.1 Books

• J.W.S. Liu: Real-Time Systems (Prentice Hall, Up-
per Saddle River 2000)• P.S. Marshall: Industrial Ethernet (ISA, 2004)• P. Pedreiras, L. Almeida: Approaches to enforce
real-time behavior in Ethernet. In: The Indus-
trial Communication Technology Handbook, ed. by
R. Zurawski (CRC, Boca Raton 2005)• B. Schneider: Secrets and Lies – Digital Security in
a Networked World (Wiley, New York 2000)• L.R. Franco, C.E. Pereira: Real-time characteristics
of the foundation Fieldbus protocol. In: Field-
bus Technology: Industrial Network Standards for
Real-Time Distributed Control, ed. by N.P. Ma-
halik (Springer, Berlin Heidelberg 2003), pp. 57–
94

56.8.2 Various Communication Standards

• IEC: IEC 61508: Functional safety of elec-
trical/electronic/programmable electronic safety-
related systems (2000)• IEC: IEC 61158 Ser., Edition 3: Digital data com-
munication for measurement and control – Fieldbus
for use in industrial control systems (2003)• IEC: IEC 61784-1: Digital data communications for
measurement and control – Part 1: Profile sets for
continuous and discrete manufacturing relative to
Fieldbus use in industrial control systems (2003)• PROFIBUS Guideline: PROFInet Architecture De-
scription and Specification, Version V 2.0 (PNO,
Karlsruhe 2003)

56.8.3 Various web Sites of Fieldbus
Organizations and Wireless Alliances

• IEEE 802: http://www.ieee802.org (last accessed
April 6, 2009)

• HART Communication Foundation:
http://hartcomm.org (last accessed April 6, 2009)• ODVA: http://www.odva.org (last accessed April 6,
2009)• PROFIBUS Nutzer Organisation/PROFIBUS In-
ternational: http://www.profibus.com (last accessed
April 6, 2009)• Interbus Club: http://www.interbusclub.com (last
accessed April 6, 2009)• Fieldbus Foundation: http://www.fieldbus.org (last
accessed April 6, 2009)• MODBUS: http://www.modbus.org/ (last accessed
April 6, 2009)• Actor-Sensor-Interface ASi:
http://www.as-interface.net (last accessed April 6,
2009)• Ethernet POWERLINK Standardization Group
(EPSG): http://www.ethernet-powerlink.org (last
accessed April 6, 2009)• EtherCAT Technology Group:
http://www.ethercat.org (last accessed April 6,
2009)• Interessengemeinschaft SERCOS interface e.V.:
http://www.ig.sercos.de (last accessed April 6,
2009)• IEEE 802.11TM Wireless Local Area Networks:
http://ieee802.org/11/ (last accessed April 6, 2009)• ZigBee Alliance: http://www.zigbee.org (last ac-
cessed April 6, 2009)• Bluetooth Special Interest Group:
http://www.bluetooth.org (last accessed April 6,
2009)• WISA: Wireless Interface for Sensors and Actua-
tors: http://library.abb.com/global/scot/scot209.nsf/
veritydisplay/4e478bd7490a3f8bc12571f100
427dcb/$File/2CDC171017K0201.PDF (last acces-
sed April 6, 2009)• Virtual Automation Networks (VAN):
http://www.van-eu.eu/ (last accessed April 6, 2009)
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Automation a57. Automation and Robotics in Mining
and Mineral Processing

Sirkka-Liisa Jämsä-Jounela, Greg Baiden

Mines and mineral processing plants need in-
tegrated process control systems capable of
improving plant-wide efficiency and produc-
tivity. Mining automation systems today typically
control fixed plant equipment such as pumps,
fans, and phone systems. Much work is under-
way around the world in attempting to create the
moveable equivalent of the manufacturing as-
sembly line for mining. This technology has the
goals of speeding production, improving safety,
and reducing costs. Process automation systems
in mineral processing plants provide important
plant operational information such as metal-
lurgical accounting, mass balances, production
management, process control, and optimization.
This chapter discusses robotics and automation for
mining and process control in mineral processing.
Teleoperation of mining equipment and control
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strategies for grinding and flotation serve as
examples of current development of field.

57.1 Background

Mining is the act of extracting mineral determined to
be ore from the earth to be processed in a mineral pro-
cessing operation. All mining operations have a least
some limited mineral processing available on site. Usu-
ally the sophistication of the complex is determined by
unit process operations needed to make the product,
or distribution and transportation costs (Fig. 57.1). The
mineral extraction process can occur using many po-
tential mining methods. Some of the methods include
open pit, caving, bulk stoping, and/or selective mining
techniques such as cut and fill, as well as room and
pillar [57.1]. Each method and suite of mining equip-
ment has the aim of extracting the mineral at a profit for
processing.

The aim of a mineral processing operation is to con-
centrate a raw ore for the subsequent metal extraction
stage. Usually, the valuable minerals are first liberated

from the ore matrix by comminution and size separation
processes (crushing, grinding, and size classification),
and then separated from the gangue using processes
capable of selecting the particles according to their
physical or chemical properties, such as surface hy-
drophobicity, specific gravity, magnetic susceptibility,
and color (flotation, magnetic or gravimetric separation,
sorting, etc.) [57.2].

Process automation has always played a key role
in the mineral process industries and is gaining mo-
mentum in mining extraction operations as mobile
robotics techniques are being applied. The use of ad-
vanced technologies, including modeling, simulation,
advanced control strategies, smart equipment, field-
buses, wireless networks, remote maintenance, etc., is
widespread in many sectors (Fig. 57.2). Information-
based technologies are responsible for making mineral
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Fig. 57.1 Mineral processing automation (courtesy of Rockwell Automation, Inc)

processing more efficient and reliable, and help the in-
dustry to adapt to new competitive environments in
a safe and environmentally sound manner. One critical
step in achieving these objectives is to develop and ap-
ply improved control systems across the full range of
applications from mining to processing and utilization.

While mineral processing has had extensive use of
many advanced technologies, standard mining applica-
tions such as pumping, dewatering, hoist control, and
power distribution remain the norm with some individ-
ual exceptions in ventilation systems and other mine
wide systems. Overall, the complication and scale of
mining operations has delayed the wide adoption of
advanced technology. Several stand alone technologies
have seen successful implementation in mining and pi-
lot projects; full scale mine implementation have been
attempted with extremely encouraging results. The In-
telligent Mine Program in Scandinavia and the Mining
Automation Program [57.3] in Canada were two main
projects attempted in the 1990s and early 2000s. The
main technology drivers were seen to be: telecommuni-
cations, positioning and navigation, integrated software
systems, and mobile robotic equipment. The Intelli-
gent Mine Program explored the issues from a rock
and process characteristic point of view and the Min-
ing Automation Program from an equipment point of
view.

The optimization of the economics of the pro-
cess operations is the key driver for the application
of advanced control. Many successful control strat-
egy implementations in mineral processing have been

reported. The power of model-based control for indus-
trial semi-autogenous grinding circuits was discussed
by Herbst and Pate [57.4]. In the application, they used
an expert system and online process models to find the
optimum feed rate. A Kalman filter was used to esti-
mate unmeasured variables such as mill filling and ore
hardness that were required by the expert system. An
8% improvement in feed rate over manual control was
achieved with the control system. In the multivariable
control application on a two-stage milling circuit at the
East Driefontein Gold Mine in South Africa, the aver-
age throughput t/h was increased from 73.1 to 79.2,
and the average grain size % < 75 μm from 76.5 to
78.5. The standard deviation of the grain size values
was reported to decrease from 3 to the 0.9 [57.5]. Suc-
cessful economic results and benefits from 13 years of
computer control in flotation have been reported by Mi-
ettunen [57.6].

The economics of the application of intelligent
robotics for mining was seen as having substantial ben-
efits. These were discussed in Baiden [57.7]. This report
showed that the fundamental definition of ore would be
altered by the projected results of cost reduction and
mining rate improvements. Further, robotic operation
would improve the safety of miners as it would drop
exposure levels. Subsequently, the Intelligent Mine Pro-
gram and Mining Automation Program showed through
field feasibility experimentation that these projections
were realistic. Several projects around the world now
are investigating the opportunity for robotic and teleop-
erated equipment in particular applications.
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Fig. 57.2 Mining automation architecture (courtesy of Rockwell automation)

However, the control of mineral processes is faced
with many challenges. At the present time it is not pos-
sible to measure, on a real-time basis, the important
physical or chemical properties of the material pro-
cesses. This is particularly true for the fresh ore feed
characteristics (mineral grain size distribution, mineral
composition, mineral association, grindability) and the
ground material properties (liberation degree, particle
composition distribution, particle hydrophobicity). An
essential feature of control and optimization strategies is
the availability of mathematical models that accurately

describe the characteristics of the process. Satisfactory
mathematical models are not, however, available for
mineral processing unit processes due to the fact that the
physics and chemistry of the sub-processes involved are
poorly understood. Models for process analysis and op-
timization for comminution circuits are usually based
on population balance models and the use of break-
age and selection functions. Numerous empirical and
phenomenological models based on various assump-
tions for flotation have been proposed in the literature.
Among the many flotation models, the classical first-
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order kinetic model is widely used and can be utilized
to optimize the design of the flotation circuit and its
control strategy. Recently progress has been made in

grinding circuit modeling using the discrete element
method (DEM) [57.8–12], and efforts have been made
in the CFD modeling of flotation [57.13].

57.2 Mining Methods and Application Examples

Mining in general has had little process control ca-
pability as mechanization of equipment was the only
real opportunity that existed. For example, the absence
of communication systems limited the types of pro-
cess control that could be applied. In the last two
decades work has been underway to change this. The
portable size of computers and the availability of net-
works to connect them to spawned growth in the
application of process control to mining. The basics
of main distribution systems such as water and power
are now the norm. Networks have further enabled the
installation of rock mechanics systems such as micro-
seismic systems. While these systems are important
they do not get to the actual main production technolo-
gies because the machine systems for production are
mobile.

Both the Intelligent Mine Program and the Min-
ing Automation Program worked to change this and the
concepts behind telemining started to gain momentum
in the mid to late 1990s. Telemining (mobile process
control for mining) is the application of remote sensing,
remote control, and the limited automation of mining
equipment and systems to mine mineral ores at a profit.
The main technical elements are (Fig. 57.3):

• Advanced underground mobile computer networks• Positioning and navigation systems• Mining process monitoring and control software
systems• Mining methods designed specifically for telemi-
ning• Advanced mining equipment.

Telemining has the capability to reduce cycle times, im-
prove quality and increase the efficiency of equipment
and personnel, resulting in increased revenue and lower
costs.

Advanced high capacity mobile computer networks
form the foundation of teleremote mining (Fig. 57.4).
The mine may be connected via the telecommunica-
tion system so mines can be run from operation centers
underground or on the surface. Several opportunities ex-
ist for communication, depending on the environment.

Surface mines have trended towards network systems
such as the 802.11 standard [57.14]. Whereas under-
ground mines have focused on much higher bandwidth
systems consisting of a high capacity backbone linked
to 2.4 GHz capacity radio cells for communication. The
high capacity allows the operation of not only data
systems but mobile telephones, handheld computers,
mobile computers on board machines, and multiple
video channels to run multiple pieces of mining equip-
ment from surface operation centers [57.15, 16].

To apply mobile robotics to mining, accurate posi-
tioning systems are an absolute necessity. Positioning
systems that have sufficient accuracy to locate the mo-
bile equipment in real-time at the tolerances necessary
for mining have been developed [57.17, 18]. Practical
uses of such systems include machine set-up, hole loca-
tion, and remote topographic mapping. Surface systems
use GPS for location and several of these systems have
been developed. In underground mines, some of the
most advanced positioning equipment consists of laser
reference positioning, ring-laser-gyro (RLG), and ac-
celerometers. Units are mounted on all types of drilling
machines so that operators can position the equipment.
These types of systems are just beginning to make their
presence known over conventional surveying; several
manufacturers offer this new product [57.19]. RLG sys-
tems track the location of mobile machinery in the

Mining
methods

Process engineering,
monitoring and control

Positioning and
navigation systems

Underground
telecommunication system

M
in

in
g 

eq
ui

pm
en

t

M
ining process system

s

Fig. 57.3 Conceptual representation of the key technolog-
ical components (after [57.1])
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mine. Accurate positioning systems mounted on mo-
bile equipment will enable the application of advanced

manufacturing robotics to mining. Usually in advanced
manufacturing, robotic equipment is fixed to the floor,
allowing very accurate surveying and positioning of
the equipment. The positioning systems being used for
mining equipment allow accurate positioning of sur-
face equipment using GPS, and inference techniques
allow high accuracy positioning of mobile underground
equipment.

Mine planning, simulation, and process control sys-
tems are growing using the foundations of telecommu-
nications, positioning, and navigation. Linking geology
and engineering directly to operations is important for
the successful application of these systems. Several sys-
tems such as Datamine, Gemcom, Mine 24D, to name
a few, are in use around the world today. Further, pro-
cess control systems for the day-to-day operation of
pumping, dewatering, and power distribution are the
norm. New systems for ventilation control are starting
to emerge as the cost of the overall system infrastructure
is reduced.

57.3 Processing Methods and Application Examples

The overall objective of a grinding and flotation unit is
to prepare a concentrate, which may be as simple as
the net revenue of the plant. In practice, however, the
links between the grinding and flotation circuits tun-
ing and the economic objective are not obvious, and
the objectives are always broken down into particle
size reduction, mineral liberation, and mineral separa-
tion objectives. In the following, grinding and flotation
areas are briefly discussed as application areas where
automation has played an important role in mineral pro-
cessing. These application areas serve as examples of
current developments in the field of automation in min-
eral processing.

57.3.1 Grinding Control

Grinding ore to the optimum size for mineral extrac-
tion by flotation or leaching is an essential but high
energy intensive part of most mineral processing opera-
tions. The benefits from improved grinding control are
substantial, primarily in the areas of improved milling
efficiency, more stable operation, higher throughput,
and improved downstream processing. Grinding an ore
finer than is necessary leads to increased energy costs,
reduced throughput, increased mill liner consumption,
and increased consumption of grinding media and

reagents. Insufficient ore grinding, on the other hand,
reduces the recovery rate of the valuable mineral.

Instrumentation
For grinding instrumentation both basic measurement
and advanced indirect instruments are available. The
most common measurements are: mass flow rate on
a conveyor belt, volume flow rate, pipeline pressure,
pulp density, sump level, mill motor power consump-
tion, and mill rotation speed. Online particle size
measurement is also a part of the well-instrumented
grinding circuit. Indirect instruments are mostly used
in mill or hydrocyclone operation monitoring. These
measurements are based, for example, on acoustic mea-
surements, vision-based monitoring, mill liner sensors,
and mill power frequency analysis.

Mass flow rate measurement on a conveyor belt is
mainly performed by nuclear weight gauges. In pipeline
flow measurements magnetic instruments are the most
typical. Pulp densities can be measured by a nuclear
density meter, soft sensors, or alternatively by certain
particle size analyzers.

Online particle size analysis can be performed us-
ing several techniques. The three most typical online
particle size analysis methods in mineral processes are
mechanical, ultrasonic, and laser diffraction-based de-
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vices. Outokumpu Technology’s PSI-200 has been one
of the most popular mechanical devices since the 1970s.
The measurement is based on a reciprocating caliper
with high precision position measurement. The mea-
surement technique limits accurate size measurement to
the coarser end of the distribution. The ultrasonic-based
measurements were also developed in the 1970s, for ex-
ample the Svedala Multipoint PSM-400. However, the
method requires frequent calibration and is susceptible
to air bubbles. The laser diffraction method represents
the latest technology in online particle size analysis.
The PSI-500 particle size analyzer, manufactured by
Outokumpu, uses laser diffraction-based measurement,
with automatic sample preparation. The system enables
the development of new advanced control employing
the full scale of the particle size distribution [57.20].

Some vision-based measurements have recently
been developed. Mintek has a product CYCAM for
hydrocyclone underflow monitoring. The equipment
measures the angle of the discharge and therefore
the conditions; for example, roping can be detected.
For particle size on-belt monitoring of the grind-
ing and crushing circuit Metso has a product called
VisioRock.

Various methods are used for mill charge measure-
ment. These include acoustic measurements [57.9], mill
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Fig. 57.5 Typical flowsheet of a grinding circuit (after [57.21])

liner sensors and mill power frequency analysis [57.22–
24]. The methods are mostly applied to specific pro-
cesses, and there have been no significant commercial
product breakthroughs.

To summarize, an example of a grinding circuit with
typical instrumentation is given in Fig. 57.5.

Control Strategies
Control of the wet mineral grinding circuits might have
different objectives depending on the application. The
most common control objectives are:

• The particle size distribution of the circuit product
is to be maintained constant at constant feed rate.• The particle size distribution of the circuit product
is to be maintained constant at maximum feed rate.• Both the particle size distribution and solid contents
circuit product are to remain constant.

The control strategy for the grinding circuit is based
on a hierarchical structure. Basic controls mainly con-
sist of traditional PI controllers and ratio controllers.
The mill water feed typically has a ratio control with
the ore feed. In many cases, sump levels are controlled
by changing the pump speed. Furthermore, the pump
speed is used to control the hydrocyclone feed pressure.
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The cyclone feed density is stabilized by manipulat-
ing an additional water feed rate to the sump. Particle
size measurement is also currently applied in grinding
circuit control. The product particle size measurement
can, for example, be used to manipulate the ore feed
rate to the primary mill. In addition, higher level opti-
mization methods are typically applied to maximize the
throughput with desired constraints.

57.3.2 Flotation

In flotation the aim of the control strategy is adjust-
ment of the operating conditions as a function of the
raw ore properties and feed rate, metal market prices,
energy, and reagent costs [57.25]. Usually these objec-
tives require a certain amount of trade-off between the
concentrate and tonnage, the impurity contents and the
operating costs.

Instrumentation
In flotation, instrumentation is available for measuring
flow rates, density, cell levels, airflow rate, reagent feed
rates, pH, and conductivity. Slurry flow measurement is
mainly performed by a magnetic flow meter, and density
by a nuclear density meter. The most typical instruments
used for measuring the slurry level in a cell are a float
with a target plate and ultrasonic level transmitter,
a float with angle arms and capacitive angle trans-
mitter, and reflex radar. The instrument for measuring
flotation airflow rate contains a thermal gas mass flow
sensor or a differential pressure transmitter with a ven-
ture tube, pitot tube, or Annubar element. A wide range
of different instrumentation solutions for reagent dos-
ing exist. The best choice is to use inductive flow meters
and control valves. Electrochemical measurements give
important information about the surface chemistry of
valuable and gangue minerals in the process. pH is
the most commonly measured electrochemical poten-
tial, and sometimes pH measurement can be replaced by
conductivity measurement, which gives approximately
the same information as pH measurement. Recently,
other electrochemical potential measurements have also
been under study. The use of minerals as working elec-
trodes makes it possible to detect the oxidation state of
different minerals and to control their floatability. Sta-
bility of the electrodes, however, has been a problem in
online use, but some good results have been reported.

X-ray fluorescence is the universal method for
online solid composition measurement in flotation.
Equipment vendors now offer, however, more efficient,

compact, flexible and reliable devices than were avail-
able in the 1970s.

To summarize, an example of a flotation circuit
with typical basic instrumentation is given in Fig. 57.6.
Conductivity and pH are measured in the conditioner.
On-stream analyses are taken from the feed, tailings and
concentrate, and also from several flows between the
flotation sections. Flow rates, levels, and airflow rates
are measured at several points. Most of the reagents are
added in the grinding circuit, except for frother, which is
added in the conditioner and additional sodium cyanide
in the cleaner.

Recent developments in instrumentation have pro-
vided new instruments, such as image analysis-based
devices for froth characteristics measurement. Three
different image analysis products have been reported
to be available commercially: FrothMaster from Out-
okumpu, JKFrothCam from JKTech, and VisioFroth
from Metso Minerals. Research has been carried out on
developing image processing algorithms and on analyz-
ing the correlations between image analysis and process
variables, more recently also on flotation control based
on image analysis.

A comprehensive description of the flotation
plant instrumentation has been reported by Laurila
et al. [57.26].

Flotation Control
Flotation control designed according to the classical
control hierarchy of base level controls, stabilizing con-
trol, and optimizing control has been widely accepted
as a mature technology since 1970. Basic controls
consist of traditional PI controllers for cell levels
and airflow rates. A feedforward ratio controller is
used for reagent flow rates. For cell levels in series
a combination of feedforward and multivariable con-
trol strategy has been also widely applied in industrial
use [57.27].

Developing flotation control strategies is still an ac-
tive research topic since the benefits to be gained in
terms of improved metallurgical performance are sub-
stantial. However, flotation control is becoming more
and more difficult due to the emergence of low grade
and complex ores. Machine vision technology provides
a novel solution to several of the problems encountered
in conventional flotation control systems, like the effects
of various disturbances appearing in the froth phase.
Structural characteristics such as bubble diameter and
froth mobility give valuable information for following
the trend in metal grade and recovery.
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Fig. 57.6 Typical flowsheet of a flotation process (Cu circuit of Pyhäsalmi concentrator) (after [57.28])

In the FrothMaster-based control in the rougher
flotation at Cadia Hills Gold Mine in New South Wales,
Australia, three FrothMaster units measure froth speed,
bubble size, and froth stability. The control strategy
contains stabilizing and optimizing options. Stabiliz-
ing control strategy is logic based and manipulates the
level, frother addition rate, and aeration rate to con-
trol the froth speed. Optimizing the control of the grade
changes the setpoint values of the froth speed [57.29].
Many industrial implementations of the JKFrothCam
system have been reported as well. The control sys-
tem consists of PID controllers and/or an expert system.
Measurements of bubble size, froth structure, and froth
velocity are taken and reagent dosages, cell level, and
aeration rates are used as manipulated variables [57.30].
VisioFroth is one module in the Metso Minerals CISA
optimizing control system, by which froth velocity, bub-
ble size distribution, and froth color can be measured.
The largest VisioFroth installations are at Freeport, In-
donesia, with 172 cameras and Minera escondida Phase
IV, Chile, with 102 cameras. A combination of on-

stream analysis and image analysis technology seems to
be the most efficient way to control flotation today. Bet-
ter concentrate grade consistency, and thus improved
plant recovery, have been reported using this combina-
tion [57.31].

Flotation, being a time variant and nonlinear process
that usually also undergoes large unknown disturbances
is, however, difficult to manage optimally by classi-
cal linear control theory applications. Operator support
systems are needed to overcome these problematic sit-
uations. The latest applications of the operator support
systems are concentrating on solving the issue of feed
type classification. At many mines, changes in the min-
eralogy of the concentrator feed cause problems in
process control. After a change in the feed type a new
process control method has to be found. This is usually
done by experimentation because the new type is often
unknown. These experiments take time and the resulting
treatment method might not be optimal. The monitoring
system developed by Jämsä-Jounela et al. [57.28] uses
SOM for online identification of the feed ore type and
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a knowledge database that contains information about
how to handle a specific ore type. A self-learning al-
gorithm scans historical data in order to suggest the

best control strategy. The key for successful implemen-
tations is the right selection of variables for the ore type
determination.

57.4 Emerging Trends

Modern automation systems in plants that have to pro-
cess ever more complex ore are faced with the challenge
of incorporating the increasing capabilities of modern
technology in order to be able to succeed in a very
competitive and global market, in which product vari-
ety and complexity, as well as quality requirements, are
increasing, and environmental issues are playing ever
more important key roles.

Mines and processing plants need integrated process
control systems that can improve plant-wide efficiency
and productivity. Advances in information technology
have provided the capabilities for sharing information
across the globe and, as such, process automation and
control have become more directly responsible for as-
sisting in the financial decision making of companies.
The future aim of the system approach is to cover the

Fig. 57.7 RLG and test-bed (after [57.32])

complete value-added chain from the mine to the end
product, and to utilize the latest hardware and software
technology advances in their systems (Fig. 57.12).

Emerging trends in mining will likely take the form
of moving towards advanced manufacturing techniques.
Telecommunications systems on the surface and un-
derground have opened the door to a completely new
thinking in mining. The three biggest trends will be
advances in positioning systems, telerobotic control of
machinery, and the techniques that these systems will
enable.

57.4.1 Teleremote Equipment

Work continues in the research field in building the
equivalent to global positioning systems for under-
ground. This technology development was recently
reported at Massmin 2008 in Lulea, Sweden [57.33].
This new development combined with gyro technology
will alter current practices in ways not yet compre-
hended. If this technology is combined with a RLG and
a laser scanners mounted on a mobile machine such as
shown in Fig. 57.7; the machines can have knowledge
of positioning in real time on board the machine. Tasks

Fig. 57.8 Software generated drift from test-bed machine data (af-
ter [57.32])
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Fig. 57.9 Teleremote operation chair (after [57.32])

such as mapping, drill setup, and machine guidance
systems will become simple to implement. Figure 57.7
shows a RLG and a concept of a machine for surveying.
Figure 57.8 shows the actual mapping data collected by
this surveying machine. At present, this unit is capable
of surveying a 1 km drift (tunnel) in a few hours as op-
posed to several days using current work practices. The
addition of an equivalent to GPS for underground will
improve this technology and many more.

Another important trend is enabled by advances be-
ing made in communications capacity. The operation of
teleremote equipment is possible for all processes and
equipment. An operator station as shown in Fig. 57.9
is connected to the machine via the telecommunica-
tions system. This allows the operator to run several
machines simultaneously, and together with position-
ing and navigation systems will allow the operator to
instantaneously move from machine to machine across
multiple mine environments. Several mines around the
world are attempting this technology in operation. The
list includes Inco, LKAB, Rio Tinto, and Codelco.

Creighton

Stobie

175 Test mine

Fig. 57.10 Mines operation center

As the technology becomes more widespread, it
will allow mining companies to consider the installa-
tion of mine operation centers such as the one shown in
Fig. 57.10. Prototypes have been designed and installed
around the world. The figure shows a mine operation
center (MOC) that connects Stobie Mine, Creighton
Mine, and the Research Mine at Inco. As seen in this
picture, all are connected to the MOC. Three Tamrock
Datasolo drills and five LHDs of various types are work-
ing or have worked from the MOC since its inception.

Benefits
Significant benefits of this teleremote style of opera-
tion lie in safety, productivity, and value-added time.
Operators spend less time underground thus reducing
exposure to underground hazards, and productivity is
improved from the current one person per machine to
one person per three machines. Initial tests indicate that
23 continuous LHD hours of operation in a 24 h period
is possible, which is significantly better than the current
15 h. Clearly capital requirements in the latter situation
are reduced.

0 365 730 1095 1460

a)  Conventional blasthole mining
Tons/day

Drifts accessible
Ore TPD (×100)
Rock TPD (×100)

0 365 730 1095 1460

b)  Teleoperated blasthole mining
Tons/day

Drifts accessible
Ore TPD (×100)
Rock TPD (×100)

Fig. 57.11a,b Conventional (a) and teleremote mine (b) life
comparisons (after [57.1])
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Fig. 57.12 Automation of cement processing by coordinating needed software and hardware (courtesy of Rockwell Automation,
Inc)

The effectiveness of teleremote mining may be
analyzed in the short term using computer-based sim-
ulation systems, which are powerful quantification and
visualization tools of technology and operations. The
following example shows the impact of the teleoper-
ated mining technology on throughput, mine life, better
resource utilization, and increased value generation for
the organization.

57.4.2 Evaluation of Teleoperated Mining

A simulation model was used to evaluate the impact
of teleremote operations on mine life and provide out-
puts required to make planning decisions. Teleremote
operations have been shown in an operating mine to
be capable of 7 to 7.5 h of operation per 8 h shift as
compared to 5 h in a conventional mine. Other signif-
icant differences between conventional and telerobotic
mining are increased flexibility and safety.

The comparative graphs shown in Fig. 57.11 show
significant potential results from the application of
robotics and automation. Mine life is reduced by 38%
using teleremote mining versus conventional mining
because of the higher mining rate from improved
throughput and face utilization. Moreover, utilization of

LHD equipment is increased by 80% in teleremote min-
ing compared to conventional settings. With a total of
two LHDs, high rates of production were achieved.

57.4.3 Future Trends in Grinding
and Flotation Control

The optimization methods for grinding control are ex-
pected to be developed due to better particle distribution
measurement systems, advanced mill condition mea-
surements (e.g. frequency analysis), and the use of
efficient grinding simulations based, for instance, on
the discrete element method. Flotation is facing a new
era in terms of process control and automation. Flota-
tion cells have increased in size dramatically over the
past years; flotation circuit design of multiple recycle
streams will be replaced by simpler circuits, subse-
quently leading to a decreasing number of instruments
with higher demands on reliability and accuracy. This
will set new challenges for the control system design
and implementation of these new plants. Process data
driven monitoring methods, model predictive control
(MPC), and fault tolerant control (FTC) will be among
the most favorable methods to be applied together with
the recently developed new measurement instruments.
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Automation i58. Automation in the Wood and Paper Industry

Birgit Vogel-Heuser

Plant automation in the timber (wood) industry
and paper industry has many analogies due to
the similar process characteristics, i. e., hybrid
process. From a plant automation point of view
these industries are challenging because of their
technical requirements. The USA is the largest
producer of paper and paperboard. In a census
by the America Census Bureau, the paper industry
is placed 7 among 21 different industry groups,
with 6% of the total value of product shipments
for the years 2005 and 2006 [58.1]. China, as the
second largest paper producer after the USA, is
expecting a growth rate of 12.4% per annum (for
the forecast from 1990 to 2010) [58.2]. The German
woodworking machinery sector, with more than
26% of the world market share, had a € 3.4 billion
turnover in 2006 and 72% export quota [58.3].
In 2006, the German print and paper industry
grew by more than 7%, to € 8.5 billion and more
than 84% export quota ([58.4], more details
in [58.5]). This chapter will not only highlight the
specific requirements from a technical point of
view but also from the marketing point of view.
Observations from these two points of view will
lead to a heterogeneous automation system with
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proprietary devices for real-time and machinery-
safety-related tasks, and standard devices for
the rest. Both industries belong to plant man-
ufacturing industries with their typical business
characteristics. Automation in this field is technol-
ogy driven and its importance is growing because
more functionalities are being implemented using
automation software to increase systems flex-
ibility. The interface from automation level to
enterprise resource planning (ERP) systems is be-
ing standardized in international manufacturing
companies. Engineering is the key factor for im-
provement that needs to be considered in the
coming years, and therefore also modularity and
reusability where applicable.

58.1 Background Development and Theory

Both processes considered in this chapter are character-
ized by a large number of interrelated but independent
processing steps as well as complex control parameters.
Despite narrow limits and sophisticated process control,
inhomogeneous properties of raw materials will cause
variations in product quality. These variations cannot be
measured directly at the time of production and can only
be determined subsequently by destructive testing.

An overview of the requirements of process au-
tomation in plant manufacturing industry is provided in
Table 58.1.

The criteria can be structured according to pro-
cess requirements, automation system architecture, and
project. A process automation system controls a type
of process, e.g., batch, continuous, or discrete. Some-
times processes are composed of different process types
and are then known as hybrid process. Both processes
discussed in this chapter are hybrid process. Hybrid pro-
cesses require different control strategies and therefore
also different modeling notations, e.g., block diagrams
(continuous) or state charts (batch). Both processes de-
mand a hybrid automation system architecture.
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Table 58.1 Overview of the requirements of process automation

Categories/criteria Functionality/notation aspects

Process (hybrid) Batch (continuous) Transfer functions, block diagrams, differential equation
Discrete Status model, flow chart, continuous function chart, Petri net
Real time Hard real-time and event-controlled system, synchronized drive
Reliability Mapping of reliability aspects (failure mode and effects analysis:

FMEA, fault tree analysis: FTA)
Automation system Implementation Programming language (C, IEC 61131-3, PEARL)
(heterogeneous) Operation system [proprietary real-time operating system (RTOS

proprietary)], Windows CE or XT
Hardware platform Programmable logic controller (PLC), distributed control system

(DCS), personal computer (PC), microcontroller
System architecture
heterogeneous

Central, decentralized, distributed

Human–machine
interface (HMI)

PC-based standard HMI tools and proprietary tools for fast trending
of process data

Specific requirements for both considered processes
in terms of process automation are:

1. Wood, as the input material, fluctuates strongly due
to the environment.

2. The required mechanical construction relies on
heavy machinery.

3. They have hard and fast real-time requirements for
the control of central machinery with a large num-
ber of control loops, which does not allow the use of
one standard automation device, for example, a pro-
grammable logic controller (PLC) or a decentralized
control system (DCS). As an example, during par-
ticle board manufacturing in a hydraulic press, up
to 350 closed-loop controllers need to run within
10–20 ms cycle time.

4. Both timber and paper plants can consist of
3000–6000 analogue or digital inputs and outputs
that are connected via a fieldbus. A paper plant
needs to control up to 3500 control loops using
10–20 central processing units (CPUs) (PLCs or
DCSs) that communicate via Ethernet-based bus
systems.

5. The huge number of analogue control loops in a ma-
chine, in combination with requirements for fast
real-time operation, results in the use of specific au-
tomation solutions. In the timber industry a versa
module eurobus (VMEbus)-based control system is
used, whereas in the paper(making) industry, de-
centralized control systems (DCS) with proprietary
automation devices are used.

6. Worldwide environmental conditions lead to differ-
ent automation architectures, i. e., decentralized and
centralized design.

7. Consideration of both cross section and longitudinal
section in control is required. The width of a pressed
board is up to 2.9 m and in a paper machine up to
11 m, therefore the control and operation task has to
deal with these two dimensions.

8. The need for precise synchronization between sev-
eral drives in the machine, else the paper may
be ripped, the timber mat may be ripped or com-
pressed, or the steel belt of the hydraulic press may
be damaged, thus causing damage to the surface of
the panels. Speed of production depends strongly
on product thickness, and ranges from 300 mm/s
to 1.5 m/s in the timber industry and up to 25 m/s
in the paper industry. Older solutions used vertical
shafts to synchronize the drives accurately.

9. Continuous production around the clock, 365 days
a year, demands high availability of plant automa-
tion system, i. e., about 90% in the timber industry
and 99.9% in the paper industry.

10. Plant automation can automate almost 100% of
tasks, but some important measurements such as
moisture can still not be measured precisely, while
other values such as internal bonding and bending
strength are only available through laboratory ex-
periments such as destructive testing.

11. Implementation of closed-loop controllers for mat
weight or square weight, moisture, temperature, and
thickness is required. Quality criteria for the sur-
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Table 58.2 Languages of the IEC 61131-3 standard

Name/Functionality Application

Ladder logic/circuit diagram On/off, lamps

Instruction list/assembler type Time-critical modules

Function block language/Boolean operations
and functions

Interlocking, controller, reusable functions,
communication

Sequential function chart/state diagram Sequences

Structured text/higher programming language Controller, technological functions

face structure include color and gloss in the paper
industry and varnishing in the timber industry.

12. From the control-theoretic point of view, today both
processes still lack a method that can model the
whole process and the central machinery, i. e., the
continuous hydraulic press in the timber industry
and the paper machine in the paper industry. A first
attempt to develop a model for the central ma-
chine has been made for the timber industry [58.6].
A method to model the process has not yet been de-
veloped due to lack of information concerning the
process. Support from the operator and technolo-
gist is needed to bridge this gap, and to do this they
would need, for example, a fast trending tool (sam-
ple time 10 ms for 450 analogue inputs) to analyze
and optimize control loops in the entire machine or
process.

After the discussion of technical requirements the
typical market requirements should be mentioned.
The company- and/or product-specific technological
knowhow for both considered domains are of great
value. The market is very competitive, which is why
technological knowhow is kept within different pro-
duction companies. Technological feedback to the
machinery supplier is weak and therefore it is difficult
to achieve technical control improvement. Suppliers are
mostly situated in high-wage countries but the mar-
ket is global, with growing competition from low-wage
countries, therefore engineering efficiency and reduced
engineering times are important for suppliers. Addi-
tionally, reduced start-up times and improved plant
reliability are growing challenges in every part of the
world. This means that engineering processes need to be
optimized through modularity and reuse, as well as data
integration along the engineering lifecycle. Modularity
and reusability in modeling and simulation provide the
opportunity to increase software quality while reducing
start-up time.

During the design of each plant location, various
requirements need to be taken into account, regard-
ing: standards, type, and stability of power supply from
power companies; ground connection; and the different
qualifications of operator and service personnel.

Due to the availability requirement (see item 9
above) and the protection of technological knowhow
while optimizing production, there is a need to provide
maintainable and adaptable systems for the worldwide
market. As far as possible standardized automation sys-
tems should be used, i. e., PLCs in the timber industry
and DCSs in the paper industry.

The end customer usually specifies the brand of
PLC, human–machine interface (HMI), or DCS, and
sometimes also the drives used (if technologically pos-
sible). PLC and DCS systems are programmed accord-
ing to the International Electrotechnical Commission
(IEC) 61131-3 standards (Table 58.2). Customers in the
USA prefer ladder logic as the programming language
whenever possible. Technologically complex functions
will be encapsulated in function blocks. However, stan-
dard PLCs and DCSs are not appropriate for fast
real-time requirements and they can be manipulated by
end customers; this should not be allowed as they are
complex devices and there is the risk of machine haz-
ards. This is why heterogeneous automation systems
are standard in both industries. These heterogeneous
systems consist of standard devices, standard HMIs,
and fieldbus solutions, enriched with domain- or even
company-specific solutions for fast real-time control.
The important difference between the two industries is
that the requirement for intrinsic safety is more relevant
to the paper industry compared with the timber indus-
try. The intrinsic safety requirement has a strong impact
on the selection of appropriate equipment, especially
sensors and actuators as well as fieldbus solutions.

Some green-field plants for the timber industry
include glue production and/or paper machines that pro-
duce paper necessary for lamination.
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Most machinery will be shipped in parts and is only
commissioned on site, therefore machines or machine
components will only be tested at the supplier’s site.
The final test is necessary after commissioning on site.

Training of maintenance personnel and operators
takes place during commissioning and start-up. Oper-
ator training systems (OTS), which include simulation
of the process, will be developed in the near future.

58.2 Application Example, Guidelines, and Techniques

As discussed, the requirements of the timber and paper
industries are similar. This Chapter will first explain the
continuous hydraulic press as an application example
to show these requirements in more detail and appro-
priate automation solutions. After that, one solution for
a paper machine will be introduced to highlight the sim-
ilarities in terms of requirements and solutions.

58.2.1 Timber Industry

The production of fiber boards in the timber industry is
a hybrid production process which generates a product
(wooden panels) that has to meet many quality require-
ments. The thickness and density of the board or the
consistency of the material are target values that need
to be controlled within the tight intervals. The process
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Fig. 58.1 Overview of the fiber board production process (after [58.7])

consists of multiple steps where wood as the input ma-
terial is prepared (Fig. 58.1). In the subsequent steps,
the fiber mat is formed through continuous pressing pro-
cess, heated, hardened, and sawn into discrete boards.

Wood is a natural material that is strongly influenced
by temperature and humidity conditions. The input ma-
terial’s characteristics for the process varies widely.

The most costly piece of equipment to acquire and
operate is the hydraulic press. It usually determines
the maximum capacity of the production line [58.8].
The simplified press principle is described as follows.
For the finished board, the material (already mixed
with glue) has to be pressed with a specific pressure
to obtain a certain thickness that is related to a set
value. Wood is a natural material with underlying strong
disturbing influences such as temperature or humidity
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conditions. Thereby the characteristic of the input ma-
terial to the press varies widely and cannot be measured
with sufficient accuracy for automatic control. Hence
the operator should be able to influence the automatic
control strongly in order to compensate for such influ-
ences, based on his experience. The operator must be
able to recognize that the situation is no longer in the
range of the selected recipe and that he has to react by
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Fig. 58.2 (a) Process and instrumentation diagram of a continuous thermohydraulic press (only distance and pressure
control, working direction from left to right). (b) Pressure and distance profile of a specific hydraulic press in 3-D; x-axis
shows working direction from left to right, y-axis displays pressure profile (left) and distance profile (right) (after [58.9])

changing the distance or pressure parameters in a spe-
cific frame or group of frames (Fig. 58.2a). Therefore
the operator needs a good overview of the real values of
pressure and distance in cross-section and longitudinal
directions (Fig. 58.2b).

Inclination of the press, which would produce an
improper board, can be monitored on the distance
profile (Fig. 58.2b right, section 6 slight inclination).
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Torsion of the press table would be identified easily
using this presentation. It is possible to identify if the
pressure is too high along and/or across the press us-
ing the pressure profile (Fig. 58.2b left). The shape
allows evaluation of whether the mat will be pressed
regularly and symmetrically (across the cross section).
Due to technical requirements a maximum pressure
is set in order to achieve the thickness of the mater-
ial. Distance control is realized by several hydraulic
systems that consist of pressure transmitter and pro-
portional valve with position sensor. One frame may
consist of five hydraulic systems. The distance is meas-
ured on the left and right edge of the frame. A press
may have up to 70 or more frames. Therefore, up to
350 pressure values and roughly 140 distance values,
all with a spatial relation to each other, need to be
controlled and displayed. The process and instrumen-
tation diagram for five frames (Fig. 58.2a) shows the
hydraulic cylinders, the pressure measurement, and the
distance measurement. Real-time requirements for the
entire loop need to be taken into account (Fig. 58.2a).
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Fig. 58.3 System components of the control loop that needs to be
considered for (hydraulic press) cycle time calculation. I/O – int-
put/output

The controllers are more or less simple proportional–
integral–differential (PID) controllers with filters or
nested PID controllers. Complexity depends on their
interdependency. Hydraulic systems are mechanically
coupled to a thick steel plate to heat the mat so that
the glue will harden. Besides the pressure control and
distance control, temperature control and controllers to
synchronize different drives at the inlet and the outlet
of the press are also included. These drives need to be
synchronized with the different forming line drives (mat
forming and prepress) to avoid material problems in the
press inlet.

Additionally the upper and lower steel belts need to
be controlled depending on the position of the material
in the press during first inlet or product changes. At the
outlet of the press, synchronization between the cut-to-
size saw and the cooling and stacking line is required.
The endless board needs to be cut into pieces at high
speed, e.g., 1.5 m/s. In the timber industry a cut-to-size
saw is included for this task. Additional controllers in
the forming line or press may be added depending on
product requirements and the speed of the production
process.

Figure 58.3 shows the usual time delays in the en-
tire control cycle from data measurement to its effective
influence on the process. It is necessary to reduce the
cycle time for each distance controller in the controller
itself to under 20 ms as hydraulic systems are highly
dynamic, especially when the press is operated at top
speed. In addition, synchronization between different
frames is required if switch to another control mode is
necessary.

Currently there is one supplier who provides
a method to calculate the tension in the heating plate.
The calculation is done by a machine-safety-related
controller based on a finite-element calculation in the
automation system.

Specific process control systems, which depends
on the supplier’s chosen solution, e.g., Motorola and
VMEbus-based or personal computer (PC)-based sys-
tems with real-time operating system (RTOS), are
needed to fulfill the strict time requirement. Only one
supplier delivers a PLC solution, which needs less cal-
culation power for a continuous press because it uses
a different mechanical concept.

All distance control needs a data delay less than
10–20 ms in order to optimize the control loops for thin
board. In order to optimize a controller, it is necessary to
use a data sampling rate that is 5–10 times faster. This
results in an optimized data gathering strategy and the
development of proprietary trending systems [58.10].
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Classically, HMI trending functionality is limited to the
fastest sample time of 3 s or even slower because they
focus on long-term trending. PLCs are connected with
an Ethernet-based network (Fig. 58.4). Sensors and ac-
tuators are connected with a fieldbus system to ensure
deterministic behavior. The cut-to-size saw is realized
on PLCs with controllers for servo drives, or on more
or less computer numerical control (CNC)-type devices
to enable the required high speed.

Due to customer requirements in plant operation,
such as long mean time between failures (MTBF), plant
maintenance should be carried out by their plant service
personnel. They should have the possibility to manip-
ulate the PLC program within certain limits and to
continue the optimization of processes. Therefore PLC
is the preferred automation approach. The customer can
specify the PLC supplier and bus systems supplier ac-
cording to the market shares in his company and/or
country, the service structure of the PLC supplier, and
the skills of his maintenance personnel.

It is a marketing advantage to implement all control
functionality on PLC. Due to the growth in system ma-
nipulation, a new challenge for PLC is emerging: the
ability to track operator input and manipulations made
on the PLC so that improper manipulations that may
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press control
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Fig. 58.4 Automation architecture (example from one supplier). TCP/IP – transmission control protocol/Internet proto-
col (MES – manufacturing execution system)

cause hazards can be detected and tracked. Password
protection alone is not sufficient.

Regarding safety requirements, a strategy to over-
come loss of power or press stoppage with material
in the press is required because the material may start
burning after a long time. Uninterruptible power sup-
ply (UPS) and emergency power supply are standard
equipment.

The cooling and stacking line (sanding and trim-
ming of particle boards) is needed to cool down
the panel and prepare it for the finishing line with
lamination or panel division, sorting, and packing. Inter-
mediate and delivery storages in timber industry often
follow a simple but chaotic storage strategy. However,
tracking and tracing of boards is becoming increasingly
important to the customer. For this reason, ERP and
production management are becoming more important
and a more precise storage system is needed. Board
handling is often realized by using forklift trucks. The
boards are chaotically stacked in a building until the
truck from the customer arrives. They are identified only
by a piece of paper with a printed barcode. Due to the
manual handling strategy, tracking of faulty material
is nearly impossible. Two strategies will be discussed
and evaluated later (Sect. 58.2): radiofrequency identi-
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fication (RFID) of every board and global positioning
system (GPS) detection of every stack.

There are also automated intermediate storage sys-
tems that allow handling of different board sizes on
a mobile electrically powered rail-bound device using
steel pallets [58.13]. The material flow is tracked and
the product data are available. In production of thin
medium-density fiber (MDF), board pallets need to be
equipped with top and bottom protection panels to keep
the product flat and protect its surface.

The quality of the board is not only influenced
by the press but in all sections of the plant, particu-
larly by the properties of the wood mixture and glue
used [58.14]. The plant sections involved in the entire
manufacturing process – starting with the hogged chip
manufacturing, flaking or defibrating, drying, blending,
straining, mat forming, up to prepressing and pressing
sections – are all interdependent and, like the properties
of the raw materials used, are subject to fluctuations.
There are more than 100 parameters that have vari-
ous intensities of effects on a plant’s productivity and
the quality of the product (Fig. 58.5). These parameters
are input values for a process model based on a sta-
tistical algorithm [the three-stage least-squares (3SLS)
algorithm [58.15, 16]].

Optimization
cost (Y ) → min

Qnom(t +1)< Qpred(X(t)) + Yopt (t +1)) + Spred (x (t), Yopt (t +1))

Qnom(t +1)
< Qpred(t)+ Spred (t) 

Qpred(t): prediction of quality parameter

Spred(t): statistical safety reserve

X (t): (quality relevant) process parameter

Y (t): control parameter
Predictor

(process model)

Controller

Process optimization

Model-based (quality) predictive process control

Online quality control

Nom. value storage
Ynom(0)
Qnom 

Data storage
X (t–1), X (t–2), ...
Y(t–1), Y(t–2), ...
Q(t–1), Q(t–2), ... 

Ynom(t +1) = Yopt (t +1)

Qpred(X(t), Yopt (t +1))
Spred(X(t), Yopt (t +1))

Yopt (t +1)

Fig. 58.5 Global control loop using model-based quality-predictive and cost-optimized process control (after [58.11, 12])

Prerequisites for the analysis of data detailing the
production history of the product, so-called material
tracking and correspondingly time-correlated process
data, need to be calculated. First implementations of
a model-based quality-prediction and cost-optimization
process control are running successfully [58.11, 12].

The quality of relevant process data and control
parameters are taken into account to predict the result-
ing quality. Optimized process settings Yopt for control
parameters Y are calculated to ensure that nominal re-
quired quality in terms of costs is met

cost(Y ) → Minimum

under the condition

Qnom(t +1)

<Qpred
(
X(t),Yopt(t +1)

)+ Spred
(
X(t),Yopt(t +1)

)
and

Qnom(t +1)

>Qpred
(
X(t),Yopt(t +1)

)− Spred
(
X(t),Yopt(t +1)

)
.

To close the loop, these optimized process settings are
entered as new nominal values for the control param-
eters.
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58.2.2 Paper-Making Industry

Heterogeneous automation systems are implemented in
the paper industry to control force, torque, temperature,
moisture, and vibration. Required reliability is 0.9999
(24 h/365 days per year). An overview of process sec-
tions, controllers, and most importantly sensors is given
in Fig. 58.6 (working direction: left to right, with the
process divided into two figures). The paper machine is
a device for continuously forming, dewatering, press-
ing, and drying a web of paper fibers [58.18].

The automation system is mainly realized using
a DCS system. In the given example, the automation
system was being realized using PCS 7 Siemens based
on the 400 CPUs. The connection to the sensors and
actuators is realized using the PROFIBUS DP field-
bus. Specific automation devices are implemented for
cross-section control and transmission control. Most
measuring devices, e.g., gloss, moisture, caliper and
basis weight, and color, are equipped with their own au-

Wet end control
Stock consistency; extender; retention;
workload; gas (machine longitudinal)

Scan
Moisture temperature

a)

b)

Scanner
Grammage , strip weight
moisture, gloss, caliper

One side
scanner
Moisture

Scanner
Moisture
grammage

Longitudinal control
Closed-loop control walls; thick-matter flow regulator
grammage, separation of steam pressure; coordinated
change of speed, moisture; production output maximization

Grammage

Coat weight Selective elimination of wet strips

Moisture

Track inspection 
 system

Track inspection 
 system

Fig. 58.6 Example of a paper machine: process overview with sensors and actuators (after [58.17])

tomation device and will be connected with a controller
area network bus (CANbus) to the cross-section con-
trol and over a measurement server (PC) to the HMI.
Voith, for example, developed its own weight profile
control system software named Profilmatic. Profilmatic
cross-direction control software continuously and au-
tomatically aligns each actuator against its respective
measurement position from the downstream scanner.
An automapping algorithm monitors the movement of
a normal profile control and aligns the cross-direction
measurement data boxes against the actuator control
zones. Each control output array compares the ac-
tual profile change against the expected profile change.
A software model continuously updates the process-
mapping model using the difference between measured
and expected response.

Model-based soft sensors deliver high-quality data
for superior longitudinal control of the paper machine.
Similar to in the wood industry, a multivariate statistical
approach is implemented to forecast, for example, the
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weight profile at the end of the paper machine. Some
basic constraints for the implementation of statistical
process (quality) control in paper industry are given
in [58.12], e.g.,

this assumes that all of the important variables are
measured in a timely manner . . . Another point to
consider is the sampling frequency. Generally, the
more variability in a material, the more often it
should be sampled.

Blatzheim gave an example of the benefit of such
system: 15–16 km of waste material reduction was
achieved after implementing this system, corresponding
to an approximate increase of 200 000 of sellable paper
per year.

Laukkanen mentioned OTS and appropriate work-
flow guidelines as being one of the keys to reduce
commissioning and start-up, especially abroad [58.3].

Through the engineering life cycle, depending
on the project phase, different tools and methods
are used. In the worst case, the corresponding data
have to be re-entered during the transition from one
phase to the next because there are no appropri-
ate interfaces between the individual tools. The ideal
is to strive for a higher-level tool that consistently
provides all system information in a model and en-
ables the design to be realized both at an abstract
level and in a conventional environment (e.g., electri-
cal engineering computer aided engineering (E-CAE),
IEC 61131-3).

58.3 Emerging Trends, Open Challenges

There are many open challenges in the timber and paper
industries. Some will be discussed in this section, i. e.,
engineering lifecycle and data integration, reduction
of complexity for operators, improvement of operator
training, as well as evaluation of new technologies.

Open challenges are to increase engineering ef-
ficiency while reducing costs and start-up time by
applying modularity and reuse. Communication is a ma-
jor factor to consider when improving engineering
quality because different disciplines such as sales, tech-
nology, mechanical engineering (including hydraulic),
electrical engineering, and computer science are in-
volved through different phases in the engineering
process. Communication could be supported by a com-
prehensive model. Unfortunately modeling of hybrid
systems in process automation is still a field for
research and development, especially for reuse and
modularity, and when the target group is engineers
or technicians coming from different disciplines. One
promising approach is to apply a comprehensive mod-
eling notation such as the systems modeling language
(SysML) [58.19] that is based on the unified modeling
language (UML) and developed for systems engineer-
ing. This basically solves the deficiencies of UML for
automation, i. e., modeling of hardware aspects, inte-
gration, and tracking of requirements. The advantage
of UML in terms of supporting modularity through an
object-oriented mechanism is fully available. The task
is to evaluate SysML in terms of ease of application by
engineers and technicians in automation depending on
the availability of strong tools. One of the first steps

to integrate modeling into IEC 61131-3 is already in
progress in a research and development (R&D) project
in Germany. Various UML diagrams are implemented
in one of the market leading IEC 61131-3 tools [58.20].
Presenting the modules throughout the engineering life
cycle from customers’ requirements to operation is still
not solved and will not only be a task for research
but also for the development department of leading au-
tomation companies. Plant manufacturing companies
need an easy way to evaluate whether a new plant con-
cept could be realized by reusing existing modules or
to determine the number of new modules that need
to be developed. Data integration throughout the en-
gineering life cycle is theoretically solved but still far
away from realization in the applied tools. Coupling of
computer-aided engineering (CAE) system on the basis
of a tool-to-tool interface is not sufficient for the two
considered industries.

There is also huge potential for cost saving during
start-up by integrating engineering data into an ERP
system, and offshoring in a global market. Additional
elaboration on logistics, e.g., just-in-time machine or
component to site, is needed. Today mainly mechan-
ical construction has been subject to offshoring. This
will change during the next few years. A lot of chal-
lenges for the engineering workflow will consequently
be affected.

Operation and maintenance, which is challenging
to improve, is also a very important phase in the en-
gineering life cycle. Application of three-dimensional
(3-D) visualization can successfully reduce complexity
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for operators and at the same time enhance their mental
model of the process [58.9, 21]. An expert evaluation
has proved the benefit of 3-D visualization. It would
also be beneficial to implement a sliding mechanism
to analyze data offline. Real process data presented in
3-D, e.g., a surface plot (Fig. 58.1b), may be analyzed
in slow or fast motion. By selecting the time frame
to be analyzed the technologist can view the data like
a data player. This is integrated into standard HMI sys-
tems and allows analysis of critical situations as well as
faulty situations in order to increase understanding of
the process. Recent work focuses on application of this
approach for operator training.

Regarding new technological trends, Ethernet-based
fieldbus systems as well as identification technologies
(RFID) need to be evaluated. A first implementation of
Profinet in the cooling and stacking line has been re-
alized. The upcoming question and design decision is

whether Profinet should also be used for communication
between PLC, sensors, and actuators, also in hazardous
areas. Market shares outside Europe are hard to pre-
dict but this is a prerequisite before coming to a general
decision for one bus system based on Ethernet standard.

The use of RFID to optimize material handling from
the press outlet to customers is being discussed. There
are some constraints that need to be evaluated before
a test, e.g., placement of the RFID (how it can be fixed
to the board before the press or after the cut-to-size
saw); temperature resistance, as the boards are still at
about 100 ◦C at the press outlet; and costs. The idea is
to store all relevant data relating to the board during its
production process on the RFID tag so that customers
have access to the production data on request.

Board-handling satellite data to define the position
of a panel stack in a chaotic storage system may also be
helpful.
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Welding Auto59. Welding Automation

Anatol Pashkevich

This Chapter focuses on automation of welding
processes that are commonly used in industry
for joining metals, thermoplastics, and composite
materials. It includes a brief review of the most im-
portant welding techniques, welding equipment
and power sources, sensors, manipulating devices,
and controllers. Particular emphasis is given to
monitoring and control strategies, seam-tracking
methods, integration of welding equipment with
robotic manipulators, computer-based control ar-
chitectures, and offline programming of robotic
welding systems. Application examples demon-
strating state-of-the-art and recent advances in
robot-based welding are also presented. Conclu-
sions define next challenges and future trends in
enhancing of welding technology and its automa-
tion potential, modeling and control of welding
processes, development of welding equipment
and dedicated robotic manipulators, automa-
tion of robot programming and process planning,
human–machine interfaces, and integration of
the automated robotic stations within the global
production system.
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59.1 Principal Definitions

Welding is a manufacturing process by which two
pieces of materials (metals or thermoplastics) are joined
together through coalescence. This is usually achieved
by melting the workpieces and adding a filler ma-
terial that causes the coalescence and, after cooling,
forms a strong joint. Sometimes, pressure is applied
in combination with heat, or alone. At present, heat
welding is the most common welding process, which
is widely used in automotive, airspace, shipbuilding,
chemical and petroleum industries, power generat-
ing, manufacturing of machinery, and other areas
[59.1–3].

For heat welding, many different energy sources can
be used, including a gas flame, an electric arc, a laser
or an electron beam, friction, etc. Depending on the
mode of energy transfer, the American Welding Soci-
ety (ASW) has grouped welding/joining processes and
assigned them official letter designations, which are
used for identification on drawings and in technologi-
cal documentation. In particular, the ASW distinguishes
arc welding, gas welding, resistance welding, solid-
state welding, and other welding processes. Within each
group, processes are distinguished depending on the in-
fluence of capillary attraction (which is the ability of
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a substance to draw another substance into it). For in-
stance, the arc welding group includes gas metal arc
(GMAW), gas tungsten arc (GTAW), flux cored arc

welding (FCAW), and other types of welding. Detailed
and complete classification of the welding processes is
given in [59.4].

59.2 Welding Processes

59.2.1 Arc Welding

This group uses an electric arc between an electrode and
the base material in order to melt metals at the welding
point. The arc is created by direct or alternating cur-
rent using consumable or nonconsumable electrodes.
The welding region may also be protected from at-
mospheric oxidation and contamination by an inert or
semi-inert gas (shielding gas). The oldest process of this
type, carbon arc welding (CAW), uses a carbon elec-
trode and has limited applications today. It has been
replaced by metal arc welding. A typical example is
shielded metal arc welding (SMAW), in which a flux-
covered metal electrode produces both shielding (CO2
from decomposition of the covering) and filler metal
(from melting of the electrode core). This process is
widely used in manual welding and is rather slow, since

Electrode
wire feed

a) Gas metal arc welding (GMAW)

Nozzle

Consumable electrode

Electric arc

Weld metalWorkpieces

Shielding gas

Electrode
wire feed

b) Flux-cored arc welding (FCAW)
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Fig. 59.1a–d Schematics of typical arc welding processes: (after [59.4])

the consumable electrode rods (or sticks) must be fre-
quently replaced.

Automatic arc welding is mainly based on the gas
metal arc welding (GMAW) process, also known as
metal inert gas (MIG) or metal active gas (MAG) weld-
ing [59.5]. The process uses a continuous wire feed
as a consumable electrode and an inert or semi-inert
gas mixture as shielding (Fig. 59.1a). The wire elec-
trode is fed from a spool, through a welding torch.
Since the electrode is continuous, this process is faster
compared than SMAW. Besides, the smaller arc size
allows making overhead joints. However, the GMAW
equipment is more complex and expensive, and requires
more complex setup. During operation, the process is
controlled with respect to arc length and wire feeding
speed. GMAW is the most common welding process in
industry today; it is suitable for all thicknesses of steels,
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aluminum, nickel, stainless steels, etc. This process
has many variations depending on the type of welded
metal and shielding gas, and also the metal transfer
mode.

A related process, flux-cored arc welding (FCAW),
uses similar equipment but is based on a continuously
fed flux-filled electrode, which consists of a tubular
steel wire containing flux (a substance which facili-
tates welding by chemically cleaning the metals to be
joined [59.1]) at its core (Fig. 59.1b). The heat of the arc
decomposes the electrode core producing gas for shield-
ing and also deoxidizers, ionizers, and purifying agents.
Additional shielding may be obtained from externally
supplied gas. Obviously, this cored wire is more expen-
sive than the standard solid one, but it enables higher
welding speed and greater metal penetration.

Another variation is submerged arc welding (SAW)
that is also based on the consumable continuously fed
electrode (solid or flux cored), but the arc zone is pro-
tected by being submerged under a covering layer of
granular fusible flux. When molten, the flux generates
protective gases and provides a current path between
the electrode and the base metal. Besides, the flux cre-
ates a glass-like slag, which is lighter than the deposited
metal from the electrode, so the flax floats on the sur-
face as a protective cover. This increases arc quality,
since atmospheric contaminants are blocked by the flux.
Also, working conditions are much better because the
flux hides the arc, eliminating visible arc light, sparks,
smoke, and spatters. However, prior to welding, a thin
layer of flux powder must be placed on the welding
surfaces.

For nonferrous materials (such as aluminum, mag-
nesium, and copper alloys) and thin sections of stainless
steel, welding is performed by the gas tungsten arc
welding (GTAW) process, also referred to as tungsten
inert gas (TIG) welding. The process uses a noncon-
sumable tungsten electrode with high melting tempera-
ture, so the arc heat causes melting of the workpiece and
additional filling wire only (Fig. 59.1c). As an option,
the filling metal may not be used (autogenous welding).
The weld area is protected from air contamination by
a stream of inert gas, usually helium or argon, which is
fed through the torch. Because of the smaller heat zone
and weld puddle, GTAW yields better quality compared
with other arc welding techniques, but is usually slower.
The process also allows a precise control, since heat in-
put does not depend on the filler material rate. Another
advantage is the wide range of materials that can be
welded, so this process is widely used in the airspace,
chemical, and nuclear power industries.

A related process, plasma arc welding (PAW), uses
a slightly different welding torch to produce a more
focused welding arc. In this technique, which is also
based on a nonconsumable electrode, an electric arc
transforms an inert gas into plasma (i. e., an electrically
conductive ionized gas of extremely high temperature)
that provides a current path between the electrode and
the workpiece (Fig. 59.1d). Similar to the GTAW pro-
cess, the workpiece is melted by the intense heat of the
arc, but very high power concentration is achieved. To
initiate the plasma arc, a tungsten electrode is located
within a copper nozzle. First, a pilot arc is initiated
between the electrode and nozzle tip, then it is trans-
ferred to the workpiece. Shielding is obtained from
the hot ionized gas (normally argon) issuing from the
orifice. In addition, a secondary gas is used (argon, ar-
gon/hydrogen or helium), which assists in shielding.
PAW is characterized by extremely high temperatures
(30 000 ◦F), which enables very high welding speeds
and exceptionally high-quality welds; it can be used
for welding of most commercial metals of various
thicknesses. A variation of PAW is plasma cutting, an
efficient steel cutting process.

59.2.2 Resistance Welding

Resistance welding is a group of welding processes in
which the heat is generated by high electrical current
passing through the contact between two or more metal
surfaces under the pressure of copper electrodes. Small
pools of molten metal are formed at the contact area,
which possess the highest electrical resistance in this
circuit. In general, these methods are efficient and pro-
duce little pollution, but their applications are limited to
relatively thin materials. There are several processes of
this type; two of them are briefly described below.

Resistance spot welding (RSW) is used to join over-
lapping thin metal sheets, typically, of 0.5–3.0 mm
thickness. It employs two nonconsumable copper al-
loy electrodes to apply pressure and deliver current to
the welding area (Fig. 59.2a). The electrodes clamp the
metal sheets together, creating a temporary electrical
circuit through them. This results in rapid heating of
the contact area to the melting point, which is trans-
formed into a nugget of welded metal after the current
is removed. The amount of heat released in the spot is
determined by the amplitude and duration of the cur-
rent, which are adjusted to match the material and the
sheet thickness. The size and shape of the spots also
depend on the size and contour of the electrodes. The
main advantages of this method are efficient energy use,
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Fig. 59.2a,b Schematics of typical resistance welding pro-
cesses (after [59.4])

low workpiece deformation, no filler materials, and no
requirements for the welding position. Besides, this pro-
cess allows high production rates and easy automation.
However, the weld strength is significantly lower than
for other methods, making RSW suitable for certain
applications only (it is widely used in the automotive in-
dustry where cars can have up to several thousand spot
welds).

Resistance seam welding (RSEW) is a modification
of spot welding where the bar-shaped electrodes are
replaced by rotating copper wheels. The rotating elec-
trodes are moved along the weld line (or vice versa,
the workpiece is moved between the electrodes), pro-
gressively applying pressure and creating an electrical
circuit (Fig. 59.2b). This allows obtaining long contin-
uous welds (for direct current) or series of overlapping
spot welds (for alternative or pulsed current). In seam
welding, more complicated control is required, involv-
ing coordination of the travel speed, applied pressure,
and electrical current to provide the overlapping welds.
This process may be automated and is quite common
for making flange welds, watertight joints for tanks,
and metal containers such as beverage cans. There are
a number of process variants for specific applications,
which include wide wheel seam, narrow wheel seam,
consumable wire seam welding, and others.

59.2.3 High-Energy Beam Welding

Energy beam welding is a relatively new technology
that has become popular in industry due to its high
precision and quality [59.6]. It includes two main pro-
cesses, laser beam welding and electron beam welding,
differing mainly in the source of energy delivered to the
welding area. Both processes are very fast, allow for au-
tomation, and are attractive for high-volume production.

Laser beam welding (LBW) uses a concentrated
coherent light as the heat source to melt metals to
be welded. Due to the extremely high energy concen-
tration, it produces very narrow and deep-penetration
welds with minimum heat-effective zones. Welds may
be fabricated with or without filler metal; the molten
pool is protected by an externally supplied shield-
ing gas. It is a versatile process, capable of welding
most commercially important metals, including steel,
stainless steel, titanium, nickel, copper, and certain
dissimilar metal combinations with a wide range of
thickness. By using special optical lenses and mirrors,
the laser beam can be directed, shaped, and focused
on the workpiece surface with great accuracy. Since
the light can be transmitted through the air, there is no
need for vacuum, which simplifies equipment and low-
ers operating cost. The beam is usually generated using
a gas-based CO2 solid-state Nd:yttrium–aluminum–
garnet (YAG) or semiconductor-based diode lasers,
which can operate in pulsed or continuous mode. Fur-
thermore, the beam is delivered to the weld area through
fiber optics. For welding, the beam energy is maintained
below the vaporization temperature of the workpiece
material (higher energy is used for hole drilling or cut-
ting where vaporization is required). Advantages of
LBW include high welding speed, high mechanical
properties, low distortion, and no slag or spatter. The
process is commonly used in the automotive industry.

A derivative of LBW, dual laser beam welding, uses
two equal power beams obtained by splitting the orig-
inal one. This leads to a further increase in welding
speed and improvement of cooling conditions. Another
variation, laser hybrid welding, combines the laser with
metal arc welding. This combination also offers advan-
tages, since GMAW supplies molten metal to fill the
joint, and a laser increases the welding speed. Weld
quality is higher as well, as the potential for undercut-
ting is reduced.

Electron beam welding (EBW) is a welding pro-
cess in which the heat is obtained from high-velocity
electrons bombarding the surfaces to be joined. The
electrons are accelerated to a very high velocity (about
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50% of the speed of light), so beam penetration is
extremely high and the heat-affected zone is small,
allowing joining of almost all metals and their com-
binations. To achieve such a high electron speed and
to prevent dispersion, the beam is always generated in
high vacuum and then delivered to the workpiece lo-
cated in a chamber with medium vacuum or even out
of vacuum. In the last case, specially designed ori-
fices separate a series of chambers at various vacuum
levels. Because of the vacuum, a shielding gas is not

used, while a filler metal may be used for some mater-
ials (for deoxidizing the melted plain carbon steel that
emits gases, to prevent weld porosity). The EBW pro-
cess provides very narrow and high-quality welds; it is
commonly used for joining stainless steels, superalloys,
and reactive and refractory metals. The primary disad-
vantage of the EBW is high equipment cost and high
operation price (due to the need for vacuum). Besides,
location of the parts with respect to the beam must be
very accurate.

59.3 Basic Equipment and Control Parameters

The described welding technologies utilize various
types of equipment and control units. However, since
arc and resistance spot welding are used in manufac-
turing most widely, they are expanded upon in more
detail.

59.3.1 Arc Welding Equipment

Arc-welding processes employ the basic electrical cir-
cuit, where the currents typically vary from 100 to
1000 A, and voltage ranges from 10 to 50 V. The power
supply can produce either direct current (DC) or alter-
nating current (AC), and usually can maintain either
constant current or constant voltage. Consumable-
electrode processes (such as GMAW) generally use
direct current, while nonconsumable-electrode pro-
cesses (GTAW, etc.) can use either direct current (with
negative electrode polarity) or alternating current (with
square-wave AC pattern) [59.1, 3, 5].

For arc welding processes, the voltage is directly
related to the arc length, and the current is related

Cathode cable
Water cooling

Wire feed

Gas Power supply
and control

Welding gun
(+)

Welding guns:
Power supply

for robotic welding

for manual weldingWorkpiece
(–)

Anode cable,
gas, water,
electrode wire

Fig. 59.3 Composition of a typical GMAW machine and its components (http://www.robot-welding.com/
welding_torch.htm, http://www.binzel-abicor.com)

to the amount of heat produced. So, constant-current
power supplies are most often used for manual welding,
because they maintain a relatively constant heat out-
put even if the voltage varies due to imperfect control
of electrode position. Constant-voltage power supplies
are usually utilized for automated welding, since the
electrode spatial position (and arc length) is proper con-
trolled and the current sensor can be used for adjusting
the electrode position in the feedback loop.

Typical welding equipment for the GMAW pro-
cess is shown in Fig. 59.3. It includes a power supply,
welding cables, a welding gun, a water cooling unit,
a shielding gas supplier, wire feed system, and a pro-
cess control unit. Here, the cathode (negative) cable is
connected to the workpiece, and the anode (positive) ca-
ble is connected to the welding gun. The consumable
welding wire is continuously fed through the gun cable
and the contact tube inside the gun, where an electrical
connection is made to the power supply. In addition, the
shielding gas and cooling water are also fed through the
gun cable. The welding gun can be operated either man-
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Fig. 59.4 General structure of the
inverter-based welding power supply

ually or automatically, by a welding robot or some other
automated setup. The gun shape is usually a swan-neck
or straight. Guns with low current and light duty cy-
cle are generally gas-cooled whereas those with higher
current are water-cooled.

Formerly, welding machines were based on simple
transformers with the operational frequency of the main
energy source (i. e., 50 or 60 Hz). For DC welding, the
transformer was equipped with a rectifier and an addi-
tional low-pass filter to suppress the ripples and produce
a process-stabilizing effect. In modern inverter-type
equipment (Fig. 59.4) the main conversion is performed
at much higher frequency (approximately 20–50 kHz)
allowing to decrease transformer weight, size, and mag-
netic losses (by about tenfold).

The output stage of the power supply may also
include a controlled on/off switch circuit. By vary-
ing the on/off period (i. e., the pulse duty factor), the
average voltage may be perfectly adjusted. For AC
welding, the power source implements additional fea-
tures such as pulsing the welding current, variable
frequencies, variable ratio of positive/negative half-
cycles, etc. This allows adjusting the square-wave shape
to minimize the electrode thermal stress and the clean-
ing effect. In some cases, an AC sine wave is combined
with high-frequency high voltage in the neighborhood
of zero-crossing, to ensure noncontact arc reignition.
Other variants use pulsed DC current of low-frequency
(1–10 Hz) to reduce weld distortions and compensate
cast-to-cast variations.

By relevant settings of welding parameters, it is pos-
sible to select three possible modes of operation (short
arc mode, spray mode, and globular mode), which
are distinguished by the way in which metal is trans-
ferred. The weld orientation relative to gravity, torch
travel speed, and electrode orientation relative to the
welding joint also have considerable influence on the
weld formation. For most materials, electrode angles of
60–120◦ give welds with adequate penetration-depth-
to-width ratio. In some cases, electrode cross-oscillation
(weaving) is necessary. Other important control param-
eters are electrode feed speed, distance between the
workpiece and contact nozzle, travel motion parameters

(straight or weaving type), composition of shielding
gas, and delivery of cooling gas/water.

59.3.2 Resistance Welding Equipment

The implementation of resistance spot welding involves
coordinated application of force and current of the
proper magnitude and time profile. Typically the current
is in the range of 1–100 kA, and the electrode force is
1–20 kN. For the common combination “1.0+1.0 mm”
sheet steel, the corresponding voltage between the elec-
trodes is only 1.0–1.5 V, however the voltage from the
power supply is much higher (5–10 V) because of the
very large voltage drop in the electrodes [59.2–4].

The spot welding cycle is divided into four time
segments: squeeze, heat (weld), cool (hold), and off,
as shown in Fig. 59.5. The squeeze segment provides
time to bring the electrodes into contact with the work-
piece and develop full force. The heat segment is the
interval during which the welding current flows through
the circuit. The cool segment, during which the force
is still held, allows the weld to be solidified, and the
off segment is to retract the electrodes, and remove
or reposition the workpiece. Typical values for the
heat and hold times are 0.1–0.5 s and 0.02–0.10 s,
respectively. In industry, the segment duration is of-
ten expressed in cycles of the main frequency (50 or
60 Hz).

Typical equipment for resistance welding includes
the power supply with secondary lines, the electrode
pressure system, and the control system. This structure
applies to both spot and roller seam welding machines.
Differences are in the type of electrode fittings and in
the electrode shapes. For spot welding, the guns nor-
mally include a pneumatic or hydraulic cylinder and are
designed to fit a particular assembly. The most common
are C-type and X-type guns (Fig. 59.6), which differ in
shape and force application mechanisms (in the first
case, the cylinder is connected directly to the mov-
ing electrode; in the second case, it is connected via
the lever arm). However, some new welding guns in-
corporate built-in electromechanical actuators for force
generation.
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Resistance welding may employ several power
supply architectures that differ in the type of the cur-
rent (AC/DC) and frequency of voltage conversion:
AC power source based on a low-frequency (50 or
60 Hz) step-down transformer; DC power source with
a low-frequency (50 or 60 Hz) transformer and rec-
tifier; impulse capacitive-discharge source, where the
rectified primary current is stored in capacitors and
is transformed into high welding currents; inverter-
based power source, where the primary supply voltage
(50 or 60 Hz) is rectified and is converted to a mid-
frequency (20–50 kHz) square wave. Similar to arc
welding, the inverter-based method gives essential
reduction of power supply size and weight. All meth-
ods may be used with single- or three-phase mains
supply.

From a compositional point of view, there are two
main types of resistance welding equipment. In the first
type, an AC power unit with electric transformer is
built directly into a welding gun. The second type uses
a DC power unit with welding cables connected to the
gun.

Modern computer-based control units allow pro-
gramming of all essential process parameters, such as
current magnitude, welding cycle times, and electrode
force. Some sophisticated controllers also allow regula-
tion of current during welding, control of pre/post-heat
operations, or adjustment of the clamping force during
the cycle. Particular values of the welding parameters
depend on the physical properties and thickness of the

Squeeze Heat (weld) Cool (hold) Off

Force

Current

Fig. 59.5 Spot welding cycle

Fig. 59.6 Spot welding guns (X-type and C-type)
(http://www.spotco.com)

joining materials, and also on the type of equipment
used. Weld current shape is usually rectangular, but can
also be trapezoid type with programmed rise/fall times.
For some thick materials, several current pulses may be
applied.

59.4 Welding Process Sensing, Monitoring, and Control

Automated welding requires accomplishing a number
of tasks (such as weld placement, weld joint track-
ing, weld size control, control of the weld pool, etc.)
that are based on real-time monitoring and control of
relevant parameters. These actions must be performed
in the presence of disturbances caused by inaccurate
joint geometry, misalignment of workpiece and weld-
ing tool, variations in material properties, etc. The
main challenge is that the observable data is indi-
rectly related to final weld quality, so sensing and
feedback control relies on a variety of techniques.
Basically, they are divided into groups (technologi-
cal and geometrical), which provide correspondingly
control/monitoring of the welding process and posi-
tioning of the workpiece relative to the energy source
[59.7, 8].

59.4.1 Sensors for Welding Systems

For welding, technological parameters typically include
voltage, current, and wire feed speed. The arc voltage
is usually measured at the contact tube within the weld
torch, but the voltage drop between the tube and the wire
tip (where the arc starts) must be compensated. Another
method is to measure the voltage on the wire inside the
feeding system, which provides a more accurate result.

The welding current can be measured using two
types of sensors, the Hall-effect sensor and current
shunt. The former is a noncontact device that responds
to the magnetic field induced by the current. The second
sensor type employs a contact method where the current
flows through a calibrated resistor (shunt) that converts
the current into a measured voltage.
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The wire feed speed is usually estimated by mea-
suring the speed of the drive wheel of the feeder unit.
However, this must be complemented with special fea-
tures of the feeder mechanics, which ensures robustness
with respect to wire diameter variations and bend-
ing/twisting of the wire conduit.

Sensors for geometrical parameters provide the data
for seam tracking during welding and/or seam searching
before welding. These capabilities ensure adaptation to
the actual (i. e., nonnominal) weld joint geometry and
the workpiece position/orientation relative to the torch.
The most common geometrical sensors are based on
tactile, optical or through-arc sensing principles.

Tactile sensors implement purely mechanical prin-
ciples, where a spring-loaded guide wheel maintains
a fixed relationship between the weld torch and the weld
joint. In more sophisticated sensors the signals from the
mechanical probe are converted into electrical signals to
acquire the geometrical data.

Optical sensors usually use a laser beam, which
scans the seam in linear or circular motions, and
a charge-coupled device (CCD) array that captures
features of the weld joint (Fig. 59.7a). By means of
scanning, the sensor acquires a two-dimensional (2-D)
image of the joint profile. When the welding torch and
sensor are being moved, a full three-dimensional (3-D)
description of the weld joint is created. By applying
appropriate image processing techniques and the tri-
angulation method, it is possible to compute the gap
size and weld location with respect to the welding
torch [59.9]. A laser-based optical sensor is typically

a) b)
Imager
(CCD or
CMOS)

Laser diode

Weave
direction

CL R

Collecting
lens

Laser stripe

Joint

a

Part BPart A

Fig. 59.7a,b Seam tracking using laser scanning (a) and through-arc sensing with weaving (b) (http://www.robot-
icsonline.com, http://www.thefabricator.com)

mounted on the weld torch, ahead of the welding di-
rection, and a one-degree-of-freedom mechanism is
required to maintain this configuration during welding.
A typical laser scanner provides a sweep frequency of
10–50 Hz and an accuracy of ±0.1 mm, which is suf-
ficient for most of welding processes. However, high
price often motivates the use of alternative sensing
methods.

Through-arc sensing is based on the measurement
of the arc current corresponding to weaving (i. e.,
scanning) torch motions (Fig. 59.7b). This is a pop-
ular and cost-effective method for seam tracking in
GMAW and related processes [59.10]. This method
employs the relation between variations of the arc cur-
rent and the electrode/workpiece distance, which is
negative proportional for constant arc voltage. Typi-
cally, triangular-, sinus- or trapezoid-type motions are
used, with a few millimeters of weaving amplitude, to
achieve accuracy of about ±0.25 mm. For this method,
geometrical information can be retrieved using con-
tinuous current measurement or its measurements at
the turning and/or center points of the weaving mo-
tion. Correspondingly, different control principles are
applied based on difference computing or template
matching.

In practice, the tracking capability is usually com-
bined with a search function (i. e., preweld sensing of
the joint location), where the torch gradually moves in
a predefined direction until detecting the weld joint.
There are two basic methods for this function, which
differ in terms of sensors and search patterns:
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1. Approaching the workpiece without weaving, de-
tecting electrical contact between the electrode and
the weld plates, and calculating the starting position
from this information

2. Approaching the workpiece with weaving, detecting
the arc current, and tracking the seam in a normal
way

For welding automation, other sensors can also be
used, for example: inductive proximity sensors or eddy-
current sensors, infrared sensors, ultrasonic sensors, and
also sophisticated computer vision. However, they are
not so common in this application, which is charac-
terized by harsh environment with high temperatures,
intense light, and high currents.

59.4.2 Monitoring and Control of Welding

Using data obtained from the sensors, it is possible to
evaluate the weld quality and detect (or even classify)
different weld defects, such as porosity, metal spatter,
irregular bead shape, incomplete penetration, etc. These
capabilities are implemented in monitoring systems,
which usually use high-speed online analysis of weld-
ing voltage and/or current that are compared with preset
nominal values or time patterns. Based on this analysis,
an alarm is triggered if any difference from the preset
values exceeds the given threshold. More sophisticated
installations use computer-based image processing to
evaluate the welding pool geometry and penetration
depth [59.11].

To judge weld quality, the monitoring system relies
on physical or statistical models, allowing the definition
of alarm thresholds correlated with real weld defects
or welding process specifications; for instance, for all
GMAW processes, the voltage and current shape and

mean values allows the detection of the metal trans-
fer mode (short circuit, globular or spray transfer). In
pulsed GMAW, the peak current is monitored and com-
pared with preset values. For short-circuit GMAW, the
monitoring features includes short-circuit time or fre-
quency, as well as the average short-circuit current and
the average arc current. In the general case, the features
used for monitoring may be dependent on the specific
algorithm and the welding condition.

For process feature analysis, various strategies are
applied. The simplest ones employ deterministic deci-
sion making based on nominal values and tolerances,
where any deviation from these is considered a po-
tential cause of quality decrease. More sophisticated
techniques employ template matching or treat the meas-
ured features as random variables and apply statistical
methods such as control charts or spectrum analy-
sis. However, the user must realize that increasing
the detection probability often leads to false alarms
that regularity interrupt the process. So, most current
commercial monitoring systems utilize simple and ro-
bust algorithms, in which process features are averaged
within user-defined time segments, filtered, and com-
pared with a predefined threshold corresponding to
normal welding conditions.

Welding process deviations detected via monitor-
ing are to be compensated by control actions [59.12].
However, because of process complexity and indirect
relevance of the observable data, simple feedback loops
cannot be implemented. So, in addition to seam track-
ing, model-based strategies must be applied to enable
adjustment of the welding equipment settings. However,
in spite of its tremendous practical significance, this is
still an active research area that employs various sophis-
ticated decision-making techniques based on artificial
intelligence and knowledge-based modeling.

59.5 Robotic Welding

Most industrial automated welding systems employ
robotic manipulators, which are integrated with stan-
dard welding equipment that provides energy supply
and basic control of welding parameters. The manip-
ulators replace the human operator by handling the
welding tool and positioning the workpiece. Usually
this leads to an increase in quality and productivity,
but poses a number of additional problems related to
robot control, programming, calibration, and mainte-
nance [59.13, 14].

59.5.1 Composition
of Welding Robotic System

Currently, robots are mainly used for arc and spot weld-
ing processes. However, some recent applications deal
with laser and plasma welding and also with friction stir
welding. Typically, a robotic welding station includes
a robot, a robot controller, welding equipment with rel-
evant sensors, and clamping devices (fixture), allowing
the workpiece to be held in the desired position in spite
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a) b)

Fig. 59.8a,b Composition of arc welding robotic stations with floor-mounted (a) and column-mounted (b) robots (af-
ter [59.15, pp. 595, 602])

of thermal deformations. In addition, there are a vari-
ety of auxiliary mechanisms that provide an increasing
in the robot workspace, better weld positioning, safety
protection, and workpiece transportation between work-
stations.

The most common design of an arc welding robotic
station is shown in Fig. 59.8. Usually, the robot has
six actuated axes, so it can access any point within the
working range at any orientation of the welding torch.
In most cases robots are implemented with a serial
architecture with revolute joints, which ensures larger
workspaces (Fig. 59.9). Typical arc welding robots have
a working envelope of 2000 mm and payload capacity
of about 5 kg, which is sufficient for handling weld-
ing tools. To extend the working range, robots may
be installed in an overhead position. A further exten-
sion of the working range can be achieved by installing
the robot onto a linear carriage with auxiliary actu-
ated axes (track, gantry or column). The wire feed unit
and the spool carriers for the wire electrodes are often
fixed to the robot, but can also be placed separately.
In many cases the torch is equipped with shock ab-

a) b) c) d)

Fig. 59.9a–d Mechanical components of an arc welding robotic station: (a) robotic manipulator, (b) positioner;
(c),(d) robots with translational motion units (http://www.kuka.com)

sorption devices (such as springs) to protect it against
collisions.

The workpiece positioners allow the location of
seams in the best position relative to gravity (i. e., down-
hand) and to provide better weld accessibility. They
usually have one or two actuated axes and may han-
dle payload from a few kilograms to several hundred
tons. The most common positioners are turnover, turn–
tilt, and orbital tables, but turning rolls are also used
to rotate the workpiece while making circular seams (in
tank manufacturing, for instance). Positioners with or-
bital design have an advantage for heavy parts, allowing
rotation of the workpiece around its center of gravity. In
some cases, positioners are implemented with a mul-
titable architecture, in which the operator feeds and
removes the welded workpiece on one side, while the
robot is welding on the other side. The positioner axes
may either turn to certain defined positions (index-based
control) or be guided by the robot controller and moved
synchronically with the internal axes.

For spot welding, the robot payload capacity is es-
sentially higher (about 150 kg), being defined by rather
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Fig. 59.10 Robotic spot welding line for the automotive in-
dustry (http://tal.co.in/solutions/equipments/robotics-
automation.html)

heavy equipment mounted on the robotic manipulator
arm. Usually, each spot welding station includes several
robots working simultaneously to provide the same cy-
cle time along the manufacturing line. An example of
a spot welding line for car manufacturing is presented
in Fig. 59.10. For such applications, robots usually per-
form several thousands welds on over a hundred parts
with a cycle time of about 1 min. Besides the joining and
handling operations, the robots also ensure online mea-
surement and inspection by means of dedicated laser
sensors.

To ensure coordination of all components of the
automated welding system, a relevant multimicropro-
cessor control architecture usually comprises two hier-
archical levels. At the lower level, the local controllers
implement mainly position-based algorithms that can
receive a desired trajectory and run it continuously
(for each actuated axis separately, but simultaneously
and coordinated). High-level controllers ensure tra-
jectory correction in real time, as a function of the
observed results of the welding process. Some robot
controllers can be connected via the Internet with tele-
diagnostic systems to support service personnel during
troubleshooting.

59.5.2 Programming of Welding Robots

To take advantage of robotic welding, especially in
small-batch manufacturing, it is necessary to reduce the
prewelding phase (or setup time), which includes se-
lection of welding parameters and generation of control
program defining motions of the robot, positioner, and
other related mechanisms. This process is time con-

suming and may be longer than the actual welding
phase [59.16].

For selection of welding parameters, there are at
present a number of generally accepted databases. They
allow the definition of optimal values of the weld-
ing current, voltage, welding speed, wire diameter, and
number of weld beads/layers depending on type of
weld, welding position, properties of materials, plate
thickness, etc. Also, these databases usually provide in-
terface to computer-aided design (CAD) models of the
joining components to simplify extraction of geometri-
cal information.

For robot programming, two basic methods exist:
online (programming at the robot) and offline (program-
ming out of the robot cell). The former method, which
is also referred to as manual teaching, requires extrac-
tion of the robot from the manufacturing process and
involves operator-guided implementation of all required
motions. The operator uses a dedicated teach-pendant
to move the welding torch to notable points of the
weld, to store the torch position and orientation, and
to create corresponding motion commands with neces-
sary attributes (defining velocity, type of interpolation
along the path, weave pattern, welding parameters, etc.).
The simplest implementation of the offline program-
ming uses an external computer to create a text file
describing the sequence of motions, but the command
arguments (i. e., torch position and orientation) are ob-
tained via manual teaching. Nevertheless, this offer
essential shortening of programming time because of
extensive use of standard macros.

Advanced offline programming systems provide
fully autonomous program generation, completely out-
side of the manufacturing cell. They rely on so-

Fig. 59.11 Simulation and programming environment of
eM-Workplace (Robcad) (http://www.ugs.com)
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phisticated photorealistic 3-D graphical simulation of
the robotic system and parts to be welded, allowing
the required torch coordinates/orientations to be ob-
tained directly from the models. Moreover, modern
CAD-based robotic programming systems [such as em-
Workplace (Robcad), IGRIP, CimStation, etc.] provide
an interface to all standard 3-D modeling systems and
incorporate a number of additional tools for robotic
cell design, layout optimization, graphical simulation
of the movements, program debugging and verifica-
tion with respect to collisions and cycle time, program
downloading to the robot controller, unloading of ex-
isting programs for optimization, etc. An example view
of a CAD-based simulation and programming environ-

ment is presented in Fig. 59.11. However, while using
the offline programming, it is necessary to ensure good
correspondence between the nominal CAD model of the
robot and its actual geometrical parameters. In prac-
tice, this is not a trivial problem, which is solved via
calibration of all geometrical parameters describing the
workcell components and their spatial location.

Automation of robot programming is still an active
research area, which is targeted to replace movement-
oriented program development to task-oriented pro-
gramming. The final goal is automatic generation of
robot programs from CAD drawings and welding
databases, similar to programming methods for com-
puter numerical control (CNC) machines.

59.6 Future Trends in Automated Welding

At present, welding automation is on the rise because
of stricter customer demands and a shortage of skilled
welders. So, equipment manufactures and system inte-
grators are enhancing their production and implement-
ing more advanced technologies. The most important
technology-oriented directions defining future trends in
welding automation are the following [59.17–20]:

• Improvement of traditional welding processes with
respect to productivity and environmental issues (in-
cluding development of better controllable power
sources, new electrodes, shielding gases and flaxes;
using twin-arc and tandem-arc torches)• Industrial implementation of new efficient and
environment-friendly processes, such as laser beam
and electron beam welding, friction stir welding,
and magnetic pulse welding (including development
of new energy sources, relevant control algorithms,
manipulating equipment)• Creating new knowledge-based welding process
models with ability for online learning and ca-
pability for online feedback control of essential
process features (such as molten pool geometry,
heat distribution, surface temperature profile, ther-
mal deformations)• Development of advanced sensors and intelligent
seam-tracking control algorithms (to compensate
for parts’ mechanical tolerances in 3-D or 6-D
space, and making welds in nonflat positions)• Development of new process monitoring and non-
destructive evaluation methods (using model-based

condition monitoring and failure analysis tech-
niques, and online ultrasonic and laser-based test-
ing)

Concerning mechanical components (robotic ma-
nipulators, positioners, etc.), it is recognized that their
current performance satisfies the requirements of most
welding processes with respect to ability to reproduce
the desired trajectory with given speed and accuracy.
Future developments will focus on automation of robot
programming and integration with other equipment:

• Task-oriented offline programming and integra-
tion with product design (using simulation-based
methods; simultaneous product and fixture de-
sign; implementing 3-D virtual-reality tools and
concurrent engineering concepts; developments of
human–machine interfaces)• Standardization of mechanical components, control
platforms, sensing devices and control architectures
(to reduce the system development time/cost and
simplify its modification)• Monitoring of the welding equipment and robotic
manipulators (to predict or detect machine failures
and reduce downtime using predefined exception-
handling strategies)

In addition, there are a number of essential issues
that are not directly linked with welding technol-
ogy and equipment. These include marketing aspects,
and also networking and collaboration using modern
e-Manufacturing concepts.
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Automation i60. Automation in Food Processing

Darwin G. Caldwell, Steve Davis, René J. Moreno Masey, John O. Gray

Factory-based food production and processing
globally forms one of the largest economic and
employment sectors. Within it, current automa-
tion and engineering practice is highly variable,
ranging from completely manual operations to the
use of the most advanced manufacturing systems.
Yet overall there is a general lag in the use of
automation technology compared with other in-
dustries. There are many reasons for this lack of
uptake and this chapter will initially discuss the
factors that make automation of food production
so essential and at the same time consider coun-
terinfluences that have prevented this automation
uptake.

In particular the chapter will focus on the
diversity of an industry covering areas such as
bakery, dairy, confectionary, snacks, meat, poul-
try, seafood, produce, sauce/condiments, frozen,
and refrigerated products, which means that
generic solutions are often (considered by the in-
dustry) difficult or impossible to obtain. However,
it will be shown that there are many features
in the production process that are almost com-
pletely generic, such as labeling, quality/safety
automation, and palletization, and others that do
in fact require an almost unique approach due to
the natural and highly variable features of food
products. In considering these needs, this chapter
has therefore approached the specific automation
requirements of food production from two per-
spectives. Firstly, it will be shown that in many
cases there are generic automation solutions that
could be valuably used across the industry ranging
from small cottage facilities to large multinational
manufacturers. Examples of generic types of au-
tomation well suited across the industry will be
provided. In addition, for some very specific dif-
ficult handling operations, customized solutions
will be shown to give opportunities to study the
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problems/risks/demands associated with food
handling and to provide an insight into the solu-
tion, thereby demonstrating that in most instances
the difficult/impossible can indeed be achieved.
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60.1 The Food Industry

Food and drink manufacturing forms one of the largest
global industry sectors. In the European Union (EU), it
is in fact the largest manufacturing sector with an an-
nual turnover (in 2006) in excess of € 830 billion and
a workforce of 3.8 million people [60.1]. However, un-
like in other manufacturing sectors, there is still a very
high level of low-skilled, low-paid labor.

Before considering the detailed use of automation in
food processing, it is important to understand the nature
of the industry. The food industry is not one single sec-
tor making a range of broadly similar products. It is in
fact wide and diverse both in terms of the products and
in structures and is characterized by:

• A very large number of small and medium enter-
prises (SMEs) operating in a highly competitive
environment• Rapid changes in product lines (often several
changes per day)• Generally low profit margins• Extensive use of manual labor in often unattractive
operating environments• Low uptake of automation procedures.

It is also very important to note that, except for a few
multinationals:

• Engineering research and development activity is
low• Ability to exploit and maintain advanced automa-
tion equipment is fairly poor• Information technology (IT) and e-Commerce in-
frastructure is generally weak.

Within the industry there is a strong feeling that in
the medium term (3–10 years) the number of people
willing to work for the current low wages will decline
and the industry will have to change to survive. Faced
with this problem the industry has identified the appli-
cation of automation and robotic systems as a major
growth area with the aims of:

• Improving production efficiency and impacting on
yield margins and profitability• Reducing waste on all levels: product, energy, pol-
lution, water, etc.• Enhancing hygiene standards, and conforming to
existing and future legislation pertaining to food
production, including enhancing hygienic operation
and product traceability

• Improving working conditions to improve retention
of high-quality, motivated staff• Improving the consistency of product quality.

However, despite these very significant and com-
pelling driving influences, only a small number of
companies are yet making significant use of automation
for raw and in-progress product handling. The question
therefore arises as to why the food sector should not be
making extensive use of automation. There is no single
simple answer to this question, but the answers seem to
be embedded in a number of technical, financial, and
cultural issues [60.2, 3].

Although the limited use of automation is cer-
tainly a reflection of a conservative investment policy
in a low-margin industry, it is equally clear that in many
instances the use of labor-intensive manual techniques
is a deliberate policy because of:

i) The flexibility provided by the human worker. Hu-
mans handle manipulative complexities with ease,
by combining dextrous handling capabilities (the
human hand), advanced sensing, and behavioral
models of the product accumulated with experience.

ii) A lack of understanding of the properties of the food
product as an engineering material. The handling
characteristics of many (most) food products can-
not be adequately described with geometry-based
information, as is usually the case with conventional
engineering materials since the geometry of food
product is:

• In many/most instances nonrigid, often delicate,
and/or perishable• Variable in texture, color, shape, and size• Often variable as a function of time and the forces
applied• Affected by environmental conditions including
temperature, humidity, and pressure• Easily bruised and marked when it comes into con-
tact with hard and/or rough surfaces• Susceptible to bacterial contamination.

iii) The product deforming significantly during han-
dling. Any system developed to handle such food
items therefore needs to react accordingly to this de-
formation and there is a lack of handling strategies
and end-effectors designed to cope with the variable
characteristics of food products.
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iv) The perceived inabilities of current automation sys-
tems to cope with the variation in product and
production demands.

In addition, the food sector often feels that there are
significant issues relating to automation including:

• Robotic systems and application technology have
been developed for the engineering manufacturing
industry and they cannot transfer across into food
manufacture without significant changes.• Robot manufacturers and system integrators of-
ten have a poor understanding of the economics,
payback rationale, and operating pressures in the

food industry, which are very different from those
in other sectors that make more use of automa-
tion/robotics. This results in the wrong products
being offered for sale at the wrong price and with
the wrong sales model.• Support for complex IT-based systems is largely ab-
sent in smaller food manufacturers and there is no
cost-effective outsourced support available.• The space and flexibility requirements of, in par-
ticular, the smaller food manufacturer require that
any automation fits around, and works with, existing
manual operations. This is in contrast to most en-
gineering automation which is physically separated
from people.

60.2 Generic Considerations in Automation for Food Processing

When considering automation within the sector it is
clear that there are very large differences in the exact
nature of the work and the level and form of automa-
tion. For instance, unlike in the car industry, which
is generally homogenous, making one easily recogniz-
able product, in the food industry this is not true. The
sector can be broken down in many ways, e.g., bak-
ery, dairy, confectionary, snacks, meat, poultry, seafood,
produce, sauce/condiments, frozen, and refrigerated.
Within these areas there are of course many more sub-
divisions and these subdivisions mean that it is almost
impossible to consider the industry as a whole and
certainly from the viewpoint of automation this is ex-
tremely difficult, although there are several key aspects
that have commonality.

60.2.1 Automation and Safety

Issues relating to food safety through accidental or de-
liberate contamination are of paramount concern in all
food manufacturing facilities. To address these concerns
and ensure public confidence there are a number of na-
tional and international standards. Depending on the
country where the food is being manufactured these
standards may be compulsory or voluntary and may be
more or less strictly enforced. Among the most readily
recognized of these standards are

• Hazard analysis and critical control points (HACCP)
has been developed as a systematic preventive
approach to food safety that addresses physical,
chemical, and/or biological hazards during the man-

ufacturing process, rather than through end-of-line
and finished product testing/inspection. This goal is
achieved by identifying potential food safety risks
in the manufacturing process and acting on these
critical control points (CCPs), e.g., by cooking, to
prevent the hazard being realized. HACCP forms
part of the whole manufacturing process including
packaging, and distribution [60.4].• Current good manufacturing practice (cGMP) deals
with the control, quality assurance/testing, and
management of food, pharmaceutical, and medical
products in a manufacturing environment [60.5].• ISO 22000 aims to bring the structures and bene-
fits of ISO 9000, from which it is derived, to the
food and drink processing and manufacturing sec-
tors [60.6].

The introduction of automation and robotic equip-
ment must of course conform to these standards, ideally
without introducing any new hazards, but at the same
time it is clear that the introduction of automation can
have a positive impact since it permits humans, who
are the most significant and certainly the most unpre-
dictable contamination source, to be removed from the
hazard consideration.

60.2.2 Easy-to-Clean Hygienic Design

Machinery to be used for direct handling of food
can be designed following a set of hygienic design
guidelines that ensure good standards of hygiene in pro-
duction [60.7, 8], yet there is often a certain degree of
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confusion regarding what constitutes hygienic design
and how hygienic a particular piece of machinery needs
to be. Fundamentally this is product/task specific but it
is clear that products such as raw meat, fish, and poultry
are highly susceptible to contamination from microor-
ganisms and require very high levels of hygienic design,
while for dry foods such as biscuits or cakes lower levels
of hygienic design may be more than adequate.

Routine cleaning and disinfection procedures in-
volve the use of acidic, alkaline, and chlorinated
cleaning chemicals. The need for frequent wash-downs
makes a sealed, waterproof structure essential to en-
close and protect internal components. The preferred
material for food processing machinery is 304 or 316
grade stainless steel (BS EN 10088:2005), polished to
a unidirectional satin polish finish [60.9]. Aluminum
is not sufficiently corrosion resistant to commonly
used cleaning chemicals and its use should be avoided
for food-contact applications. Surfaces should be non-
porous and free from cracks, crevices, scratches or
pits that could harbor microorganisms after cleaning.
Painted or coated surfaces should be avoided on food-
contact parts; however, if used, the finish must be
resistant to flaking or cracking. All parts likely to come
into contact with food should be readily visible for
inspection and accessible for cleaning. Joints that are
screwed or bolted together inherently have crevices that
cannot be adequately cleaned. A rubber seal or gasket
should be used between components joined in this way.
Exposed threads and fasteners such as screws, bolts, and
rivets should be avoided if possible in food contact ar-
eas. All corners should be radiused and sharp internal
corners should be avoided.

The use of plastics can offer certain advantages over
stainless steel in some applications. However, plastics
are generally more susceptible to failure from a range of
different causes [60.7]. A database of plastics approved
for food use by the US Food and Drug Administra-
tion (FDA) is available online [60.10]. In Europe, the
use of plastics for food-contact applications is regu-
lated by EU Commission Directive 2002/72/EC. One
significant disadvantage of plastics is that they are easily
scratched through manual cleaning. Surface scratches
can accumulate over time and harbor microorganisms.
A study by Midelet and Carpentier [60.11] suggests that
microorganisms also attach themselves more strongly
to plastics than to stainless steel. Rubber compounds
used for seals, gaskets, and suction cups should also
be food approved. Nitrile butyl rubber (Buna-N), flu-
oroelastomers (Viton), and silicone rubber are among
those commonly used in the food industry. Likewise lu-

bricants, adhesives, and any other materials that may
come into contact with food should be approved for
food use [60.10, 12].

60.2.3 Fast Operational Speed
(High-Speed Pick and Place)

High speed becomes important when an automa-
tion/robotic solution must compete on economic terms
with hard automation or human workers. Low profit
margins in food manufacturing mean that throughput
must be maximized in order to increase profit. Increased
production capacity also leads to reduced production
costs. Arguably the most common task in food manu-
facturing is pick-and-place handling, where an object
is picked from a conveyor belt and placed into its pri-
mary packaging. The pick-and-place speed of industrial
robots is based on a standard 25 × 300 × 25 mm3 cy-
cle and has been steadily rising. Speeds of between
80 and 120 picks/min, which are comparable to that
of a human operator, are now becoming commonplace.
Conveyor belts used in the food industry are generally
no more than 50 or 60 cm wide. This width corresponds
to the maximum distance that an operator, standing on
one side of the conveyor, can comfortably reach to pick
an object on the opposite side.

This need for high-speed handling is most acutely
observed in the bakery and confectionary subsectors,
where there is a need for high-speed handling of prod-
ucts that do in general have relatively good structural
formal and repeatability and can be moved at high speed
without disintegrating.

Biscuits/cookies form a particularly good example
of this type of product but other breaded products, e.g.,
croissants and even meat precuts such as pepperoni for
a pizza can be considered. In these tasks human op-
erators are required to identify the product (visually),
grasp the product, and place it either into a container or
on to a secondary product. The operating frequencies
are typically high (over 100 picks/min) with motions
in the range of 30–50 cm one way. The mass of the
objects are typically very low (only a few grams) and
when undertaken by humans the user will often pick up
several objects at one instance to minimize the move-
ments to and from the conveyor. Recently the ABB
IRB 340 FlexPicker robot has been extensively and gen-
erally very successfully used in this type of application
to pick up multiple products as a group, or one at a time.

With recent advances in vision technology, robotic
packing lines can handle varying or irregular products
(Fig. 60.1). Automation of this type often integrates
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with a variety of sensor systems, e.g., checkweighers,
vision, and metal detectors to enhance the handling pro-
cess and combine this with online inspection.

60.2.4 Joints and Seals

Careful attention should be paid to the design of joints
in automation/robotic systems to ensure that they are
both waterproof and hygienic, and avoid deep, narrow
crevices at the joints which are impossible to clean.
This is illustrated in Fig. 60.2a. An improved design us-
ing a spring-energized polytetrafluoroethylene (PTFE)
face seal is shown in Fig. 60.2b. Commercial seals are
available where the spring groove is filled with silicone
for use in food processing applications. Cover plates,
which provide access to the inside of food processing
machinery, are sealed using rubber gaskets. The screws
securing the cover plates should also be sealed. Small
screws can be sealed using a food-grade sealant. The
screws should have plain hexagon heads, which are eas-
ier to clean.

60.2.5 Actuators

Pneumatic cylinders are low cost and commonly used in
the food industry to actuate fixed automation machin-
ery. Accurate position control of pneumatic actuators
without the use of mechanical stops is, however, diffi-
cult to achieve under either proportional or pulse width
modulation control schemes [60.13, 14]. In addition,
position control using pulse-width modulation requires
rapid cycling of the solenoid valves used to drive the ac-
tuator and this wears out the valves extremely quickly.
Hydraulic actuators are not used in the food industry, as
there is a risk that hydraulic fluid may contaminate the
product.

Electric motors are comparatively easy to control
and reliable in service. Brushless direct-current (DC)
motors, despite their higher initial cost, have a service
life many times greater than that of brushed mo-
tors, leading to increased reliability, lower maintenance
costs, and less down time. This makes brushless motors
more economical to use over the lifetime of the automa-
tion. The most significant operational issue with motors
is ensuring adequate sealing to prevent the ingress of
water/solvents during cleaning etc.

60.2.6 Orientation and Positioning

For all forms of automation knowledge of the exact po-
sition of a product is vital. This is no less true in the food

Fig. 60.1 An ABB IRB 340 used to pick and place biscuits

sector than elsewhere but in this sector a number of fac-
tors conspire to place a low value on this information.

Figure 60.3 shows a very common example of an
ordered layup of product that is taken from the produc-
tion line and placed in bins that have complete disorder.
To automate the process of recreating order from this
chaos is at best difficult and expensive and at worst cur-
rently technically impossible, but humans easily cope
with this disorder. In considering examples of this type
it is clear that within a food plant many processes that
are currently considered difficult or impossible could be
automated if greater attention were paid to the reten-
tion of position and orientation data. In some instances
this will involve changes to the handling process while

a) b)

Fig. 60.2a,b Unhygienic and hygienic robot joint design.
(a) Uncleanable gap, (b) PTFE face seal
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Fig. 60.3 Food automation will often reverse traditional manufac-
turing aims that create disorder from the manufactured order

in others simple remedies such as properly adjusting
guides, transfer conveyors or feed rates will be sufficient
to create the order needed to satisfy the downstream
automation. This is a process that has already been
learned (often by hard experience) in other industries
but has yet to be fully appreciated by the food process-
ing sector.

At the same time it is possible to deal with aspects
of orientation and positional inaccuracies and the vi-
sion systems that are becoming increasingly common
in other industry sectors are finding useful outlets in

Fig. 60.4 Conveying solutions

food processing also. Indeed in the food sector the rel-
atively low tolerances (due to the product variability)
mean that vision-linked handling systems could poten-
tially be even more successful in these applications than
elsewhere.

60.2.7 Conveyors

Conveyors are typically belted transport machines
to carry products, containers, packs or packaging
along a production line or between production centers
(Fig. 60.4). There are a very large number of types of
conveyor designed to operate with different products,
and selection of the correct conveyor system is essential
to good automation in the food sector [60.15]. Convey-
ors can be formed as stand-alone linear or curved units
or they can be integrated into complex transportation
networks custom-designed for each factory application.
In their simplest forms the conveyor merely moves
product from point A to B but they can be integrated
with control systems, advanced drives, programmable
logic controllers (PLCs), sensors etc. and form an inte-
gral part of good automation.

60.3 Packaging, Palletizing, and Mixed Pallet Automation

One area of food production that has seen signifi-
cant use of automation is end-of-line operations. For
many years, food manufacturers have successfully used
traditional hard automation, including wrappers, top
loaders, and side loaders, to package easy-to-handle

products, e.g., cartons, boxes, trays, bags, and bottles.
In this area of the food production cycle the product
has been changed from the highly variable food prod-
uct into a containerized unit. Within the end-of-line
packaging operations there are therefore a number of

Part
F

6
0
.3



Automation in Food Processing 60.3 Packaging, Palletizing, and Mixed Pallet Automation 1047

key areas that have wide application across the sector
(Fig. 60.5).

These include aspects such as labeling, check-
weighing, inspection (visual, metal detection etc.), and
palletizing.

60.3.1 Check Weight

The checkweigher is an automatic machine for mea-
suring the weight of packaged commodities and hence
ensuring that the product is within specified limits
(Fig. 60.6). Any packs that are outside the tolerance
are ejected from the line automatically and may be
reworked. Although there are many forms of check-
weigher they generally follow a fairly common format.
From the main production flow line the product is trans-
ferred to an accelerating belt that spaces products that
are often closely located on the line. This means that in-
dividual products can be weighed without interference
from neighbors. The weigh station is an instrumented
conveyor belt incorporating a high-speed transducer
(typically a load cell), with user interface and often
data ports for Ethernet etc. At the outflow of the check-
weigher there is a reject conveyor to remove out-of-
tolerance packs without disrupting the normal flow. The
reject mechanism is automatic and may involve a vari-
ety of approaches such as air jets and mechanical arms.
Checkweighers can have a throughput of up to 750
products per minute. The communication ports ensure
that the checkweigher can be integrated into the whole
plant operation, communicating production data etc.
and forming part of a full SCADA (supervisory control
and data acquisition) system. By controlling and moni-
toring the throughput of the checkweigher it is possible
to detect out-of-performance upstream operations and
to dynamically change the performance of the upstream
operations by adjusting their set-points. Unfortunately
this is seldom achieved and machines often run with
poor adjustments that increase reject rates or overfill and
hence gives away product. In addition, by integrating
production of several lines or monitoring data over time,
it is possible to permit some underweight product, as the
overall average is within tolerance and the data from the
checkweigher can validate this. This can significantly
reduce wastage and has potential enormous savings.

60.3.2 Inspection Systems

Other inspection stations within the typical produc-
tion line include metal detection and also on occasion

Fig. 60.5 End-of-line automation

x-ray machines (Fig. 60.6). These systems are primarily
installed as safety systems to prevent physical con-
tamination of food. In the instance of metal detectors
which operate by enclosing the whole of the production
conveyor belt, the product passes through the detector,
which is tuned to detect small metal shards that may
have become located in the food product. If the sen-
sor is triggered the product is automatically rejected
but in this instance there is no rework and indeed the
product is usually inspected closely to discover the
type of contamination and to ensure that this is elim-
inated. Metals detection is present on almost every
production line. X-ray machines, although slightly less
common, are used to check for nonmetallic contami-
nation, e.g., glass, plastics, bone, and fibres, and also
in some meat products as a quality control system to
identify gristle.

Part
F

6
0
.3



1048 Part F Industrial Automation

Fig. 60.6 Combined check weight and metal detection sta-
tion

60.3.3 Labeling

Labels are used on every kind of product to brand, dec-
orate or provide information, and in the food sector
it is not uncommon that a label fulfils all three func-
tions simultaneously (Fig. 60.7). Labeling is one of the
final aspects of the production process and may be in-
dependent or integrated with other systems such as the
checkweigher and inspection systems. There are two
main types of labeling machine: wet glue and self-
adhesive (pressure-sensitive) applicators. For the food

Fig. 60.7 Labeling stations

processing industry self-adhesive labelers are by far the
more common, using preglued labels that are supplied
on a reel of release paper or film. This method of ap-
plication enables labels to be applied at medium/high
speed to soft packages as well as rigid containers. This
is very suited to the food sector.

60.3.4 Palletizing

The pallet is the fundamental loading and trans-
portation unit for most food operations. As such,
automation of the warehousing and palletizing op-
erations for food companies, as in most industry
sectors, is potentially one of the most profitable ar-
eas. As with most industry sectors many features
influence the selection of automation for palletiz-
ing, including line speeds, factory layout, space at
the end of production lines, and of course cost, but
in food operations there is also the advantage that,
by the time the products reach the palletizing stage,
the packaging has usually created a fairly repeat-
able form that is missing in many other upstream
areas and this is therefore one of the easiest areas to
automate.

While it can be recognized that there are many fea-
tures in common with other industry sectors, one recent
trend that is particularly strongly driven in the food
sector is the assembly of mixed product pallets, which
reflected demand from retailers for custom pallet loads
that suit the store rather than the shipper. The mixed
load pallet is therefore emerging as one of the most ef-
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Fig. 60.8 Robotic palletizing

ficient technologies available in the food supply chain
process.

To address these demands and opportunities and the
use of multiple feeder lines and rapid pattern changes,
the automation industry has focused on the development
of software needed to pick the product and design the
pallet, the hardware to recognize the product (sensors
which are often visual based), hardware to manipulate
the product (often robots), and the integration of the
hardware–software solutions (Fig. 60.8).

Within the robotic community there have been
important developments in the software to optimize
picking, placement, and overall construction of di-
verse pallets, with many robot manufacturers, software
houses, and systems developers introducing dedicated
software that will allow online pallet preparation to
meet the demands of the manufacturer and, more impor-

tantly, the retailer. These software systems can be fully
integrated with external systems, e.g., machine-vision
systems and image processing or other sensors to detect
the presence of the product and its position and orienta-
tion, and this information can be directly communicated
to a manipulation system, which is typically robotic,
to allow flexibility in programming and motion con-
trol. This comprehensive integration of all components
into one platform facilitates efficient communication
and guarantees reliable robot operation. These software
packages typically integrate only with one robot man-
ufacturer’s product line and it is therefore necessary to
use combined hardware and software solutions. Integra-
tion suppliers can often integrate nonstandard units but
this has a significant cost implication.

To address the increasing need for and use of robots
in the food industry a number of robot manufactur-
ers have or are developing products specifically for
these applications. However, to date very few com-
mercial robots have been developed specifically for the
food industry. Often, existing models have simply been
upgraded for use in food production and this has cre-
ated a negative impression among sections of the food
industry. Examples of industrial robots that are cur-
rently used for primary packaging and assembly of
foods include the ABB IRB 340 FlexPicker (probably
the most common robot in high-speed pick-and-place
applications and well suited to handling wrapped and
baked products) and Bosch Sigpack Delta robots, the
FANUC LR Mate 200iB food robot, Gerhard Schubert’s
TLM-F4, and more recently the FANUC M-430iA/2F,
which has a sleek profile with no food particle retention
areas.

60.4 Raw Product Handling and Assembly

While the use of robots and advanced automation for
end-of-line operations such as case packing and pal-
letizing is already well established, robotics/automation
of primary handling and assembly of foods has so far
been limited. However, since financial justification for
the installation of an automation/robotic system is typ-
ically based on the reduction of labor costs and the
bulk of manual labor in a food production line is gen-
erally concentrated in primary packaging and assembly
operations, this is the area that requires the greatest con-
centration of effort.

As already noted products handled by traditional
automation are usually homogenous in terms of size,

shape, and weight and also tend to be rigid; however,
some or all of these conditions do not prevail in food
processing. Food is very often fragile and, unless ex-
treme care is taken during handling, products can be
damaged and in the worst case this can mean they have
to be discarded. This means that the handling techniques
used in traditional automation are generally not suited to
the handling of raw food products and the mechanism
of grasping the food product (rather than basic motion)
is often the key to successful automation.

Taylor [60.15] classified the gripping techniques for
nonrigid materials into three separate classes defined by
the mechanism of the grasp:
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Mechanical techniques – the product is firmly
clamped between two or more mechanical fingers and
held due to the friction contact. To minimize the grip
force the gripper jaws can be compliant or specifically
shaped to the particular object. This can only be used
where variation between products is relatively small.

Intrusive grippers – pins are fed into the surface or
body of the material to be lifted. The pins are precisely
located so that when inserted the object becomes locked
to the gripper. This technique is generally unsuitable
for food products, as it would often cause unacceptable
levels of damage.

Surface attraction – adhesives or a vacuum are used
to create a bonding force between the gripper and prod-
uct. Vacuum grippers have been successfully used in the
food industry and are well suited to objects with regular
or flat surfaces, such as biscuits. However, not all food
items can be handled with such grippers due to diffi-
culties in achieving an airtight seal, bruising, and the
inflow of particles that could lead to microbial growth
unless equipment is sterilized regularly.

As can be seen above designing mechanisms to
grasp food products is not straightforward and the
techniques used in other industries cannot be di-
rectly applied. Different types of food product present
different challenges and as a result there are numer-
ous examples of grippers that have been developed
for use in the food industry which address these
challenges.

60.4.1 Handling Products That Bruise

There are many food products that are easy to bruise.
These are typically fruits and vegetables, but other prod-
ucts can also develop unsightly marks if grasped too
firmly. For this reason handling techniques that min-
imize forces and pressures must be developed. One
example of a product that is particularly susceptible to
bruising is the mushroom. Although not immediately
obvious a bruise can appear on a mushroom as long as
several days after being handled. This can mean that,
while a product may appear acceptable when dispatched
from a factory/farm, it can appear damaged by the time
it reaches the retailer/customer.

Mushroom harvesting is typically performed manu-
ally and, despite the delicate capabilities of the human
hand, mushrooms do become bruised during manual
harvesting. An automated system for the harvesting
of mushrooms was produced by Reed et al. [60.16]
with the aim of reducing labor but also reducing
product damage. The design of the system paid par-

ticular attention to the delicacy of the mushroom
contact.

The mushroom harvesting process consists of four
main stages: first the position of an individual viable
mushroom is obtained, followed by picking and trim-
ming of the mushroom before placing it in a container.
The location of the mushroom is obtained from a vi-
sion system mounted vertically over the mushroom
bed. Image-processing software identifies and numbers
each mushroom and then determines how best to pick
them. Mushrooms below a certain size threshold are
disregarded and are left to be harvested another day.
An isolated mushroom is easy to pick, but this is not
typically the case and usually mushrooms touch or over-
lap. The control software must therefore determine the
best way to extract each mushroom without disturb-
ing those around it. This is achieved by bending the
mushroom away from those that surround it before
picking.

The mushrooms are grasped using a vacuum cup
mounted through a compliant link to a rack and pin-
ion allowing the cup to be positioned on the surface of
the mushroom. The cup is then twisted about the verti-
cal axis to break the mushrooms base and allow it to be
removed. A turret mechanism was also included, which
allowed the most appropriately sized cup to be used for
the particular mushroom being grasped.

The contact between the vacuum cup and the mush-
room is the source of potential produce bruising and so
determining the optimum vacuum force is critical. Ex-
periments revealed that the force of the vacuum on the
mushroom produced a faint mark on the mushroom dur-
ing grasping but this was not considered by the industry
to be unacceptably severe. However, if slip occurred
between the mushroom and vacuum cup during rota-
tion this resulted in unacceptable shear damage on the
mushroom’s surface.

Once a mushroom has been removed from the
ground it is placed in a fingered conveyor with the stalk
pointing vertically downwards. A blade then removes
the lower section of stalk which is discarded and the
trimmed mushroom is placed in a plastic tray ready for
dispatch. The mushrooms are not dropped as this would
result in denting and bruising. The complete system was
trialled at a commercial mushroom farm in The Nether-
lands and by the Horticultural Research International
in the UK. The average picking speed of the system
was nine mushrooms per minute and in both of these
trials the amount of mushroom bruising and damage
was found to be significantly lower than when manual
picking was used.
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60.4.2 Handling Fish and Meat

While less susceptible to bruising than fruits and veg-
etables, meat and fish present their own grasping
challenges. Due to the ease with which such products
deform a traditional parallel jaw gripper is typically un-
able to grasp them with sufficient firmness. Similarly
vacuum grippers have had only limited success grasping
meats since the fleshy nature of meat means that un-
sightly peaks can be produced when a vacuum force is
applied. Also moisture on the surface of the meat can be
drawn into the vacuum system, causing blockages and
contamination as well as reducing the moisture content
of the product.

For the above reasons a number of alternative ap-
proaches have been proposed to address the problem
of handling meat. Khodabandehloo [60.17] proposed
a gripper with similar functionality to the human hand
which could use its fingers to grasp a product. A full
dexterous hand would be unnecessarily complex and
as yet no such system has been demonstrated in an
industrial environment, however the principle still ap-
peared promising and a multifingered gripper was
developed [60.17], formed from a solid piece of flexi-
ble rubber. An internal cavity was created at the finger’s
knuckle which could be pressurized by an external air
supply. As the cavity was filled with air it expanded,
causing the rear surface of the finger to elongate. Due to
the location of the cavity the front surface of the finger
remained unextended. As the finger was formed from
one solid piece of rubber this difference in extension
caused the knuckle to flex.

A hand consisting of four such fingers was devel-
oped and tested at the University of Bristol, UK. It was
positioned so that two fingers were located on each side
of the piece of meat to be lifted. When activated, the
fingers curled around the meat, creating a grasp. Due to
the compliant nature of the fingers they did not create
damage to the surface of the meat as there was no hard
contact. Due to the low number of mechanical parts and
lack of moving linkages the gripper was very well suited
to the hygiene requirements of the food industry as the
gripper could be washed or hosed down without risk of
damage.

Whilst proving effective at handling some cuts of
meat the Bristol University gripper was unsuited to
grasping steaks or thin slices of meat as they deform
too much for the fingers to produce a secure grasp.

An alternative approach is the Intelligent Portion
Loading Robot produced by AEW Delford Systems
Ltd. [60.18]. This system is robot based and is able

to handle and manipulate a broad range of meat types
including both bone-in and boneless portions, fish,
cheese, and sliced products. Meat is fed to the system
on a conveyor where a vision system determines the po-
sition and orientation of the product to be handled. An
ABB IRB 340 FlexPicker robot fitted with a novel end-
effector developed by AEW Delford is then used to pick
each product and transfer it to packaging or a further
processing machine.

The end-effector’s design is simple with a low num-
ber of parts, making it well suited to the needs of the
food industry. The end-effector is essentially a high-
speed parallel jawed gripper. Each jaw consists of a very
thin plate which, when the gripper activates, is forced
under the product as can be seen in Fig. 60.9a,b. The
low profile of the jaws means they can be inserted under
the product without damaging it. Although the lateral
force applied to the product as the jaws are closed is rel-
atively low it is still possible that this might dislodge the
product slightly. In order to prevent this, a spring-loaded
guide plate rests on the upper surface of the product
being lifted whilst the jaws close.

Fish pieces can be particularly difficult to handle as,
due to their structure, they can crumble when handled,
breaking into many pieces. Gjersted [60.19] developed
a needle gripper for the picking and packing of pieces
of fresh, cooked and uncooked fish.

The gripper operates using a surface hooking prin-
ciple [60.19] and uses numerous pins which enter the
product simultaneously from opposite sides. The pins
are angled slightly towards the center of the product

Chicken
portion

a)

b)

Guide plate

Jaw

Fig. 60.9a,b AEW Delford gripper raised (a) and lowered
with jaw closed (b)
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and as a result when inserted they physically lock the
fish firmly in place, which means it can be handled and
accelerated rapidly without fear of being dropped. The
only way that the product can be dropped whilst the pins
are still inserted is if the product breaks apart, but this
is unlikely to happen as, whilst the pins are in the prod-
uct, they form an internal support structure which helps
keep the product in one piece.

The gripper was developed according to European
Hygienic Engineering and Design Group (EHEDG)
principles for hygienic design, meaning it meets with
the stringent requirements of the food industry. The
gripper has been tested successfully with both salmon
and cod and demonstrates excellent holding capability
with minimal impact on the product surface and the
overall product quality. In fact the impact on product
appearance and quality was judged to be less than when
conventional human handling was used.

60.4.3 Handling Moist Food Products

Within the food manufacturing industry it is extremely
common that the materials to be handled are moist. This
can be a result of washing, cooking or cutting or in-
deed just due to the nature of the product. This moisture
can often make traditional grippers ineffective and so
a number of novel techniques have been developed.

Sliced tomatoes and cucumbers used in a wide
variety of products, e.g., salads and sandwiches, are typ-
ically washed and sliced in a secondary part of a factory
using large-scale slicing machines capable of process-
ing many kilos per minute. Once sliced the product is
deposited into trays and delivered to production lines.

The high water content of most vegetables and the
nature of the cutting process means that slices have
a high residual moisture on their surfaces and cannot
be placed directly into the product, which would be-
come soggy reducing customer appeal, although it has
no significant hygiene issues. To reduce this sogginess
and improve shelf life the sliced vegetable trays are left
to drain, for at least 2 h, before being used. The ef-
fectiveness of this method is highly variable, with the
upper layers of ingredients draining more thoroughly
than those towards the middle or bottom of the tray.

After draining, the trays are delivered to the assem-
bly lines, where operators pick individual slices from
the trays and place them in the assembled product, e.g.,
sandwiches. It is extremely difficult to do this without
further damaging the slices and as a result it is not un-
common for the center of tomatoes to become detached.
Furthermore the moisture causes the slices to stick to-

gether and the operators have to separate them, slowing
the overall process. For this reason a production line
working at 50 sandwiches per minute can typically have
four operators just placing tomato slices and a similar
number handling cucumber.

Davis et al. [60.20] proposed an automated sys-
tem for the handling of sliced tomato and cucumber
based on a novel end-effector. The solution involves
cutting slices on the actual assembly line for imme-
diate use. A slice would only be cut when required
and thus the need to pick an individual slice from
a tray is removed. Once cut, each slice is grasped us-
ing a noncontact Bernoulli gripper and a robot places it
as required (Fig. 60.10).

A Bernoulli gripper operates using compressed air
and a flat gripping face. Deflectors on the surface of the
gripper direct the supplied air so that it radiates from the
center of the gripper across the surface. When the grip-

a)

b)

Fig. 60.10 (a) Noncontact Bernoulli gripper. (b) Gripper
handling tomato
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ping surface is brought close to an object to be grasped
the gap through which the air travels becomes reduced.
To maintain the volumetric air flow through the gripper
this results in an increase in air velocity. The rapid flow
of air between the object and gripper generates an at-
tractive force in line with Bernoulli’s principle. It is this
force which allows the object to be grasped.

As well as lifting the products the gripper is also
able to remove moisture from the object being handled
using the air-knife principle where moisture is atomized
by the air and blown off the surface.

Another technique developed for lifting moist
products is the cryogenic gripper. Stephan and
Seliger [60.21] developed a freezing gripper for use
in the textile industry which created a bond between
the gripper and products by freezing moisture on the
surface of the product using a Peltier element. The re-
ported grip forces were as high as 3.5 N/cm2 after 3 s
of freezing with release after 1 s.

Although this gripper was developed for use in the
textile industry the technique appeared to have potential
in the food industry. To assess this, the Food Refriger-
ation and Process Engineering Research Center at the
University of Bristol, UK [60.22] carried out tests on
cryogenic grippers for the food industry. They were
particularly interested to determine whether such tech-
niques could be used to lift sheet-like food materials
such as lasagne, sliced fish, cheese, and ham. Similar
results to the work of Stephan et al. [60.21] regarding
grasp times were obtained, however, unforced release
times were found to be poor and mechanical release
methods were found to produce unacceptable damage
to the products’ surface. Nonetheless it is suggested
that with further development work a viable gripper can
probably be developed that has the potential to be very
useful in some sectors of the food industry, e.g., frozen
foods.

60.4.4 Handling Sticky Products

Many food products are sticky and, whilst there is
usually no problem developing automated systems for
grasping such objects, releasing them can often present
a challenge. The glacé cherry is an example of one such
product. When handled with a traditional two-jaw grip-
per the cherry is found to stick to one of the jaws when
released [60.23]. This meant that the cherry could not
be positioned accurately. Reed et al. [60.23] developed
a unique gripper for the production of Bakewell tarts.
These small cakes require a decorative cherry to be
place at the center of each cake and therefore a method

of picking and reliably releasing a single cherry was
developed.

The gripper developed is a two-fingered parallel jaw
mechanism as shown in Fig. 60.11a. As with a standard
gripper the jaws are closed and an object is held by
a frictional grasp. However, the unique feature of this
gripper is that the contact surface of each jaw is covered
in a polyester film. This film takes the form of a narrow
tape which is wound onto spools (Fig. 60.11). When the
gripper releases an object a length of tape is wound off
the inner spools and onto the outer spools as shown in
Fig. 60.11.

To release an object the spools are rotated and the re-
sultant motion of the polyester tape on each jaw causes
the object being grasped to be transported downwards.
At the tips of the jaws the tape doubles back on itself
and this causes it to peel away from the object being
held and therefore release it. The sharpness with which
the tape doubles back on itself is vital. If insufficiently
sharp it would be possible for the object to remain stuck
to one of the tapes and be transported along the out-
side of the jaw. An appropriately tight turn ensures that
the contact area between the tape and object is so small
that the resulting adhesive force is not large enough to
support the weight of the object.

In addition to its ability to handle sticky objects
this gripper can be used to position objects in con-
fined spaces as the jaws of the gripper do not need
to be opened during product release. This makes the
gripper particularly well suited to placing objects into
boxes. Reed et al. demonstrated how the gripper could
be used to place petits fours and fondants into presenta-
tion boxes [60.23].

Another sticky product that has a reputation of be-
ing particularly difficult to handle is fresh sheets of
lasagne. Clamping-type end-effectors cannot be used as

Jaws

Spools

a) b)

Polyester
tape

Fig. 60.11a,b Parallel jaw gripper grasping (a) and releas-
ing (b) a sticky object
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Fig. 60.12 (a) Lasagne lifting. (b) Motions in the automated handling of a lasagne pasta sheet

they would damage the surface of the pasta, and for
similar reasons vacuum cups are also unsuitable.

Moreno-Masey et al. investigated the possibility
of automating the manufacture of lasagne ready (mi-
crowave) meals and developed a method based on the
rolling action common in making pastry [60.24]. By
rolling a sheet of lasagne onto a roller and then grad-
ually unrolling it above a product it was shown that
the sheet could be positioned accurately and with lit-
tle damage. The conceptual design with the envisaged
sequence of operations is shown in Fig. 60.12a, with the
automation system shown in Fig. 60.12b.

The gripper is initially positioned so that the spat-
ula arm, needed to lift the front edge of the pasta, is
located close to the pasta sheet. The gripper then moves
horizontally a short distance towards the pasta, forcing

the spatula under the leading edge of the sheet. The
gripper continues moving in the horizontal direction
and simultaneously rotates the roller. By coordinating
the two motions the pasta is rolled onto the gripper
in a controlled manner. To release the pasta and de-
posit it into a tray the roller is simply rotated in the
opposite direction. The weight of the sheet causes the
lasagne to peel free of the roller in an equally con-
trolled manner. The machine constructed based on this
design is shown in Fig. 60.12b. The motion of all actu-
ators are pneumatically powered with PLC control over
the joints using input sensing on the position of the
lasagne sheets. The machine is sufficiently simple and
low cost that nine identical machines could be used to
produce ready meals at a typical production rate of 60
per minute.

60.5 Decorative Product Finishing

Many food products include components or features
which add nothing to the taste or quality of the prod-
uct but are purely decorative. Cake manufacture is an
example of a production process where the product’s
appearance is as (perhaps even more) important as its
flavor. There are many decorative features used, rang-
ing from discrete components which are place on the
surface of the cake to intricate patterns or text produced
using icing.

Park Cakes in the UK is a large bakery produc-
ing cakes for special occasions which often include
hand-written messages on their upper surface such as
“Happy Birthday” or “Congratulations”. These mes-
sages are produced by skilled staff using icing-filled
pastry bags. The operators apply pressure to the bags
in order to produce a constant flow of icing with which
to write the messages. In order to be able to undertake
this task to the required high standard requires both ex-
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perience and training and this increases the overall staff
costs.

At certain times of the year (Christmas, Valentines’
day, and Easter) the demand for cakes increases dramat-
ically and can mean production rates at the Park Cakes
factory can increase by as much as 300%. This presents
a significant problem as additional labor is needed but
finding skilled staff is difficult and additional training is
often required. This is costly and requires detailed plan-
ning to ensure labor levels are available at just the right
time.

A robot-based solution was proposed and devel-
oped [60.25] in which the messages were initially
produced in a computer-aided design (CAD) pack-
age which converted the written text into a series
of coordinate positions used to programme the robot.
A four-degree-of-freedom SCARA (selective compli-
ance assembly robot arm) design was sufficient to
achieve the icing task. In addition to the basic motions
involved in writing, the appearance of the icing is also
dependent on the relative distance between the depos-

itor and the surface of the cake. To ensure knowledge
and maintenance of correct separation a laser range
finder was used to measure the distance to the cake’s
surface and allowed the robot’s height to be adjusted
to correspond to the individual profile of each cake.
The robot carries the icing head, which was capable of
producing a steady stream of chocolate icing. It was es-
sential that the icing depositor could be switched off
with a clean cutoff (i. e., when stopped the icing flow
would instantly cease without any stringing). This was
achieved using a stainless-steel 2200-245-Series KISS
Tip Seal Valve. Whilst the robot system operated as
intended there were some initial problems with the de-
positing system caused by the flow characteristics of the
icing, and input from a chocolate technologist allowed
the icing to be produced more consistently resolving the
problems.

The quality of the final products exceeded Park
Cakes’ expectations and the system removed some of
the pressures on the company to find large numbers of
skilled laborers during periods of high demand.

60.6 Assembly of Food Products – Making a Sandwich

The instances already studied have shown uses of au-
tomation in applications involving containerized food
products and individual or discrete food product han-
dling. However, one of the major challenges in the
automation of food production is the assembly of food
products from a large number of discrete components.
The assembly of a sandwich is one such problem.

Until recently sandwich production has been per-
formed almost entirely manually with lines employing
up to 80 people. The little automation that is used typi-
cally takes the form of slicers or depositors. The high
level of labor means that there is a real incentive to
look to automation. However, the only successful exam-
ple of an automated sandwich line is that developed for
Uniq Plc. by Lieder [60.26]. This system uses industrial
robots and an indexing system to automate the entire
process from buttering to packing but operates most
successfully for products with paste fillings. Due to the
use of robots there are significant safety issues and as
such the line must be enclosed by guarding. This means
it cannot operate alongside humans and also leads to
a large machine footprint.

An alternative approach was described by Davis
et al. based on simpler dedicated yet more flexible
concepts [60.27, 28]. In this system the ingredients in-

cluded: two slices of bread, butter, mayonnaise, chicken
(diced), lettuce (shreaded), four slices of tomato, and
four slices of cucumber. This is considered by the
industry to represent the most difficult sandwich han-
dling scenario and does not benefit from the binding
effects found in the pastes used on the Lieder line.
The automated system consisted of a continuously run-
ning corded conveyor which transports the bread slices
and sandwich assemblies between workstations. This
conveyor is separated into two lanes with each lane
handling half of the sandwich (top and bottom slice).
A piece of bread is placed in each lane and as they
progress along the line additional ingredients are added
to the bottom (supporting) slice. After all the ingredients
are added the second slice must be lifted, inverted, and
then placed on the top of the first slice. Studies of cur-
rent production lines identified a number of individual
processes needed to construct the sandwich:

1. Ingredient placement – individual ingredients are
placed onto a single slice of bread.

2. Topping – a second slice of bread is placed on top
of the first.

3. Cutting – the sandwich is positioned and cut once
diagonally to form two triangular sandwiches.
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Ingredient placement

Into skillet

Clapping

Cutting

Topping

Lettuce

Tomato and
cucumber

Cubed
chicken

Butter

Slice A
Slice B

b)

a)

Fig. 60.13a,b Chicken salad sandwich production processes

4. Clapping – one triangular sandwich is placed on top
of another prior to top packing.

5. Packing – the two sandwiches are placed into a skil-
let.

Figure 60.13a shows these five individual opera-
tions, while Fig. 60.13b shows the developed system.

An industry-standard programmable logic con-
troller (PLC) is used to control the basic functions of
the process. All sensors, variable-speed drives, step-
per drives, the vision system and pneumatic control
valves are connected to and controlled by this PLC.
A touchscreen human–machine interface (HMI) is used
to operate the machine and to give the operator feed-
back about the operating state. The HMI also has
an engineer mode that allows qualified personnel to
change conveyor speeds and perform basic sequencing
checks.

Stepper drives are used where controlled movement
of the sandwiches is required. A stepper drive is used
at the optimum cut station to precisely align the sand-
wich before the sandwich is cut. The clapping station
uses three stepper drives to place the two halves of the
cut sandwich precisely on top of each other prior to be-
ing packed. The packing station uses a stepper drive to
rotate the assembled sandwich through precisely 90◦
before being dropped into the awaiting skillet. All the
stepper drives are controlled by the PLC and all the
sensors are connected to the PLC.

To establish the validity of each principle a series
of trials over a 10 week period on 250 000 sandwiches
were conducted within a sandwich factory. The aim of
the trails was to analyze each process critically and
establish whether these principles worked with real
products and in a true factory environment. For each
of the individual results there were very satisfactory
outcomes with high levels of acceptance and reliability.

60.7 Discrete Event Simulation Example

With automation projects being expensive, and the cost
of lost production during the installation of equip-
ment being high, it is vital that any potential problems
with an automation project be identified as early as
possible. Discrete event simulation is a software tool
which allows machines, production lines or even en-
tire factories to be produced, tested, and assessed on
a computer before any real equipment is purchased or
installed.

The simulations provide accurate representations
of production processes and product flow. This means
an appropriately constructed simulation can be used
to identify bottlenecks in existing or planned layouts

(Fig. 60.14). This is particularly useful when installing
a discrete piece of automation onto a line as it allows
the effect of the machine on the remainder of the line to
be assessed.

Simulation can also be used to determine if labor is
being used efficiently. The example described below is
of a sandwich production line. From video footage of
the line it was determined how long each operator took
to perform their particular task. The simulation was then
created and sandwiches were input onto the line at the
appropriate rate. Analysis was then performed to deter-
mine what percentage of each operator’s time was spent
idle. It was shown that each of the three operators tasked
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Fig. 60.14 Simulation of sandwich production line

with placing lettuce on the sandwiches was only busy
for 60% of their time. This meant that either one of the
operators could be removed or the line speed could be
increased. The simulation then showed that increasing
the line speed produced problems elsewhere as other
operators no longer had enough time to perform their
tasks.

This is just one example of how simulation can be
useful. More complex simulations allow the introduc-
tion of variation of task time, variability of product flow,
and changes in shift patterns, to mention just three fac-
tors.

60.8 Totally Integrated Automation

While production hardware forms the most obvious
feature on the food factory landscape, it is only part
of a larger automation scheme which can ultimately
deliver a totally integrated form of automation encom-
passing management and strategic functions (logistics,
sales, orders, dispatch, traceability, energy, maintenance
etc.), production functions including SCADA, network-
ing, HMI, distributed process control (DPC), and (at the
machine level) PLC, sensors, actuators etc. A typical
format for this type of layout is shown in Fig. 60.15,

HMI

Process automation Factory automation Machine automation

Business modeling factory

Enterprise asset management

Plant maintenance management

Dispatch

Trace and tracking

Networks

Sensors, actuators

CNC, PLC, DCS

ERP
Enterprise resource planning

MES
Manufacturing
execution system

Automation

Fig. 60.15 A totally integrated approach to factory and production automation

and the techniques used in the food sector vary little
from those in other sectors.

Although the levels of uptake do vary across the in-
dustry, in general, at the managerial and administrative
level most food processing companies do make exten-
sive use of at least some aspect of control systems.
This is particularly important with regard to production
scheduling, logistics, and distribution as in the food sec-
tor the concept of just in time is taken to perhaps its
greatest extreme. In food product manufacture it is not
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unusual that orders are placed at midnight for dispatch
in under 12 h. These orders can amount to tens or even
hundreds of thousands of units. While the manufactur-
ers do try to predict demand it is not unknown for the
customer (supermarkets) to vary the orders by 50% or
more. Indeed it is not unknown for expected orders to be
canceled with only hours of warning. In these instances
efficient and effective process control and management
is essential.

In terms of process automation there is use of
SCADA, DCS, PLC integrated networks, etc. In ar-
eas such as batch production, for the beverage sector

etc., the use of this technology is common, but in the
broader food sector dealing with discrete components
the use of process automation is more patchy. Cer-
tainly most of the hardware which is developed for
the food sector now comes with PLC, DCS, and net-
working capability and can be integrated into a full
SCADA system, however, a fully integrated and net-
worked operation is certainly not the normal practice,
although it does represent best practice. There are sev-
eral reasons for reduced uptake even when automation
machinery has been installed that has advanced control
functionality.

60.9 Conclusions

The food processing sector is the largest manufacturing
industry in many countries, but to date it has been one of
the least effective at using automation, and particularly
following the newer automation trends. This has been
driven by many factors that are both commercial and
technical and it is certainly true that in many instances
food products pose questions that are not present when
handling traditional materials. Yet those within the in-

dustry are acutely aware of the pressure to reduce food
costs while maintaining quality and it is also true that
when there is a genuine desire from the food processing
organization there are many ways in which automation
can be used to enhance the performance of the business.
It is particularly hoped that SMEs that have least expe-
rience (and confidence) with advanced automation will
find the necessary guidance to reap the benefits.

60.10 Further Reading

• R.G. Moreira: Automatic Control for Food Process-
ing Systems (Springer, Berlin, Heidelberg 2000)• L.M. Cheng: Food Machinery – For the Production
of Cereal Foods, Snack Foods And Confectionery
(Woodhead, Cambridge 1992)• M. Kutz: Handbook of Farm, Dairy, and Food Ma-
chinery (William Andrew, Norwich 2007)

• G.D. Saravacos, A.E. Kostaropoulos (Eds.): Hand-
book of Food Processing Equipment (Kluwer Aca-
demic Plenum, Norwell 2003)• B. Siciliano, O. Khatib (Eds.): Springer Hand-
book of Robotics (Springer, Berlin, Heidelberg
2008)
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Infrastructure and Service Automation. Part G Without automation, certain infrastructure and services could
not even be imagined, as in space exploration and secure electric power distribution. In others, automation is
essential in improving them so fundamentally, that their benefit influences tremendous social and economic trans-
formation and even revolution, as with transportation, agriculture and entertainment. Chapters in this part explain
how automation is designed, selected, integrated, justified and applied, its challenges and emerging trends in those
areas and in the construction of structures, roads and bridges; of smart buildings, smart roads and intelligent ve-
hicles; cleaning of surfaces, tunnels and sewers; land, air, and space transportation; information, knowledge,
learning, training, and library services; and in sports and entertainment. With the enormous increase in the im-
portance of the service sector in the global economy, this infrastructure and service automation part clarifies not
only how it has evolved and is being enabled, but also how automation will influence future growth and further
innovations in these domains.
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Construction61. Construction Automation

Daniel Castro-Lacouture

The construction industry is labor intensive, project
based, and slow to adopt emerging technologies.
Combined, these factors make the construction
industry not only one of the most dangerous
industries worldwide, but also prone to low pro-
ductivity and cost overruns due to shortages of
skilled labor, unexpected site conditions, design
changes, communication problems, constructabil-
ity challenges, and unsuitability of construction
means and techniques. Construction automation
emerged to overcome these issues, since it has the
potential to capitalize on increasing quality expec-
tations from customers, tighter safety regulations,
greater attention to computerized project control,
and technological breakthroughs led by equip-
ment manufacturers. Today, many construction
operations have incorporated automated equip-
ment, means, and methods into their regular
practices.

The Introduction to this chapter provides an
overview of construction automation, highlighting
the contribution from robotics. Several motivations
for automating construction operations are dis-
cussed in Sect. 61.1, and a historical background is
included in Sect. 61.2. A description of automation
in horizontal construction is included in Sect. 61.3,
followed by an overview of building construction
automation in Sect. 61.4. Some techniques and
guidelines for construction management automa-
tion are discussed in Sect. 61.5, which also presents
several emerging trends. Section 61.6 shows some
typical application examples in today’s construc-
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tion environment. Finally, Sect. 61.7 briefly draws
conclusions and points out challenges for the
adoption of construction automation.

Construction automation has been continuously re-
defined throughout the past two decades. In 1988,
construction automation was defined as “the work to
increase the contribution of machines or tools while
decreasing the human input” [61.1]. Another defini-

tion states that it is “the technology concerned with
the application of electronic, mechanical and computer-
based systems to operate and control construction
production” [61.2]. Construction automation was fur-
ther characterized as [61.3]:
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the work using construction techniques including
equipment to operate and control construction pro-
duction in order to reduce labor, reduce duration,
increase productivity, improve the working environ-
ment of labor and decrease the injury of labor
during construction process.

From a systemic perspective, construction automa-
tion is the technology-driven method of streamlining
construction processes with the intention of improving
safety, productivity, constructability, scheduling or con-
trol, while providing project stakeholders with a tool
for prompt and accurate decision making. This method
must not be limited to replicating skilled labor or
conventional equipment performance. The latter is the
purpose of single-task robots, which have been an im-
portant component of construction automation. In the
year 2000, robotics applications in the construction
industry completed 20 years of research, exploration,
and prototyping, as documented in the first book on
robotics in civil engineering [61.4]. These applica-
tions made important contributions to replicating single
tasks, which could be completed faster and safer, since

no laborers were operating equipment. However, ini-
tial and operating costs have been a problem for the
massive deployment of construction robots [61.5, 6].
Later, the distinction between single-task robots and
construction automation became more evident. Single-
task robots perform a specific job, whereas construction
automation uses principles of industrial automation to
streamline repetitive tasks, such as just-in-time de-
livery systems, coded components or computerized
information management systems [61.7]. Automation
has been associated with repetitive processes, while
robotics has targeted single tasks or jobs, imitating
skilled labor. Nevertheless, construction processes may
not be repetitive as a whole, due to the planning,
design, and assembly requirements that must be ad-
dressed prior to initiating construction. In addition, site
layout and logistics constraints may pose another ob-
stacle so that a theoretical repetitive process must be
decomposed into simpler tasks. These simpler tasks
may be treated as repetitive in nature. Some exam-
ples of repetitive tasks are digging a trench, placing
a pipe, backfilling, placing masonry tiles, hauling top-
soil, etc.

61.1 Motivations for Automating Construction Operations

Based on a market research questionnaire conducted
in 1998 to construction industry respondents from
24 countries, the strongest reasons for robotic con-
struction automation were: productivity improvement,
quality and reliability, safety, enhancement of working
conditions, savings in labor costs, standardization of
components, life cycle cost savings, and simplification
of the workforce [61.8].

The project-based nature of the construction in-
dustry implies the periodic mobilization of construc-
tion equipment, materials, supplies, personnel, and
temporary facilities at the start of every construc-
tion project. Recent hires, especially field laborers,
may not be familiar with the construction practices
adopted by the firm on a particular project, making
it difficult to engage them in technologically ad-
vanced processes from the beginning of the project.
Shortages of skilled labor, due to economic fluctu-
ations, immigration policies, or geographic consider-
ations, make the adaptation to project-based means
and techniques even more challenging. Therefore,
the possibility of automating construction processes
would constitute a great opportunity for overcom-
ing the transition to project-based demands. Diffi-

culties in the delivery of supplies and the assembly
of materials on site have been alleviated by the
adoption of off-site assemblies, manufacturing automa-
tion principles, and procurement of premanufactured
components.

Another motivation for automating construction
tasks is safety in the workplace. Research has found
that the causes of accidents can be attributed to fac-
tors such as human error, unsafe behavior, and the
interaction of humans with materials, tools, and en-
vironmental factors [61.9]. Some of the incidents
leading to construction injuries and fatalities can be at-
tributed to collisions between workers and equipment,
or from workers falling from roofs, scaffolds or trench
edges [61.10]. In the USA in 2006, there were 1226 fa-
talities associated with the construction industry. This
accounts for almost 24% of all fatalities in the private
sector [61.11]. However, the construction industry ac-
counts for only 5% of the US workforce [61.12]. This
high proportion of construction injuries and fatalities
may indicate that the industry needs new approaches
in order to improve safety environments for workers
on construction sites. Some efforts have focused on
using machines to complete repetitive tasks that were
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once performed by workers. This practice has removed
workers from hazardous construction environments, but
those workers that need to remain in place are still
vulnerable to accidents. Automation efforts may fur-
ther reduce the possibility of accidents or near misses
by creating a sensor-based network that tracks the po-
sition of workers and equipment, thereby alerting the
worker and supervisor when a hazardous condition
arises.

Productivity improvement constitutes another rea-
son for automating construction operations. This im-
provement is critical since traditionally the construction
industry has been one of the worst industries with
regard to annual increase in productivity [61.13].
This concern, combined with ever-increasing costs,
high accident rates, late completions, and poor qual-
ity, has been the subject of dedicated studies on
construction productivity improvement [61.14]. Con-
struction is one of the largest product-based industries,

and contributes a major portion to the gross do-
mestic product of both developed and developing
countries [61.15, 16]. However, when compared with
manufacturing, construction is rather slow in terms
of technological progress [61.17]. There are also dif-
ferences associated with purchasing conditions, risk,
market environment, sales network, product unique-
ness, and project format [61.18]. Construction is often
considered an antiquated industry. There have not been
dramatic changes in basic construction methods in the
last 40 years. The modest attention to research and
development by both the public and private construc-
tion sectors has undermined possible breakthroughs in
construction automation that may impact the overall
productivity of the industry. Furthermore, the assumed
endless availability of workers and the focus on cost
reduction and short-term efficiency have continued to
limit the rationale for automation efforts in construc-
tion [61.19].

61.2 Background

The historical development of construction automa-
tion has been marked by equipment inventions aimed
at performing specific tasks originally done by work-
ers, and by ground-breaking methodologies intended
for improving the systematic behavior of resources in
a construction project setting. Table 61.1 shows the his-
torical development of construction automation, from
the early stages of equipment inventions to the latest
trends in automated project control and decision support
systems. Since construction has been mostly an adopter
of innovation from other fields rather than a source of
innovation, every development indicated in the table is
shown in the period where it had a dramatic impact on
construction means, management, and methods, and not
necessarily when it was invented.

Table 61.1 includes chronological developments
related to technologies, means, and methods that
have had a dramatic impact on the way construction
operations are performed, managed, and conceived,
allowing them to be partially or fully automated.
The discipline of construction management studies

the practice of the managerial, technological, and
business-oriented characteristics of the construction
industry, whereas construction engineering analyzes
design, operational, and constructability aspects. This
differentiation has been reflected in the way several
automation efforts have been focused throughout the
last few decades. These efforts and periods have been
catalogued in different manners: based on the tax-
onomy of field operations [61.3, 20, 21]; based on
geographical development [61.6, 7]; based on matu-
rity [61.22]; and whether technologies are considered
hard or soft [61.23]. This chapter describes automa-
tion efforts from the perspective of their purpose in the
construction domain, that is, whether the automation
effort has been focused primarily on the construction
of highway or heavy structures, on buildings, or on
computer-supported integrated technologies that facili-
tate construction management decision making, which
can be applied to the design, procurement, assem-
bly, construction, maintenance, and management of any
type of facility.
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Table 61.1 Historical development of construction automation

Period Development

1100s Pulleys, levers

1400s Cranes

1500s Pile driver

1800s Elevators, steam shovels, internal combustion engine, power tools, reinforced concrete

1900s Slip-form construction

1910s Gantt charts, work breakdown structures (WBS)

1920s Dozers, engineering vehicles

1930s Prefabrication, hydraulic power, concrete pumps

1950s Project evaluation and review technique (PERT), computers

1960s Time-lapse studies, critical path method (CPM)

1970s Robotics, computer-aided design (CAD), discrete-event simulation

1980s 3-D CAD, 4-D CAD, massification of personal computers, spreadsheets, relational databases, geographic
information systems (GIS), large-scale manipulators

1990s Internet, intranets, extranets, personal digital assistants (PDAs), global positioning systems (GPS),
barcodes, radiofrequency identification systems (RFID), wireless communications, remote sensing, pre-
cision laser radars (LADARS), enterprise resource planning (ERP), object-oriented programming (OOP),
concurrent engineering, industry foundation classes (IFC), building information models (BIM), lean
construction (LC)

2000s Web-based project management, e-Work, parametric modeling, Wi-Fi, ultra wide band (UWB) for track-
ing and positioning, machine vision, mixed augmented reality, nanotechnology

61.3 Horizontal Construction Automation

Horizontal construction has been prone to automa-
tion due to the repetitive tasks, intensive labor, and
equipment involved in the operation. This type of
construction comprises linear projects, such as road
construction, paving, drilling, trench excavation, and
pipe laying.

One of the first attempts to fully automate the paving
process was the Road Robot [61.24]. The aim of this
project was to develop a self-navigating, self-steering
asphalt paver that would allow road engineers to im-
prove the quality of pavements, while also being more
environmentally friendly. The operation of the Road
Robot was divided among four subsystems: asphalt
materials logistics, traveling mechanism, road surface
geometry, and screeding. Although the Road Robot suc-
cessfully demonstrated the capabilities and advantages
of a fully automated asphalt paver, further development
appears to have been halted.

The computer-integrated road paving (CIRPAV)
prototype was another attempt to automate paving op-
erations [61.25]. The primary functions of the CIRPAV
system were to assist the operator in maintaining the
paver on its correct trajectory at the correct speed,
to automatically adjust the position and cross-slope
of the screed, and to record actual work performed
by the paver and transmit performance data to a re-
mote ground station, in order to maintain global quality
control at the site level. The CIRPAV system con-
sists of three main subsystems: the ground subsystem,
the onboard subsystem, and the positioning subsys-
tem. After several trials, the following improvements
were achieved, in contrast with the conventional as-
phalt paving process: the costs of establishing and
maintaining references for profile control and equip-
ment operations were reduced from 10% of the total
cost of the work to below 5%; the fluctuation of the
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a)

b)

Fig. 61.1a,b Slip-form pavers: (a) screeding process,
(b) idle workers during operation [61.26]

layer thickness was decreased, with estimated sav-
ings of materials of about 5% of the total cost of
the work; and the quality of the final pavement was
improved. The CIRPAV prototype was able to place
asphalt within ±5 cm in both transversal and longitu-

TwoTwo
controllablecontrollable
struts alignstruts align
pipepipe

LaserLaser
targettarget
aboveabove

laser pointlaser point

a) b) c)

Fig. 61.2a–c Construction excavation automation: (a) robotic excavator [61.27], (b) Lancaster University Computerized
Intelligent Excavator (LUCIE) [61.28], (c) PipeMan [61.29]

dinal directions, and within ±0.5 mm for the height
component.

The appearance of slip-form pavers semi-automated
concrete paving operations. Figure 61.1a shows an au-
tomated concrete screeding process.

However, these operations still require several la-
borers who remain idle most of the process time, as
seen in Fig. 61.1b. Furthermore, slip-form machines still
depend on visual inspection and manual samples to per-
form quality control of the concrete mix. In recent years,
a prototype design of a fully autonomous robot for con-
crete paving was developed [61.30]. The Robopaver
prototype is a battery-operated robot consisting of sev-
eral different operations: placing prefabricated steel
reinforcement bar cages, placing and distributing con-
crete, vibrating, screeding, final finishing, and curing.
Results from the simulation of prototypical tests yielded
productivity improvements for Robopaver of 20% over
the traditional slip-form paver, while foreman utiliza-
tion achieved 99% with no operators involved, as
opposed to the traditional operation with 46% foreman
utilization and six laborers [61.31]. The construction
work zone for Robopaver was less prone to acci-
dents involving construction workers, while being more
productive.

Trench excavation and laying buried pipes are
among the most dangerous tasks in the construction
industry. While heavy construction equipment such
as cranes, loaders or backhoe excavators are used to
dig, hoist, and lower pieces of pipe into the trench,
workers guide the operation from inside the trench to
perform final alignment and jointing. Excavating op-
erations, such as trenching, require precise control.
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Previous experiments with robotic excavation have im-
plemented a conventional industrial robot fitted with
a bucket as the end-effector [61.32, 33]. More recently,
a prototype Komatsu PC05-7 hydraulic mini-excavator
was extensively modified to operate as an autonomous
robotic excavator [61.27]. Figure 61.2a,b shows modi-
fied robotic excavators during trench-forming tasks.

Research in the telerobotic operation of hoisting
and placing pipes on trenches has shown promising
results for improving safety. Telerobotic systems are
mechanical devices that combine human and machine
intelligence to perform tasks remotely with the as-
sistance of various sensors, computers, man–machine

interface devices, and electronic controls. Building
upon a previous-generation pipe manipulator dubbed
PipeMan, further improvements were made by adding
a laser and video system in order for the operator to
control the entire device remotely, becoming a rugged
but simple man–machine interface for motion control
and control feedback, as shown in Fig. 61.2c. Pipe in-
stallation tasks could be initiated and observed by the
operator with the help of wireless fidelity (Wi-Fi) in-
terfaces to the electrohydraulic valves mounted on the
manipulator, as well as the video images transmitted
wireless to the flat screen mounted to the side of the
cabin window [61.29].

61.4 Building Construction Automation

In the 1990s, despite numerous attempts to develop
highly automated machines and robotics for con-
struction field operations in the previous decade, few
practical applications could be found on construction
sites [61.21]. In Japan, however, pushed by building cor-
porations and manufacturers, the largest construction
firms of the time developed robots for building con-
struction. Among these firms (e.g., Takenaka, Shimizu,
Taisei, Kajima, Obayashi, and Kumagai-Gumi), a va-
riety of single-task robots were manufactured for
practical construction applications. These applications
mainly consisted of concrete floor finishing, exterior
wall spray painting, ceiling board installation, and
fire proofing. The goals of the deployment of these
single-task robots were mostly the improvement of pro-
ductivity, safety, and quality.

a) b) c)

Fig. 61.3a–c Automated building systems in Japan: (a) SMART [61.34], (b) Big Canopy [61.35], and (c) ABCS [61.36]

Japanese contractors also developed automated
building systems, which consisted of on-site construc-
tion factories that used ideas already tested in the
manufacturing and automobile industries, such as just-
in-time, material tracking or streamlining repetitive
operations [61.7].

The WASeda construction robot (WASCOR) project
entailed a building system carried out by assem-
bling factory-made interior units installed with frames,
boards, papers, and fixtures, and using construction
robots [61.37]. The push-up method consisted of assem-
bling the roof floor first, lifting it up with its supporting
columns using hydraulic jacks, thereby serving as the
working platform for the construction of the lower
floors. Every time a lower floor was completed, the
roof floor was jacked up [61.7]. Shimizu manufactur-
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ing system by advanced robotics technology (SMART)
was an integrated system that automated the erection
and welding of steel frames, laid concrete floor boards,
and installed exterior and interior wall panels and other
components. The automated building construction sys-
tem (ABCS) system consisted of a construction factory
placed on top of the building, lifting structural members
to the lower floors and welding the components with
robots. It had the capacity to build two floors at once.
Productivity shortcomings and cost considerations as-
sociated with the operation of the ABCS prompted the
development of the Big Canopy system. This system
featured four tower masts and a massive canopy at the
top, which lifted prefabricated material to the target
floor, where workers controlled the maneuvering of the
components with the use of joysticks. The T-up sys-
tem comprised a support, a base, and a manipulator.
The construction process began with the erection of the
building core and the base was constructed at the ground

Table 61.2 Automation and robotics research for building construction, excluding Japan

Project Institution Features

TAMIR Technion – Israel Institute of Technology, Israel Autonomous multipurpose interior
robot

Rebar manufacturing Technion – Israel Institute of Technology, Israel,
and University of Ljubljana, Slovenia

Assembly of rebar cages for beams
and columns

Building assembly robot University of Karlsruhe, Germany Automatic crane handling system

SHAMIR Technion – Israel Institute of Technology, Israel Autonomous multipurpose interior
robot

Mobile bricklaying robot University of Stuttgart, Germany Brickwork erection

Handling robot Technion – Israel Institute of Technology, Israel Conversion of existing cranes into
large semi-automatic manipulators

ROCCO University of Karlsruhe
and Technical University of Munich, Germany

Assembly system for computer-
integrated construction

Brick laying robot (BLR) Delft University of Technology, Netherlands Brick placing from a platform on
top of a variable-height telescopic
mast

RoboCrane National Institute of Standards and Technology,
USA

Welding system and steel placing

ROMA University Carlos III de Madrid, Spain Autonomous climbing for con-
struction inspection

Contour crafting University of Southern California
and Ohio University, USA

Additive fabrication technology for
surface-forming troweling to cre-
ate smooth and accurate planar and
free-form surfaces

Freeform construction Loughborough University, UK Megascale rapid manufacturing for
construction

level. Guide columns and hydraulic jacks elevate the
base to the target floor. Figure 61.3 shows several exam-
ples of automated building systems developed in Japan.

Besides in Japan, there has been significant ad-
vancement in robotics research and development for
building construction in the past two decades. Some
of these research projects have been led by academic
institutions and government agencies, as shown in
Table 61.2.

Almost 30 years after robotics applications in con-
struction started being researched, explored, and pro-
totyped in the early 1980s, these applications are
still considered atypical for the construction industry.
However, robotic application efforts are still under-
way, mainly for performing single tasks that are part
of tedious dangerous jobs that demand high qual-
ity and productivity. This trend goes along with the
faster pace of robotics development in other industries,
whose success has not been paralleled by the con-
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struction industry. The decision-making and situational
analysis complexities, coupled with the project-based
nature and short-term focus of the construction in-
dustry has hindered success. Nevertheless, for the
past decade, construction researchers and practition-
ers have shifted their efforts toward the development
of integrated automated construction systems aimed
at providing decision-makers with robust tools for
project management. These systems consist of a variety
of computer-supported applications that take advan-
tage of the increasing computing power available, as
well as accessibility to tracking and positioning tech-
nologies, such as global positioning system (GPS),
radiofrequency identification (RFID), and Wi-Fi, which
have demonstrated dramatic improvements in mater-
ials and resources management, progress tracking, cost
monitoring, quality control, and equipment operator
training.

Automation efforts have been implemented through-
out the architecture, engineering, construction, and
facility management life cycle. During the design phase,
four-dimensional (4-D) computer models, i. e., three-
dimensional (3-D) objects plus time dimension, allow
project information to be shared among project partic-
ipants, showing realistic views of objects and activities
and their sequence of assembly. Complex designs take
advantage of 4-D models by using animations to link
computer-aided design (CAD) elements with sched-
ule activities, thereby improving the clarity of design
and construction information, allowing early clash de-
tection, and helping track the construction progress.

Building information models (BIM) emerged to for-
mally address these design automation needs, modeling
representations of the actual elements and components
of a building. BIM is based on industry foundation
classes (IFCs) and architecture, engineering and con-
struction extensive markup language (aecXML), which
are data structures for representing project informa-
tion [61.38]. Further implications of BIM to design
automation include the possibility of estimating build-
ing costs, schedule progress, green building rating,
energy performance, safety plans, material availabil-
ity, and creating a credible baseline for project control,
among others.

At the other end of the project life time, facil-
ity managers continuously make decisions on whether
or not to conduct refurbishments, and prioritize be-
tween cost and quality. As the built environment
ages, these assessments are applicable to demolition
decisions. Automated condition assessment and refur-
bishment decision support systems are leveraging the
complexity of the building systems, such as technical,
technological, ecological, social, comfort, aesthetical,
etc., where every subsystem influences the total ef-
ficiency performance and where the interdependence
between subsystems plays a critical role [61.39]. Fur-
thermore, design changes for refurbishment projects
appear frequently due to a number of factors such as
the lack of suitable design data, insufficient condition
data, inadequate information on building condition, and
ineffective communication between the client and con-
tractors [61.40].

61.5 Techniques and Guidelines
for Construction Management Automation

The management of construction projects deals with
planning and scheduling, material procurement, cost
control, safety, performance tracking, and design–
construction coordination, among other issues.

61.5.1 Planning and Scheduling
Automation

Planning and scheduling consists of sequencing pro-
cesses, activities, and tasks according to time, space,
and resources constraints, specifying the duration of
such tasks and the relationships between them. Tradi-
tionally, scheduling and planning were done through
simple bar charts. In the 1960s, the critical path method
(CPM) emerged, followed by discrete systems mod-

els [61.23]. Today, several software applications have
been developed to automate the CPM, such as Microsoft
Project, Primavera SureTrak, and Primavera P3. These
applications allow users to link different activities, allo-
cate resources, and optimize the schedule. In addition,
they provide a user-friendly representation that can be
used in different aggregation levels. A further step in
the automation is taken by specialized software appli-
cations that include sophisticated methods of resource
leveling and scheduling optimization considering un-
certainty. Four-dimensional CAD emerged in the 1980s
to associate time to spatial elements, thereby allowing
visual representation of sequences and communication.
To generate a 4-D simulation, a 3-D model is created
and a manual or semi-automated process of linking
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3-D objects to tasks in time takes place. Visualization
of construction sequences is at the task level, which
means that the active task is visualized when the asso-
ciated construction object is highlighted. One drawback
of this approach is that activities that are not associated
to objects, such as milestones, cannot be visualized on
the simulation. In addition, since the links have to be
updated every time the 3-D model changes, it is a very
time-consuming process. The new trend of scheduling
automation is to incorporate BIM into the schedule,
including spatial, resource utilization, and productivity
information [61.38]. BIM consists of a set of parametric
building elements that have associated several proper-
ties and relationships between elements, which store
information on geometry, material, etc. Using BIM for
scheduling, the model is linked to the schedule, not
an object is linked to a task. This approach not only
saves time and is more accurate, but also allows the
evaluation of resources and material consumption over
time [61.41].

61.5.2 Construction Cost Management
Automation

Construction cost management deals with the relation
between the owner’s budget, the project estimates, and
the actual cost of the project. Several attempts to auto-
mate cost estimating started in the 1980s, when software
applications emerged to link construction quantities to
cost databases or to standard industry databases. Later,
this applications evolved to automate quantity take-offs
from CAD drawings and to transfer such estimates to
job cost management applications that allow automated
tracking of contract amounts, subcontracts, purchase or-
ders, quantity totals, billings, and payments. The new
trend in cost construction automation is to incorporate
a cost estimate application to BIM, becoming helpful in
conceptual estimates because those estimates are calcu-
lated based on project characteristics and project type
(i. e., office building, school, number of floors, parking
spaces, number of offices, etc.). Those quantities are not
available in CAD models because they do not define ob-
ject types. On the other hand, BIM allows early quantity
extraction and cost estimates. Later in design, BIM al-
lows users to extract the quantities of components, area
and volume spaces, and material quantities. In terms of
a detailed estimate, the accuracy depends on the detail
of the model. An important advantage of using BIM for
estimating is that the estimate is automatically updated
when the model changes; in addition, it helps reduce
bid costs because it lowers uncertainty related to mater-

ial quantities. There are three different ways how BIM
can be used to aid the cost management process:

1. To export quantities to estimating software
2. To link BIM objects to estimating software, which

allows manual inclusion of costs that are not associ-
ated to a specific object

3. As a quantity take-off tool [61.38].

61.5.3 Construction Performance
Management Automation

Current research efforts to find appropriate methods for
performance monitoring and control mainly fall into
three categories: (1) a series of automated techniques
for detection of building entities: radiofrequency iden-
tification (RFID), global positioning systems (GPS),
laser scanners, Wi-Fi, and ultra wideband (UWB) po-
sitioning technologies, and visual sensing; (2) a series
of visualization techniques used to represent discrep-
ancies between as-planned and as-built; such methods
could help in comparing real-world data with the five-
dimensional (5-D) as-planned data (i. e., 3-D model plus
sequencing and estimated cost described in BIM); for
example, it could help automatically detect discrep-
ancies and identify those elements that are ahead of
or behind schedule, identify those elements that are
on budget or present overruns, and assist in taking
corrective control actions; and (3) enterprise resource
planning (ERP) and computer-supported frameworks
that allow the integration of workflow information for
automated project performance control.

Radiofrequency Identification (RFID)
In RFID technology, radiofrequency is used to capture
and transmit data from a tag embedded or attached to
construction entities. RFID is helpful for material track-
ing due to its larger data storage capabilities, being more
rugged, not requiring line of sight, and being faster in
collecting data about batch of components [61.42, 43].
The technology also has the advantage that it can be
combined with other tracking technologies (i. e., 3-D
laser systems or barcoding) that can complement and
enhance the tracking system. This method might be
troublesome for tracking numerous and dissimilar types
of construction objects and personnel, especially if the
RFID chips are not given the appropriate amount of
time to be recognized by RFID readers. Other disad-
vantages include the need for previously identifying
and tagging the entity to be tracked. This greatly lim-
its tracking capabilities and makes it unreasonable for
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tracking ever-changing entities, such as personnel and
cast-in-place materials on a construction site.

Global Positioning System (GPS)
GPS is a system that can provide 3-D position and
orientation coordinates. The GPS system can be ap-
plied in two ways: differential GPS based on range
measurements, and kinematic GPS based on phase mea-
surements. Differential GPS can be used to measure
locations at a metric or submetric accuracy. In kinematic
GPS, positions are then computed with centimeter ac-
curacy [61.42]. As for differential GPS, the kinematic
computation can be performed either in postprocess-
ing or in real-time, which is called real-time kinematic
GPS. As a satellite-based technology, standard GPS
needs a line of sight between the receiver and the
satellite; therefore, it cannot normally operate indoors.
Recent developments enable GPS to operate indoors
by adding cellular, laser or other technology [61.44].
Research on the use of GPS in the construction in-
dustry has been characterized by the positioning of
equipment and by construction metrology in field oper-
ations [61.25,45,46]. The latter has been complemented
with deployment of laser radar imaging of construction
sites. The GPS system is limited by several factors. It
can only be applied for outdoor use and needs a GPS re-
ceiver to be attached to the entity that is being tracked.
Since the number of materials involved in a project is
usually significantly greater than the number of pieces
of equipment involved in installing them, it is, in most
cases, unfeasible to attach a GPS receiver to each piece
of material.

Laser Scanning
Laser scanning is a terrestrial laser imaging system that
creates a highly accurate 3-D image of a surface for
use mainly in computer-aided design (CAD) [61.47].
Typical 3-D laser scanners can create highly accurate
three-dimensional images of objects from quickly cap-
tured 3-D and 2-D data of the objects. Laser scanning
is especially applicable in construction sites, where the
high amount of objects and materials make it difficult to
gather accurate spatial data. Although data acquisition
is fast, postprocessing tasks, such as georeferencing and
3-D model generation, can take several times longer,
accounting for 80% of the time needed to complete
the task, depending on the level of detail of the 3-D
model [61.48]. It also has issues with noise, which
needs to be removed during the segmentation process.
This segmentation process is still not realized automat-
ically and takes considerable processing time. Other

disadvantages include the high cost and current lack of
automation.

Wi-Fi and UWB
Wireless local area networks (WLAN) featuring Wi-Fi,
also technically known as 802.11 for a 2.4 GHz radio
band, have been considered as a key opportunity for the
construction industry sector [61.49]. The main function
of the Wi-Fi system is to integrate hardware compo-
nents, such as application server, positioning engine
server, and finder client, with the CAD drawings of the
facility. Integrated through a web interface, the user is
allowed to obtain material information from the site and
trace it on the finder client’s graphical interface in real
time. Presently, positioning accuracy is up to a meter
with current Wi-Fi technology, although it may become
3 cm with the use of ultra-wide-band [61.50, 51]. Wi-Fi
and UWB applications in construction suffer from sev-
eral disadvantages. The necessity for tagging is one of
the deficiencies of this system. Another limitation is
the necessity for measurement of infrastructure, which
means that , ideally, the use of a total station is required
in order to obtain accurate results. This increases the
time needed for the setup of the system, as well as the
cost of the tracking method.

Vision Tracking
Vision tracking is a method that blends video cameras
and computer algorithms to perform a variety of mea-
surement tasks. Traditional vision-based tracking can
provide real-time visual information of construction job
sites. This technology is unobtrusive, which means that
there is no need for tagging or installing sensors to the
tracked entities. Additional advantages include the sim-
plicity, commercial availability, and low cost associated
with video equipment and the ability to significantly au-
tomate the tracking process [61.52]. Disadvantages of
this technology are associated with its limitations due
to field of view, visibility, and occlusion, and the inabil-
ity to track indoor elements using peripheral cameras.
There are also further complications of differentiating
between interesting and irrelevant entities at the site.

e-Work
Research on the automation of preconstruction work-
flows has been documented with the application of
e-Work methods in steel reinforcement [61.53], and in
construction materials in general [61.54]. This work
is built upon previous research in the manufacturing
domain, where e-Work is composed of collaborative,
computer-supported activities and communications-
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supported operations in highly distributed organiza-
tions, thereby investigating fundamental design princi-
ples for the effectiveness of these activities [61.55, 56].
See Chap. 88 on Collaborative e-Work, e-Business, and
e-Service.

61.5.4 Design–Construction Coordination
Automation

Design–construction coordination consists of synchro-
nizing all designs, field conditions, special conditions,
trades, and systems, in order to deliver the project ac-
cording to the design intent. One of the most important
tasks is clash detection. Currently, most clash detec-

tion is done manually by overlying drawings in order
to try to detect clashes within the different systems, and
some contractors use CAD applications to overlay lay-
ers to detect conflicts visually; both approaches are very
slow and prone to errors. The new trends in clash de-
tection are based on BIM tools, which allow automatic
clash detection from two perspectives: 3-D geometry
conflict detection and object relationship and interac-
tion conflict detection [61.38, 57]. As all objects are in
the model, clash detection can be performed at different
levels of detail as needed. Finally, detected conflicts can
be corrected very quickly before the next round of clash
detection takes place, making the updating of drawings
simpler.

61.6 Application Examples

Four particular application examples have been selected
because of their current impact on construction au-
tomation. The first three examples are state of the art,
whereas the last one is still in the research stage. The
first example is related to earthmoving automation; the
second example involves planning and scheduling au-
tomation; the third example describes the automation of
a construction cost estimation process; the last exam-
ple, still in the research stage, features the automation
of construction progress monitoring.

61.6.1 Grade Control System for Dozers

One of the latest inventions toward the accomplishment
of automation in construction is the technology incor-
porated into the new line of Caterpillar crawler tractors
or bulldozers. Even though these machines are not
factory-equipped with all the technical automated op-
tions, these units are preinstalled with all the accessories
to make them compatible with these new technologies.
The Caterpillar factory standard technology Accu-
Grade [61.58] is an integrated system that provides
accessibility for the implementation of more advanced
technologies into these machines; for example, the in-
tegration of GPS, laser grading, cross slope, etc. This
system has benefits in terms of the productivity, ac-
curacy, and overall effectiveness of the equipment use
by the operator. It includes the automatic blade con-
trol function which ultimately eliminates the operator
from the accuracy-demanding task of blade positioning,
especially in cases where accuracy is very important.

AccuGrade GPS control system is one of the most effec-
tive tools to have been integrated into these machineries,
essentially because it creates 3-D model replicas of the
ground contours designed by engineers and then auto-
matically matches these contours with the actual work
done by the machine. This machine eliminates the use
of an operator’s ability to match, as accurately as pos-
sible, the ground’s elevation to the design, making it an
automatic procedure calculated accurately by a machine
and guided by an educated operator. Job site safety is
improved, since it reduces the need for personnel to
guide the machine, such as flaggers, stakers, checkers,
surveyors, etc. Another feature that the AccuGrade sys-
tem has integrated is the safety interlock, which locks
the blade in a position when the system is not active.

In order to accomplish the overall goal of automat-
ing the earthwork activities of a construction project,
this system provides a tool to create complex 3-D de-
signs and incorporate them into the machine’s GPS
system. This tool is most commonly used for more com-
plex earthwork projects, such as golf courses or specific
projects requiring constant slope degrees differences.
Also, the ability to create flat, single, and dual-planar
designs for less demanding projects, such as parking
lots or building pads, is a great advantage that the GPS
control system provides in order to achieve greater au-
tomation, accuracy, and cost reductions.

Figure 61.4 shows the sloping designs that the GPS
grade control system will integrate into the computer
of the machine in order to automate the earthmoving
necessary to achieve desired specs.
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a) b) c)

Flat slope

Single slope

Dual slope

Fig. 61.4a–c Grade control system for CAT Dozer: (a) 3-D sloping designs, (b) in-cab computer, (c) earthmoving
operation [61.58]

Using AccuGrade, the dozer achieves quicker com-
pletion times and minimizes the need for staking, string
lines, and grade checkers, apart from automatically per-
forming the job without having to worry about accuracy,
material waste, and several other time-consuming fac-
tors that would regularly be involved in an earthmoving
project. According to studies done by Caterpillar, pro-
ductivity is increased by 50% and surveying costs are
reduced by 90% [61.58].

There are some off-board components and some
office components involved in the operation of the
GPS system. The off-board component includes GPS
satellites which send positioning information to the ma-
chine, a GPS base station located within radio range
of the machine that is used to transfer information
from the satellite, and a GPS receiver installed in the
machine for information receipt by the machine. In
addition, there are office components involved, includ-
ing 3-D design software and office software used to
design and convert any kind of design into a format
that the machine can use to create its design mod-
els.

Fig. 61.5 CAD model, bill of quantities, and construction sched-
ule [61.41]

61.6.2 Planning and Scheduling
Automation

This example shows the use of BIM as an aid in the
scheduling process [61.41]. The project was the con-
struction of the Süddeutscher Verlag Corporate Head-
quarters in Munich, Germany, a 28-storey, high-rise
office building with an area of 78 500 m2. The con-
struction period was 36 months. In order to manage
the schedule of the project, 4-D CAD and BIM were
used. The CAD model consisted of 40 000 objects
and a schedule that included 800 tasks, 600 of which
could be visualized in the 4-D simulation, as shown
in Fig. 61.5.

Linking CAD objects and tasks took 4 days. When
there was a change in the CAD model, the task linking
update took another 4 days. Linking BIM and the time
schedule took 0.5 days, while changes on the model just
needed to reload the data and apply the relationships,
a process that took just a few minutes. After comparing
the quantities generated by the BIM tool and the quan-
tities generated manually, the BIM quantities proved to
be more accurate.

61.6.3 Construction Cost Estimating
Automation

This example demonstrates BIM capabilities as a con-
ceptual cost estimating automation tool [61.38]. The
project, Hillwood Commercial in Dallas, USA, is a six-
storey, mixed-use building with an area of 12 500 m2.
The building was constructed under a design–build de-
livery method. The design team started modeling during
the conceptual stage to evaluate different alternatives to
be presented to the client, using DProfiler, a parametric
BIM tool that assigns cost information to the objects.
DProfiler is integrated into a commercial cost database,
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giving the design team and the owner real-time cost
data. The use of DProfiler instead of manual-based es-
timating resulted in a 92% reduction of time used to
develop the estimate.

The team developed an initial concept design and
created a model in DProfiler with links to cost informa-
tion. The model took into consideration regional cost
factors, building type, and other components using tem-
plates that have been developed with experience from
similar projects. As the team constructed the building
mass, the cost data was updated in real time. Then, as
all components and assemblies were associated to cost
in a database, when the team included more details the
cost was automatically updated. In addition to linking
components or assemblies to the cost database, DPro-
filer also allowed the creation of relationships and rules;
for instance, it included one specific component that
was not part of the model. In this way, as the model was
developed, real-time information linked to the database
was presented. The team also used DProfiler to run
different scenarios and make informed decisions on
floor-to-floor height, square footage, location of com-
ponents, etc.

The team realized several benefits after using BIM
to aid the conceptual estimate process. They found a re-
duction of labor hours to produce an estimate. DProfiler
avoided the take-off process and also had an automatic
link to commercial cost databases. The design team was
able to produce an accurate estimate in real time, re-
ducing the time spent in verifying the accuracy of the
estimate, thereby spending more time in the financial
analysis of the different options. Also, a visual represen-
tation of the estimate was created, reducing the potential
for errors.

61.6.4 Construction Progress Monitoring
Automation

This example illustrates a method of automated
progress monitoring; the inputs are the as-planned 4-D
model and a sequence of on-site time-lapse photographs
that represent the as-built model. The objective of this
method is to automatically overlay the as-built images
with the as-planned model to determine and update the
progress status. It consists of putting the real-world
camera into the 4-D model; then, the image taken of the

On schedule Behind scheduleAhead of  schedule

Fig. 61.6 Site photograph, superimposed photograph, and color
coding [61.59]

4-D model is overlaid with the site photograph taken
at the same time. The 4-D photograph displays the ex-
pected progress; therefore, superimposition of images
allows comparison of discrepancies between what was
intended and what was performed [61.59]. The method
uses earned value analysis to present progress indicators
and uses a color code to provide a visual representation,
where a dark red color represents objects that are behind
schedule/cost and dark green represents objects that are
ahead of schedule, as shown in Fig. 61.6.

Future trends in this domain include implement-
ing combined progress tracking method that consists
of generating a BIM model of the project that contains
3-D geometry, schedule, and cost information with the
as-planned data. An as-built model is then generated
using the combination of two automated data collec-
tion technologies: machine vision and Wi-Fi. To gather
real-time object information, that information can be
translated using an IFC language to generate a 4-D
model with cost information on demand. Both models
can be superimposed, detecting graphically in real-time
the objects that are on time, the objects that are behind
schedule, and the objects that are ahead of schedule. In
addition, this application will allow the calculation of
earned value indicators with the information stored in
both models.
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61.7 Conclusions and Challenges

The cyclical nature of the construction industry, fea-
turing longer periods of reduced activity combined
with imminent shortages of skilled labor, increasing
quality expectations from costumers, tighter safety reg-
ulations, greater attention to computerized scheduling
and project control, and technological breakthroughs
led by equipment manufacturers, has once again put
construction automation on the map of researchers and
practitioners alike. In spite of challenges, such as cost,
lack of governmental incentives, regulatory barriers,
disbelief by the majority of the construction sector, or
the lack of research and development, much advance-
ment has been possible in construction automation in
the past three decades. Presently, the demand for ac-
curate, up-to-date, and timely information to manage
construction projects is growing, so automating the
construction management process presents enormous
benefits. It has been proven that the use of technolo-
gies, such as automated data collection: reduces the
time required to gather information at the job site; al-
lows the use of real-time information; decreases the
response time when corrective actions have to take

place, reducing the costs associated with late response;
and enhances the visualization and communication in-
teractions within the project team. In addition, the use of
BIM to support different project management processes
also presents several benefits. It enhances communi-
cation with and understanding of stakeholders, and
enables constructability decisions to be made during
the design phase and not only during construction. It
reduces the time spent in redesign and in answering re-
quests for information, and allows a better sense of the
time and the cost of the project, since estimates and the
schedule are more accurate and do not have delays or
overruns because of unexpected change orders.

However, there are still several technological gaps
that need further research and development. A signif-
icant drawback is the lack of major research in the
construction industry. The major challenges faced by
the industry in regard to construction management au-
tomation are: reduction of the technological gaps and
interoperability issues, the cost and availability of such
technologies, and the systematic education of construc-
tion practitioners on these subjects.
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The Smart Bui62. The Smart Building

Timothy I. Salsbury

Buildings account for a large fraction of global en-
ergy use and have a correspondingly significant
impact on the environment. Buildings are also
ubiquitous in virtually every aspect of our lives
from where we work, live, learn, govern, heal,
and worship, to where we play. The application of
control and automation to buildings can lead to
significant energy savings, improved health and
safety of occupants, and enhance life quality. The
aim of this chapter is to describe what makes
buildings smart, provide examples of common
control strategies, and highlight emerging trends
and open challenges. Today, the most prevalent
use of automation in buildings is in heating, ven-
tilating, and air-conditioning (HVAC) systems. This
chapter reviews common control and automation
methods for HVAC, but also describes how automa-
tion is being extended to other building processes.
The number of controllable and interconnected
systems is increasing in modern buildings and this
is creating new opportunities for the application of
automation to coordinate and manage operation.
However, the chapter draws attention to the
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fact that the buildings industry is very large,
fragmented, and cost-oriented, with significant
economic and technical barriers that can, in
some cases, impede the adoption and wide-scale
deployment of new automation technologies.

62.1 Background

The worldwide energy used to heat, cool, ventilate,
light, and deliver basic services to buildings was, on av-
erage, approximately 2.4 TW (= 2.4 × 1012 W) in 2004.
A further 5.6 TW was attributed to industrial plants,
with a large fraction of these housed in buildings such
as factories, power plants, and other manufacturing fa-
cilities [62.1]. In developed countries, buildings can be
responsible for as much as 50% of total energy use.
These dramatic statistics coupled with the fact that hu-
man beings spend most of their lives inside buildings
make this application of critical importance to the well-
being of our planet and its global population.

There are many different types of buildings, rang-
ing from simple places of shelter to highly complex
ecosystems that provide a range of specialized services
to support specific functions. One common purpose
of buildings is to create a modified environment that
is comfortable for occupants even when outside con-
ditions are unfavorable. Comfortable conditions are
maintained through the operation and coordination of
mechanical and electrical systems and through the con-
version of energy from one type to another. The control
of indoor environmental conditions is the most com-
mon and widely exploited application of automation
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technologies in buildings and will be the main focus
of this chapter. Factors that affect the indoor environ-
ment are air quality, temperature, and humidity, as well
as lighting, and safety from fire and security threats.

For a building to be smart it must have some form
of automatic control system. Building control systems
vary widely in complexity from simple mechanical
feedback mechanisms to a network of microprocessor-
based digital controllers [62.2]. At the latter end of the
spectrum, the network of controllers is often known as
the building automation system (BAS). A BAS needs to
interface with physical systems in order to effect desired
changes on the building, and the interfacing is usually
made through means of sensors and actuators. Buildings
can contain many types of physical systems, the most
common of which are described in more detail below.

HVAC and Plumbing. In terms of energy, the most im-
portant systems in buildings are those used to heat, cool,
and ventilate the indoor environment. These systems are
collectively known as the heating, ventilating, and air-
conditioning (HVAC) plant. The HVAC plant is used
to condition the psychrometric properties (temperature
and humidity) of the indoor environment as well as air
quality. HVAC systems range in complexity from sim-
ple residential units that may have only heating units to
advanced systems for high-performance buildings such
as clean rooms and chemical laboratories [62.3]. Plumb-
ing systems are closely associated with the HVAC plant
but are often handled by a different group of companies
and contractors on a building project. Plumbing serves
the HVAC systems with water supplies used for heat-
ing and cooling and also handles distribution of potable
and waste water. Plumbing and waste disposal systems
are critical elements in ensuring occupant health [62.4].
Automatic control is widely used in HVAC systems
and ranges from simple feedback loops to complex
sequences of operation that manage scheduling and in-
teractions between systems.

Lighting Systems. Lighting systems are responsible for
a large fraction of building energy use, close to that used
by HVAC for the commercial sector. Most buildings
have both artificial and natural lighting and the interac-
tion between these sources is important in creating the
right level of illumination. In most buildings, both arti-
ficial and natural lighting are operated manually using
electric switches and window shades. However, auto-
mated lighting systems are available and are starting to
be used in modern buildings. For these systems, sen-
sors measure illumination levels in a space and also

whether a space is occupied and this information is used
to regulate artificial light levels and control shades on
windows.

Fire and Security. Fire systems are found in large build-
ings and include fire detection and alarming as well
as sprinkler systems for abatement. Security systems
are used to control access to buildings and internal
areas and trigger alarms when unauthorized access is
detected. Both of these systems are evolving rapidly
largely due to the availability of more advanced sen-
sor technology and imaging devices. The additional and
richer sensor information available from these systems
is creating new opportunities for intelligent responses
to particular situations. For example, having knowledge
of where people are located in the case of a fire can be
used to manage evacuation routes, improve emergency
response team planning, and also provide input to the
HVAC system to mitigate the spread of smoke.

Specialized Systems. Many buildings require special-
ist services to support specific tasks and functions. For
example, a hospital might require oxygen supply and
distribution and fume hoods for extracting dangerous
and toxic chemicals. In common with other building
services, these systems require piping or ducting for
containment and distribution, and pumps/fans, valves,
and dampers for fluid movement and control. Local-
ized power generation and combined heat and power
plants that use waste heat from electricity generation
to power heating and cooling systems are also found
in some buildings or campuses. These systems may in-
clude renewable sources of energy such as solar, wind,
and geothermal, and other power generation technolo-
gies such as fuel cells and microturbines. Specialized
systems, and in particular those that are packaged, often
have dedicated embedded controls, but in some cases
the BAS might be deployed to provide some higher-
level control and supervision.

Supporting Infrastructures. Modern buildings contain
systems powered by electricity and an increasing num-
ber powered by natural gas. Buildings therefore need to
have a distribution network for these energy supplies.
Key components include wiring, switch panels, circuit
breakers, transformers for electricity, and valves, pip-
ing, and various safety devices for gas. Another key
infrastructure in modern buildings is that associated
with information technology (IT). The IT infrastructure
in a building is usually considered to be separate from
the other systems mentioned so far because it is han-
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dled by a different group of companies outside of the
construction business. Similar to electricity distribution,
IT systems require wires, switch panels, and access
points in order to facilitate the transmission of both dig-
ital and analog data for devices such as computers and
telephones. Specialized cooling systems may also be
needed for high-powered computing devices and data
centers. Electricity, gas, and IT distribution systems in
a building will usually have some control elements, par-
ticularly for safety reasons.

The range of systems and processes in buildings is
clearly very broad and cannot be covered comprehen-
sively in the space available here. For this reason, this
chapter will focus more on the control and automation
aspects of a building rather on the systems that are under
control. The chapter will also concentrate on the soft-
ware and algorithmic aspects of control systems, which
are the source of the smartness in buildings, rather than
the hardware and supporting infrastructures. The out-
line of the chapter is as follows. The rest of this section
provides a discussion on what makes buildings smart
and concludes with a historical perspective of building
technologies. An overview of common control strate-
gies and their applications is presented in Sect. 62.2,
followed by a discussion in Sect. 62.3 on emerging
trends that are affecting the buildings industry. Sec-
tion 62.4 describes open challenges and, in particular,
business and technical barriers to the adoption of new
technologies. Finally, Sect. 62.5 draws conclusions and
reiterates some of the key points identified throughout
the chapter.

62.1.1 What is a Smart Building?

A building is made smart through the application
of intelligence or knowledge to automate the oper-
ation of building systems. In modern buildings, the
intelligence or smartness of building operation is en-
capsulated in algorithms, which are implemented in
software on microprocessor-based computing devices.
Many of these computing devices are part of the build-
ing automation system, which can be decomposed into
the following four main components:

• User interface – allows exchange of information be-
tween a human operator and the computer system• Algorithms – methods or procedures for performing
certain tasks such as control and automation• Network – includes information transmission media
(e.g., wiring), routers, and appropriate encoders and
decoders for sharing information among devices

• Sensors and actuators – these represent the inter-
faces between the computing systems and the plant.

The user interface, network, sensors, and actuators are
critical components of a BAS, but these are all en-
abling technologies that only provide the means by
which the intelligence inherent in the algorithms can
be applied. The algorithms fundamentally determine
the operational behavior of the controlled systems and
are the source of the smartness. In a typical building,
numerous objectives can be defined suitable for the ap-
plication of control methods. Examples are regulating
a room temperature to a set level, turning off systems
at a certain time, and controlling access to a room based
on information read by a card reader. Controlling a vari-
able, such as temperature, to a set level is probably
the most common control objective and is most often
carried out using feedback. Feedback is a fundamental
building block of control and automation and its ap-
plication in buildings will be discussed in more detail
in Sect. 62.2.

Recent technological advances in information tech-
nology, including networking, computing power, and
sensor technology, have meant that the number of con-
trollable devices in buildings has proliferated. Not only
are there more devices to control, but information can
now be shared more easily between disparate systems.
Information is more easily accessible both within sys-
tem groups as well as across different groups. The
HVAC group of systems is particularly notable in mak-
ing information available to the BAS from multiple
types of subsystems including boilers, chillers, fans,
pumps, cooling towers, and measured by numerous
types of sensors. Opportunities abound within just the
HVAC group of systems for applying control strate-
gies that take advantage of the available data to improve
overall system performance.

The idea of combining information from different
systems to implement new and smart control and au-
tomation strategies extends easily to system groups that
traverse traditional boundaries. The example of com-
bining data from the fire and access control systems
to provide improved emergency response information
and also more effectively manage evacuation was cited
earlier. Another example is in utilizing access control
data to estimate the number of people in a building and
then using this estimate to operate the HVAC systems
more energy-efficiently. Although huge potential exists
for coordinated system operation, the reality today is
that the handling of interactions is limited and in most
cases ad hoc. However, despite the primitive nature of
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current automation strategies, the sharing of scheduling
databases and responses to alarms represents significant
progress toward smarter building operation.

Building operation is not the only way in which
buildings have been made smarter. The lifecycle of
a building includes its planning, design, construction,
installation and commissioning, operation, mainte-
nance, retrofit and remodeling, and destruction. Each of
these tasks not only consumes energy and resources, but
affects subsequent tasks. For example, a building will
only operate energy-efficiently if it has been correctly
designed and constructed. New and smart technologies
are being utilized at each stage in the lifecycle to im-
prove the overall process. A prime example is in being
able to simulate the performance of a design before it is
built [62.5]. This is a powerful technology that can lead
to cost and energy savings for a project. The ability to
simulate building systems is also enabling the develop-
ment of innovative algorithmic smart technologies such
as automated design and optimization [62.6].

It is also important to mention the significant en-
ergy and resources used during the construction phase
of a building. Energy is used at every step; from the
production of the building materials, to their trans-
port to site, through to the operation of machines for
excavation and assembly of the materials. The busi-
nesses devoted to this one phase of the building lifecycle
are numerous, diverse, and employ various forms of
automation to enhance efficiency. The term smart is
frequently encountered in various construction tech-
nologies including prefabricated components, advanced
supply chain and project management, and on-site ma-
chinery, to name only a few examples. However, the
term smart buildings has come to mean smart operation
more than anything else, and for this reason the opera-
tion phase will be the focus of this chapter. The smart
operations, enabled by technological advances, guaran-
tees cost savings in construction and operations, and
improved functionality [62.7].

62.1.2 Historical Perspectives

Modification of the environmental conditions inside
buildings is not new, with records showing that the an-
cient Egyptians used aqueducts for cooling as long ago
as the second millennium BC [62.8]. Heating systems
were also used by the Romans in 100 AD in their north-
ern territories based on underfloor distribution of air
heated by furnaces [62.9]. From the perspective of the

building plant, evolution had been slow until the ad-
vent of commercially viable electrical air-conditioning
systems in the first decade of the 1900s. The ori-
gin of these systems can be traced to discoveries by
Michael Faraday in 1820 on how to create a cool-
ing effect by compressing and liquefying ammonia, but
it was the commercial success of the early electrical
air-conditioners that triggered a new interest in the in-
door environment and its control. Activity in this area
was probably at its height in the first half of the 20th
century. During this period, the field of heating, venti-
lating, and air-conditioning (HVAC) would have been
considered a high-technology field that posed some
of the most interesting engineering challenges of the
time [62.10].

The application of automation technology to build-
ings has paralleled its application to other industries,
with the idea of feedback playing a central role. The
feedback concept is a fundamental element of automa-
tion and has a history of its own dating back to the
water clocks of the ancient Greeks and Arabs [62.11].
The Dutch inventor Cornelis Drebbel is credited as cre-
ating one of the first feedback temperature controllers
for a furnace in the early 1600s [62.12]. The first
thermostats for space temperature control using heat-
ing plant appeared in the late 1800s. The thermostat
feedback system is an implementation of an intelli-
gent human concept, or procedure, to solve the problem
of temperature regulation. These early applications of
automation thus led to the creation of the first smart
buildings. Implementation of feedback and other con-
trol methods originally used mechanical transmission of
information, such as pneumatics. These systems were
replaced by electrical devices with controllers first be-
ing implemented using analog circuits. Today, most
analog controllers have given way to digital devices
where earlier feedback strategies are now implemented
as algorithms in software.

The feedback concept has remained central in build-
ing automation. It is the most common type of control
strategy and is used to control everything from air-
conditioning to lighting to fire and security to toilet
flushing. Although the common room thermostat prin-
ciple is still widely used, building automation systems
now encompass an evermore sophisticated array of
control algorithms that not only provide regulation
of individual variables to setpoints, but also provide
high-level coordination and management of building
assets.
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62.2 Application Examples

Possibly excepting certain types of chain stores, every
building is different, having a unique mix of structure,
geometry, orientation, location, number of people, and
types of building plant. The control and automation sys-
tems mirror this bespoke nature and are usually specific
to each particular building. Finding common elements
of control logic that run across all building types is
therefore a challenge. This problem is particularly ex-
acerbated at the higher levels of control logic hierarchy
that are used to coordinate the operation of different
systems. The aim of this section is to identify and re-
view a sample of control strategies that are generic and
found in buildings of different types. Although these
strategies are outnumbered in practice by ad hoc and
rule-based logic, they usually have a better scientific
basis and are more easily adapted and scaled across
different buildings.

62.2.1 Control without Feedback

A very simple and yet effective form of building au-
tomation is to operate systems based on a time clock;
for example, a heater in a building could be turned on
at a certain time every day and turned off at another
time. These times can be determined from some ex-
pected behavior that is known to be linked to time, such
as people coming in to work, or even the sun rising and
setting. This kind of control logic can be used to con-
trol everything from building access, lights, and HVAC.
Time-based control is also a type of event-triggered
logic where the event being monitored is time of day.
The strategy does not contain feedback because time is
unaffected by the action of the systems being operated.
Time-based operational scheduling is commonplace in
modern buildings as an overriding or supervisory logic
even when more advanced control and building man-
agement strategies are employed. The logic is usually
implemented as rules such as: IF TIME = 9.00AM
TURN ON CHILLER; IF TIME = 5.00PM TURN OFF
CHILLER.

Closed-loop control is synonymous with feedback
control. Open loop refers to the case where no infor-
mation associated with the controlled variable is used
in deciding how to adjust the manipulated variable; the
loop is thus open. In the HVAC industry, reference is
sometimes made to open-loop operation. In most cases
this involves having an operator make adjustments to
a manipulated variable manually. However, if the oper-
ator is making adjustments in response to observations

of the controlled variable, this is not truly open loop
because the operator is providing the feedback mech-
anism. An example of this is when a room in a building
has a heating device that can be either on or off but only
activated by a human operator. When the room is too
cold the person will turn on the heater and when it is too
hot they will turn it off. Manual operation of this sort is
common in buildings and may be carried out by a ded-
icated building operator who oversees plant operation.
In many situations, preexisting automated feedback sys-
tems may be overridden by the operator because of
lack of confidence or trust. The operator then manu-
ally adjusts things such as control valves and dampers
to maintain comfort conditions.

62.2.2 Feedback Control

Single Loop
Feedback control is the most widely used automation
concept in buildings, with the temperature thermostat
being the vanguard of this strategy. Early examples of
these devices were based on pneumatics and mechanical
transmission of information [62.13]. Modern buildings
use thermostats that contain a temperature sensor and
a small integrated circuit that determines when the tem-
perature is outside an acceptable range. The thermostat
triggers a switch to operate a device which is then
expected to bring the temperature back into its accept-
able range. Thermostatic temperature devices usually
require specification of a setpoint and a control band.
A device would be switched either on or off whenever
the measured temperature was outside of the control
band, which surrounds the setpoint. Figure 62.1 shows
an example thermostatic control strategy for a heater
in a room with a setpoint of 20 ◦C and a control band
of 1 ◦C. There is a trade-off between the closeness of
control, determined by the control band, and the wear
and tear on the equipment resulting from cycling be-
tween on and off states. Some equipment types may
also have constraints on how long they can remain
in an on or off state and these are called minimum
on and off times. The maximum cycle frequency is
the reciprocal of the sum of the minimum on and off
times.

Thermostatic control is an example of single-loop
feedback control where the controller is a switch or
relay-type device that has infinite gain. The switching of
the controlled device causes oscillations to occur in the
controlled variable around its setpoint. These oscilla-
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Fig. 62.1 Thermostatic temperature control of a heater

tions are usually undesirable, especially if the amplitude
is large due to minimum on and off times being large
relative to the dominant time constant of the controlled
device. One way to avoid oscillations is to use a physical
device whose output can be modulated. Instead of being
only on or off, the device output can be modulated by
manipulating an input between 0 and 100% of its range.
Having a manipulated variable that can be varied opens
the way for finite-gain controllers to be used in feedback
loops. Modulated systems make up about two-thirds of
controlled devices in buildings, with switched systems
representing the other third.

Proportional, integral, and derivative (PID) action
controllers are the most common type of finite-gain
controllers used in building feedback loops. These
controllers modulate the input to the controlled de-
vice based on the difference between the setpoint and
the controlled variable, and the theory behind the al-
gorithm is well established [62.14]. Proportional-only
(P) controllers are still common in buildings where
control exactly to setpoint is not critical. As is well
known, these controllers yield a steady-state offset from
setpoint and, when this is not desirable, proportional–
integral (PI) controllers are used. This complexity of
feedback control works well for most building control
loops that are dominated by one time constant. The inte-
gral action of the controller ensures that the error signal
can be maintained at zero and proper tuning allows good
control without oscillations for most loops. Adding the
derivate action can yield better results for common ap-
plications such as room temperature control, but the
drawback is that tuning is more difficult.

PI(D) controllers can also be used in buildings to
control switched devices. This is achieved by using an
element in the control loop that converts the output sig-
nal from the controller (usually between 0 and 100%)
to a pulse train (either 0 or 1). Pulse-width-modulation

(PWM) logic can be used to provide this conversion,
as illustrated in Fig. 62.2. PWM and other variants have
been applied to HVAC system applications with promis-
ing results [62.15].

Although the PI algorithm is well established and
almost ubiquitously deployed for building control, it
has been recognized for some time that control perfor-
mance is often poor in practice. One reason for this is
that many plant items in buildings are nonlinear. When
a PI controller is used to control a nonlinear system, its
performance will vary with operating point. In severe
cases, the control might be too aggressive, causing os-
cillations at one point and yet be too slow at another.
These kinds of performance problems can jeopardize
comfort and energy use and also wear out equipment.
There are several methods for counteracting nonlin-
earity that are used in nonbuilding applications, such
as gain scheduling and model-based control [62.16].
The research community has investigated using some
of these methods in buildings including generalized
minimum-variance control [62.17] and model-based
control [62.18]. However, the industry has been reluc-
tant to adopt these methods because of the extra time
(and money) required for setup and tuning. More suc-
cessful approaches in the building industry have been
those that are self-tuning or automatically adaptive to
changes; examples include neural networks [62.19] and
pattern-recognition adaptive control [62.20]. The lat-
ter method of Seem has been commercialized and is

PWM
algorithm

Analog
input

Pulse
train

Cycle

Time

On
time

Fig. 62.2 PWM conversion of analog to switched signal
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a standard offering from one large controls vendor in
the USA.

Multiloop
Multiloop feedback control strategies are used in build-
ings, with the most common being cascaded control. In
these configurations, there is an inner loop that controls
a fast variable and an outer loop that controls the set-
point of the inner loop based on the feedback of a slower
variable. An example is the control of variable-air-
volume (VAV) boxes for regulating room temperature,
as illustrated in Fig. 62.3. These boxes are supplied with
conditioned air from a central air-handling unit and
they can control the flow of conditioned air to a room
by means of a damper. In the inner loop, the con-
trolled variable is the airflow rate entering the room.
In the outer loop, the controlled variable is the room
temperature. The outer loop tries to control the room
temperature to its setpoint by modulating the setpoint
for the airflow in the inner loop. In turn, the inner loop
tries to meet the airflow setpoint by modulating the
VAV box damper. Cascaded control allows a control
problem to be separated into two parts, one with slow
dynamics and the other with fast dynamics. Each type
of fast and slow disturbance is then handled by a sep-
arate controller, with improved performance compared
with having just one controller. A general guideline for
cascade control is that the inner loop should be at least
three times faster than the outer loop. Further guidelines
for implementation can be found in [62.14].

Multivariable control in the sense of having central-
ized controllers that are multiple-input multiple-output
(MIMO) is not typical in building applications. The
most common situation is to have multiple feedback
controllers that do not share information with each
other. For example, a large open-plan office space might
have several controlled temperature zones that have sep-
arate feedback controllers. An obvious problem with
this approach is when there are interactions between
zones due to effects such as interzonal airflow. Poor
performance in one zone can then propagate to other
zones if interactions are strong. Current practice in-
volves trying to minimize interactions by positioning
sensors away from each other and making sure that
control zones are separated.

There is generally significant interaction amongst
building systems and in many cases operation could
be improved through application of multivariable con-
trol methods. Model-based approaches are one way of
handling multivariable systems and these methods have
been investigated and applied to buildings, e.g., [62.21].

Damper
motor

VAV
controller

Setpoint and
room temperature

Room

Flow station

Control signal

Thermostat

Fig. 62.3 Example cascaded control strategy

However, adoption of these methods by the build-
ing industry is impeded by the costs associated with
setup and commissioning and of handling the additional
complexity. Nevertheless, multivariable control is un-
derexploited in building applications and it appears to
be a promising direction for future research.

62.2.3 Energy Management Control
Strategies

Strategies for energy management are usually employed
at a higher level in the control hierarchy of a build-
ing. Many controls vendors offer proprietary algorithms
for energy management and these are normally pro-
grammed into so-called supervisory controllers. In
contrast to local controllers, which handle simple tasks
such as feedback loops, supervisory controllers have
more processing power and memory and consolidate
data from multiple nodes on a network. Supervisory
controllers perform functions that may affect the opera-
tion of several feedback controllers by adjusting things
such as setpoint and operation schedules. This section
reviews some of the most common energy manage-
ment control strategies that are found in buildings. The
overall idea behind the strategies is explained, but al-
gorithmic details are not provided because no standard
implementation exists and many different types of pro-
prietary implementations can be found in practice.

A variable that is commonly used in energy manage-
ment control strategies is the outside air temperature.
This variable is known to affect the thermal loads on
a building and its ultimate heating and cooling require-
ments. One example where the outside air temperature
is used as part of feedforward control strategy is the op-
timum start algorithm. This algorithm uses the outside
air temperature to determine when to turn on the heat-
ing and cooling systems in a building so that the internal
temperatures will be at their respective setpoints by the
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time people occupy the building [62.22]. The algorithm
needs to predict the time required to heat or cool the
building from a known start temperature and outside
conditions and thus requires some kind of model of the
building’s thermal response. The complement of opti-
mum start is optimum stop, which determines a time
when systems can be turned off, allowing the capacity
of the building to hold conditions near their setpoints
until people leave.

Optimum start and stop strategies are often com-
bined with night-setback. Instead of just turning all
systems off during unoccupied periods, night setback
control maintains closed-loop control on space tem-
peratures but at different setpoints. During the heating
season, for example, temperatures inside the building
would be kept lower during the unoccupied period, but
only low enough that recovery time would be rapid
enough and losses of energy stored in building materials
minimized so that this stored energy can be carried over
to the next day to reduce overall energy use. Various
algorithms have been proposed for predicting the night-
setback setpoints and startup and shutdown times based
on models and optimization and the use of thermal stor-
age systems, e.g., [62.23, 24]. Integrated optimum start
and stop with night-setback algorithms are available
from some control vendors, and tuning and setup re-
quirements depend on the particular algorithm that is
offered and the systems that are targeted for control.

Another higher-level control strategy that uses
feedforward is setpoint reset, where the setpoint of
a feedback loop is adjusted based on a feedforward vari-
able; for example, the setpoint of the main supply of
conditioned air to a building can be made a function
of the outside air temperature. The setpoint would be
adjusted to be higher when the outside air temperature
is low and made to be lower if the outside tempera-
ture is high. The setpoint of cold and hot water supplies
generated by building chiller and boiler plant are other
variables that are sometimes linked to reset strategies
based on outside air temperature. Most of these algo-
rithms adjust setpoints between two specified limits as
the outside air temperature varies between upper and
lower bounds. Setup and tuning of these reset strategies
usually requires specification of the upper and lower
values for the setpoints and the outside air temperature.

Feedforward control can also be used to supplement
feedback control in situations where disturbances such
as changes in airflow and outside temperatures can be
measured in systems such as air-handling units [62.25].
The advantage of supplementing feedback with feedfor-
ward is that the effect of disturbances can be mitigated

when they occur instead of having to wait for their effect
to be revealed in the feedback variable. It is unfortu-
nate that many disturbance signals in buildings are in
fact measured but not used in the control strategy. The
number of potentially useful signals is also increasing as
more types of systems become integrated in the BAS;
for example, signals from lighting occupancy sensors
could be used to improve the control of the HVAC sys-
tems by adjusting capacity based on anticipated changes
in loads.

Economizer control is a very common energy-
saving strategy, particularly in the USA, that is used to
reduce cooling loads by switching the air source to the
main air-handling systems between recirculated (with
a mix of minimum outside air) and 100% outside air.
An economizer strategy evaluates the temperature or en-
thalpy of the two potential air sources and issues control
signals to dampers to provide an air supply to cool-
ing heat exchangers with the aim of reducing required
cooling capacity. This control method is usually part
of sequencing logic that is used to coordinate the op-
eration of heating, cooling, and recirculation systems.
The energy saving potential of economizer control has
been shown to be as high as 52% [62.26], but results
depend on climatic conditions. Both temperature and
enthalpy measurements are meant as proxies for the
eventual cooling load. Improved results could thus be
obtained by using more accurate methods for predicting
loads, e.g., by using thermodynamic models of the cool-
ing plant. Today, control vendors normally only offer
a choice between temperature or enthalpy economizer
strategies. In most cases, enthalpy-based strategies will
yield more energy savings, but results can be inconsis-
tent because most humidity sensors, which are used to
calculate enthalpy, are notoriously inaccurate.

Peak load management is an aspect of energy man-
agement that has received increased attention in recent
years. This is mostly due to the fact that utility compa-
nies often tie energy tariffs to peak demand statistics,
thereby creating incentives to minimize peaks and flat-
ten the load profile. The strategy is commonly termed
demand limiting and involves shutting down the opera-
tion of certain plant items to keep demand below target
levels. The concept is illustrated in Fig. 62.4, which
shows how building demand is kept below a target level
by shedding loads. The objective of this strategy is to
control peak demands while at the same time minimiz-
ing the disruption to control objectives such as comfort
conditions within the building [62.27]. Unresolved re-
search issues are how to set the targets and how to
determine the order and time over which equipment
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Fig. 62.4 Demand limiting scenario

loads should be added and removed. Currently, the al-
gorithms available from control vendors for demand
limiting require the user to set targets based on expert
knowledge, which leads to very variable results from
these strategies.

The discussion so far has focused on energy man-
agement and control of HVAC systems. The reason for
this focus is that this group of systems usually repre-
sents the only example of where algorithms with more
sophistication than simple scheduling and feedback can
be found in contemporary buildings. Although more
system types are being integrated into the BAS network,
the control strategies for these systems are normally
primitive and frequently just provide a means for cen-
tralized manual operation. However, the potential for
more sophisticated control and coordination of systems
such as lighting, fire, and security has been recognized
for some time and examples of specialized buildings
with more sophisticated control strategies can be found.
Some of the ideas implemented in these showcase build-
ings are beginning to trickle down to the rest of the
building stock but the rate of adoption is slow, mostly
because of cost constraints. Lighting systems are one
example of where the use of more sophisticated con-
trol can overcome cost constraints by reducing energy
use. Traditionally, lights have been controlled manually
as a form of open-loop control. However, studies have
shown that the implementation of automated feedback
signals such as occupancy measurements and outside
light sensors can be very effective for control and en-
ergy reduction [62.28]. More advanced control is also
starting to appear, making use of additional controllable
elements such as shading devices that can be used to
regulate the inflow of natural light into a space [62.29].

This section has only provided a brief overview of
a sample of energy management strategies in build-
ings. Further examples related to HVAC can be found
in [62.30]. The demand for these kinds of strategies

is growing in response to higher energy prices and in-
creased environmental concerns, and the computing and
networking infrastructure needed to perform this kind of
plant-wide control is becoming more widely availably.
Most energy management strategies are implemented
as supervisory logic on top of lower feedback con-
trol loops. In controls terminology the combination of
this kind of supervisory logic with low-level feedback
control is known as hybrid control. Design of hybrid
control strategies in buildings is becoming more formal-
ized due to the availability of new software design tools;
for example, the lower-level control strategies might be
designed using block diagrams and transfer functions
and the supervisory logic designed using state-machine
logic diagrams. Modern software programs also allow
control logic to be simulated before being implemented,
which greatly improves reliability and lowers develop-
ment costs.

62.2.4 Performance Monitoring and Alarms

Control and operational automation is the most common
application of intelligence in buildings. However, recent
years have seen a growing interest in intelligent moni-
toring and analysis of operational performance [62.31].
This has paralleled similar research and application in
other industries such as aerospace, chemical process-
ing, and power generation. The most pressing need for
monitoring and analysis technologies is to detect faults
that could jeopardize performance and, more impor-
tantly, safety. The concept of generating an alarm when
a critical variable is outside of acceptable bounds is the
simplest implementation and is employed quite widely
in modern buildings. Although the idea is simple, set-
ting the alarm limits requires intelligence and in some
cases may need to be periodically adjusted to cater for
changing conditions. A detailed discussion on safety
warnings in automation is provided in Chap. 39.

Recent years have seen a demand for more sophis-
ticated performance monitoring and analysis, beyond
simple alarming [62.32,33]. The motivation for this de-
rives from a recognition that control and automation
of system operation frequently fall short of expecta-
tions. Poor performance can be caused by many things,
ranging from faults and deteriorations in the plant,
badly tuned controllers, wrongly implemented control
logic, to sensor or actuator malfunction. There is also
a drive to increase the automation of analysis and oper-
ational oversight tasks that were previously carried out
manually, not only to reduce costs, but also to help op-
erators deal with the overwhelming amount of data now

Part
G

6
2
.2



1088 Part G Infrastructure and Service Automation

Comparison/
analysis

E1, . . . , En

Expectations

p1, . . . , pn

Performance
variables

Transformation

Results

Data

0 1
2 3

4

5

67

8

9
01

2

34
56

7

8

95

7

0
1

3
4

7

8
1

3
4 6
8

9
2 5
6

9
0 1
2 3

4

5

67

8

9
01

2

34
56

7

8

95

7

0
1

3
4

7

8
1

3
4 6
8

9
2 5
6

90 1
2 3

4

5

67

8

9
01

2

34
56

7

8

95

7

0
1

3
4

7

8
1 

3
4 6
8

9
2 5
6

9

Fig. 62.5 Example performance assessment methodology

available to them through modern building automation
systems.

The associated problems of performance analysis
and fault detection and diagnosis primarily involve
transforming data available from sensor measurements
and control actions into variables related to performance
that can be compared with expectations, as illustrated
in Fig. 62.5. An example of a performance variable
is the coefficient of performance (COP) of a chiller,
which is calculated from several temperature and power
measurements. Fault detection involves comparing per-
formance variables with expectations and making
a binary decision as to whether a fault exists or not.
Fault detection is therefore very similar to simple alarm-

ing except that the variables being monitored are not
raw measurements, but derived from them using mod-
els, statistics, expert rules or some other transformation
method. Fault diagnosis is more complicated and can
be broken down into locating the source of the problem,
matching symptoms to a cause, and estimating the mag-
nitude of the fault. In a building, a hierarchical approach
might start with the detection of higher than normal en-
ergy use, get narrowed down to one air-handling system,
and subsequently to a valve on a heat exchanger. Fi-
nally the fault might be diagnosed as a valve leakage
and estimated to be 50% of maximum flow.

The problem of performance monitoring in build-
ings is also suitable for the application of single-input
single-output (SISO) loop monitoring techniques de-
veloped for other industries. Measuring the variance
of controlled variables and comparing with theoreti-
cal benchmarks for example is one method that has
been successfully deployed in many industries [62.34].
However, variance of control variables is normally less
important in buildings than in other manufacturing-
type industries where product quality and profit is
directly correlated with control variable variance. One
of the biggest problems in buildings lies in detect-
ing problems with the plant such as leaking valves,
stuck dampers, sensor failures, and other more prevalent
malfunctions [62.31].

62.3 Emerging Trends

As mentioned at the start of this chapter, buildings can
be viewed as large processes with many interacting and
diverse systems operating together to achieve various
objectives. In this way buildings are broadly similar to
other applications such as chemical processing, power
generation or oil refineries. A building has numerous

Manipulated variables Measured variables
Algorithms

Actuators
Plant Environment

Sensors

Fig. 62.6 Linking the measurements
to the manipulated variables

manipulated variables and measured signals like these
other systems. The challenge lies in how to connect
the variables together and what algorithms and logic to
deploy between these linkages. Figure 62.6 illustrates
the concept of how algorithms and logic routines link
manipulated and measured variables.
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One trend that is still emerging in some sectors
of the buildings industry but is already mature in
other sectors is the deployment of IT infrastructure to
provide a backbone that allows all sensors actuators
and other devices to be visible on a single network.
This is part of a more general trend toward the con-
vergence of the building automation and information
technology systems in a building. Having an IT infra-
structure in place that links disparate building devices
facilitates the development of advanced control and op-
erational management algorithms that take advantage
of the plant-wide data. Energy management strategies
that were mentioned in Sect. 62.2.3 are one example
of algorithms that combine information from different
subsystems to attain an overall objective. Application
of these types of building-wide optimization is likely to
increase in the future with the demand driven by rising
energy costs and increasing environmental concerns.

IT infrastructure and networking is constantly
evolving, making it easier to connect and redistribute
devices; for example, wireless networking is becom-
ing more popular in buildings because it reduces wiring
costs and makes it easier to reconfigure spaces and
move sensors from one location to another. The gen-
eral trend is also for a greater diversity of devices to be
connected to the network and for each device to contain
some level of embedded intelligence. These so-called
smart devices are part of a trend toward distributed
computing. Distribution of computing functions across
devices makes a system less prone to catastrophic fail-
ure and allows problems to be broken up into smaller
pieces and solved using many low-cost devices rather
than one high-cost computing engine.

The development of automation algorithms and con-
trol techniques has lagged that of hardware and IT
infrastructure. Many opportunities therefore now exist
for making better use of the information available from
a building automation network to improve operation and
control and address higher-level objectives such as min-
imizing energy use. One particularly underdeveloped
topic is that of coordinating the operation of differ-
ent building systems; for example, taking into account
the interactions between lighting and HVAC could po-
tentially yield large energy savings for many types of
buildings [62.35]. Another example is food retail build-
ings that use refrigeration systems to keep products
cool. Refrigeration systems generate heat and affect
the indoor environment in these buildings but their
operation is not usually coordinated with the HVAC
plant. Combining information from security and ac-
cess control systems to predict the number of people in

a space for improved climate control is yet another ex-
ample, mentioned earlier, of how information from one
subsystem could be used to enhance the operation of
another.

Continuing with the theme of IT infrastructure
providing new opportunities for higher level-plant
coordination, recent years have also seen the deploy-
ment of multibuilding control and operation manage-
ment [62.27]. The concept here is to tie together several
buildings and have operational oversight and alarm
management handled in one location rather than in each
individual building. This allows for centralized data
processing and the possibility for a smaller group of
highly qualified operators to spread their expertise over
multiple buildings. The approach also opens the way
for peer-based benchmarking and performance monitor-
ing that can be particularly advantageous when many
buildings are of the same type [62.36].

The discussion so far in this section has identified
some potential opportunities for control and operational
management that are the result of having more in-
formation from multiple diverse systems available on
a network. Capitalizing on these opportunities often
requires combining ideas and methods from different
mathematical disciplines. This has been an emerging
trend in recent years with a common example being
the combination of statistics and control theory such
as when employed in statistical process control [62.37].
Other examples are the use of economic ideas as a way
to instigate distributed optimization. The availability of
real-time energy prices in certain geographical areas is
an example of using economics to encourage distributed
optimization of load profiles with the aim of evening out
the loads at the power plant [62.38].

The idea of using market-based theories is also be-
ginning to be seen as a viable strategy for optimizing
the operation of systems within a building. The way in
which building systems are designed and implemented
is inherently distributed, with small amounts of pro-
cessing power usually available locally at each device
rather than concentrated in a central location. Further-
more, the number of variables in a building and the
complexity of interactions and nonlinear behaviors can
make a centralized approach to optimization unviable.
The metaphor of each device being an agent working
to optimize its own objective function according to con-
straints and general guidelines is an emerging field of
research with the aim being that overall building per-
formance would reach some optimum behavior without
the need for centralized optimization. This idea is be-
ginning to be explored for building applications [62.39]
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Fig. 62.7 Normalized EWMA statistics for VAV box con-
trol performance

and has already been applied to problems in other
applications [62.40].

The expansion of control methods and plant oper-
ational management ideas that has occurred in other
applications is highly relevant to buildings and many of
the most promising ideas are beginning to be explored
and adopted. The general subject of plant perfor-
mance assessment and auditing is one example where
advances from other applications are being adopted.
Some control vendors now offer automatic trending and
benchmarking of performance indices that are not just
raw measurements, but quantities derived from physics
and/or statistics. The methods of analyzing these perfor-
mance indices and ways in which they can be presented
to a user are emerging areas of research and application.
The goal of this work is to be able to quickly detect
problems and narrow down the cause so that down-
times are reduced, performance is more consistent, and
maintenance can be more proactive and targeted. One
popular approach is to group together operational statis-
tics from multiple plant items that are of similar type
and look for outliers amongst the set as a way to identify

faults. Figure 62.7 illustrates this approach based on ac-
tual exponentially weighted moving averages (EWMA)
of the setpoint error signal for VAV boxes in a large
building [62.41].

An extension of the concepts of detecting and di-
agnosing problems is to make the control system able
to adjust automatically so that the building can become
fault-tolerant. Buildings usually have many different
types of systems that can be used to compensate for
each other; for example, a problem identified with
cooling capacity that is affecting the temperature of
conditioned air could be compensated for by operat-
ing the fans at higher loads to increase airflow. This
redundancy is already (inadvertently) used to create
fault tolerance in buildings by having multiple closed-
loop control strategies that sometimes compete with
each other. This creates problems for more conventional
methods of fault detection that only check whether
setpoints are being maintained because the effects of
a fault are masked by the competing closed-loop con-
trollers. Hence, there is increasing awareness that fault
detection and diagnosis methods need to share informa-
tion with the control strategy and be combined for the
most effective solution [62.42].

The buildings industry is notoriously fragmented
with multiple parties involved in the various lifecycle
tasks of, among others: design, construction, occupa-
tion, maintenance, and renovation. An emerging area is
the application of information management to a build-
ing lifecycle. Recent years have seen concerted efforts
to standardize various aspects of a building process,
ranging from standard data models for building geom-
etry and plant description [62.43] to communication
protocols for automation system networks [62.44]. The
general goal of these standardization efforts is to im-
prove the efficiency of passing information and also
reduce the costs and risk of developing and market-
ing new products such as software. The proliferation
of web-based commerce is testament to how standard
(and stable) infrastructure can be an effective stimulant
to innovation and technological progress.

62.4 Open Challenges

Although buildings can be considered similar to any
other large-scale process, there are some unique is-
sues that can hamper efforts to make buildings smart.
Primary systemic issues in the building industry are
that it is low cost, fragmented, and risk averse. The

way in which buildings are financed is geared to-
ward minimization of capital costs. Most contracts
are awarded on a lowest-cost basis and this means
that the operational costs of a building and other
lifecycle costs are deemphasized. The result is that
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operational performance of the building is frequently
compromised through poor design and poor-quality in-
stallation and maintenance. Several studies have shown
that proper commissioning of buildings can lead to
large energy savings and improvements in system per-
formance [62.45]. Cost pressures also lead to the
installation of low-quality sensors and actuators that
detrimentally affect control performance. A related
problem is when too few sensors are installed, causing
measurements to be inaccurate and control performance
and energy use to be affected.

At the control hardware level, cost constraints lead
to minimal memory and processing power in local con-
trollers and also low-resolution analog-to-digital and
digital-to-analog converters. Eight-bit converters are
still commonplace and the level of signal quantization
can be severe enough to cause oscillations in feed-
back loops. Quantization can also corrupt signals, which
makes later analysis and diagnosis of problems more
difficult. Another source of quantization is logic that
is included on a network so that data are only sent
when there is a change of value beyond a certain
threshold. This strategy provides data compression and
network traffic minimization but it severely affects the
signals being filtered and poses problems when trying
to analyze data for control performance assessment and
diagnostics [62.46].

The level of education and training tends to be low
for building operators, also because of cost constraints.
This means that there is often difficulty in understand-
ing the processes in a building, their interactions, and
the role of the control system. It is common therefore
for operators to quickly shut-off control logic that they
do not properly understand. The situation then arises of
having many loops in a building left in override mode,
leading to suboptimal and effectively open-loop, or no,
control of the building systems. The primary objective
of most operators is also to keep the occupants com-
fortable and respond to hot and cold complaints. The
energy efficiency of the building is usually secondary
and draws little attention. The lack of consideration for
energy use is due to the still relatively cheap cost of en-
ergy and also the lack of performance indicators that
could help identify energy problems.

The discussion so far has centered on barriers,
both industry-systemic and technical, that impede the
development, application, and deployment of new
smart-building algorithms and technologies. However,
many of these barriers can be overcome by adapting
smart control and operational management methods to
the unique aspects of the buildings industry; for exam-

ple, the problem of too few sensors can be addressed by
using models to predict measurements to create virtual
sensors based on analytical redundancy. Signal pro-
cessing methods can be used to reconstruct quantized
data, and robust control theory can be used to minimize
the effect of slow sampling and potential jitter. Build-
ings can benefit from the application of methods and
algorithms developed in other diverse fields but these
methods have to be adapted to the specific issues of the
buildings.

Another open challenge is to integrate the di-
verse array of systems in buildings into a common
information-sharing framework. Although this has al-
ready started to happen with the advent of open
protocols for network communication, the full potential
is not yet realized. One reason for this is that build-
ings contain a very diverse group of systems that are
made by many different manufacturers, all with their
own embedded controls and electronics. The commodi-
tization of certain building systems such as packaged
cooling units has brought down costs, but these sys-
tems rarely have external communication interfaces to
allow interconnectivity with other systems because of
the extra costs this would incur. Although interconnec-
tion of building devices is a key to unlocking untapped
energy and operational efficiencies, this cannot happen
without algorithms and control methods that can take
advantage of the newly available information. There is
therefore a dilemma because both aspects are needed,
and business will be reluctant to invest in develop-
ment of just one aspect without the other being already
available. Possible future avenues that could alleviate
some of the barriers to connectivity are solutions such
as power line networking, utilization of an existing IT
backbone, and general lower-cost solutions for plug-
and-play networking.

The issue of energy efficiency has again come
to the fore in recent years, and this has led to new
legislation and various certification programs being
established in several countries around the world to
encourage the design and construction of so-called
green buildings. Even if financial incentives are lack-
ing, increased concern over the environmental impacts
of wasteful energy use within populations is exert-
ing pressure on the construction industry to portray
a greener and more energy-efficient image. The most
visible sign of a response to these pressures is in the de-
sign and construction of modern buildings. There are
several examples of new buildings around the world
that make such efficient use of sunlight and wind
through smart design that they can eliminate the need
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for mechanical heating/cooling and ventilation and al-
most eliminate the need for artificial lighting when
sunlight is available. The manufacturers of electrical
and mechanical systems are also responding to energy
concerns by producing more efficient equipment that
is often certified by government or other third-party

organizations. However, the challenge is for the automa-
tion systems and especially the control algorithms to
keep pace with the rapid evolution of buildings and in-
herent equipment. Failure to keep pace will result in
buildings operating well below their intended efficiency
levels.

62.5 Conclusions

The operation of many aspects of a building is now
automated, ranging from temperature control to fire
and security. The general trend is for the operation
of more systems and appliances to be automated and
for these to be connected to a common network. The
availability of common networking infrastructure is also
stimulating the demand for more advanced control and
operational management methods that take into account
system interactions and facilitate the optimization of
building-wide criteria such as energy use. However,
the adoption of IT infrastructure has in many ways
outpaced the development of algorithms and automa-
tion methods that can capitalize on these advances.
There is also the problem of operators not being able
to cope with the abundance of data now available on
BAS networks. Again, this problem is exacerbated by

the lack of algorithms for processing and reducing the
data into more manageable statistics or performance
reports.

The complex and bespoke nature of building sys-
tems makes it difficult to develop and apply generic
algorithms and, on the other hand, it is too costly to
tailor algorithms to every building system. This issue
is difficult to resolve but is being alleviated by stan-
dardization and commoditization of building systems.
New model-free algorithmic methods for control and
optimization have the potential of being able to adapt
to different system types without requiring significant
engineering effort or tuning. In combination, these de-
velopments may help overcome some of the barriers to
the adoption of new technology for improved energy
management and control in buildings.
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Automation i63. Automation in Agriculture

Yael Edan, Shufeng Han, Naoshi Kondo

The complex agricultural environment combined
with intensive production requires develop-
ment of robust systems with short development
time at low cost. The unstructured nature of
the external environment increases chances
of failure. Moreover, the machines are usually
operated by low-tech personnel. Therefore, in-
herent safety and reliability is an important
feature. Food safety is also an issue requir-
ing the automated systems to be sanitized and
reliable against leakage of contaminations.
This chapter reviews agricultural automation
systems including field machinery, irrigation
systems, greenhouse automation, animal au-
tomation systems, and automation of fruit
production systems. Each section describes the
different automation systems with many ap-
plication examples and recent advances in the
field.
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Agricultural productivity has significantly increased
throughout the years through intensification, mech-
anization, and automation. This includes automated
farming equipment for field operations, animal sys-
tems, and growing systems (greenhouse climate control,
irrigation systems). Introduction of automation into
agriculture has lowered production costs, reduced the
drudgery of manual labor, raised the quality of fresh
produce, and improved environmental control. Unlike
industrial applications, which deal with simple, repeti-
tive, well-defined, and a priori known tasks, automation
in agriculture requires advanced technologies to deal
with the complex and highly variable environment
and produce. Agricultural products are natural objects

which have a high degree of variability as a result
of environmental and genetic variables. The agricul-
tural environment is complex and loosely structured
with large variations between fields and even within the
same field. Fundamental technologies must be devel-
oped to solve difficult problems such as continuously
changing conditions, variability in products and en-
vironment (size, shape, location, soil properties, and
weather), delicate products, and hostile environmen-
tal conditions (dust, dirt, and extreme temperature and
humidity). Intelligent control systems are necessary
for dynamic, real-time interpretation of the environ-
ment and the objects. When compared with industrial
automation systems, precision requirements in agricul-
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tural automation systems may be much lower. Since the
product being dealt with is of relative low cost, the cost
of the automated system must be low in order for it to

be economically justified. The seasonal nature of agri-
culture makes it difficult to achieve the high utilization
found in manufacturing industries.

63.1 Field Machinery

The use of machinery in agriculture has a long his-
tory, but the most significant developments occurred
during the 20th century with the introduction of trac-
tors. As early as 1903, the first farm tractor powered by
an internal combustion engine was built by Hart Parr
Company. Using its assembly line techniques, Henry
Ford & Son Corporation started mass production of
Fordson tractors in 1917. The commercial success of
tractors sparked other innovations as well. In 1924, the
International Harvester Company introduced a power
takeoff device that allowed power from a tractor en-
gine to be transmitted to the attached equipment such
as a mechanical reaper. Deere & Company followed
in 1927 with a power lift device that raised and low-
ered hitched implements at the end of each row. Rubber
wheels were first designed and used for tractors in
1932 to improve traction and fuel economy. Pulled
and powered by tractors, an increasingly wide range
of farm implements were developed in the 20th cen-
tury to mechanize crop production in every step, from
tillage, planting, to harvesting. Harvesting equipment
trailed only tractors in importance. Early harvesters for
small-grain crops were pulled by tractors and powered
by tractors’ power takeoff (PTO). The development of
a self-propelled combine in 1938 by Massey Harris
marked a significant progress in increasing productiv-
ity. The self-propelled combine incorporated several
functions such as vehicle propulsion, grain gathering,
and grain threshing into an all-in-one unit for better
operation efficiency. The mechanization of harvesting
other crops included the developments of mechani-
cal hay balers in the 1930s and mechanical spindle
cotton pickers in 1943. Tractors, combines, and other
farm machinery were continuously refined during the
second half of the 20th century to be more efficient,
productive, and user-friendly. The success of agricul-
tural mechanization has built a strong foundation for
automation. Automation increases the productivity of
agricultural machinery by increasing efficiency, relia-
bility, and precision, and reducing the need of human
intervention [63.1]. This is achieved by adding sensors
and controls. The blending of sensors with mechanical
actuation can be found in many agricultural operations
such as automating growing conditions, vision-guided

tractors, product grading systems, planters and har-
vesters, irrigation, and fertilizer applicators. The history
of automation for agricultural machinery is almost as
old as agricultural mechanization. Two ingenious ex-
amples in the early 20th century were the self-leveling
system for hillside combines by Holt Co. in 1891
and the implement draft control system by Fergu-
son in 1925 [63.2]. Early automation systems mainly
used mechanical and hydromechanical control devices.
Since the 1960s, electronics development for monitor-
ing and control has dominated machine designs, and
has led to increased machinery automation and intelli-
gence. Mechatronics technology, a blend of mechanics,
electronics, and computing, is often applied to the de-
sign of modern automation systems. Automation in
contemporary agricultural machines is more compli-
cated than a single control action; for example, the
modern combine harvester has automatic control of
header height, travel speed, reel speed, rotor speed,
concave opening, and sieve opening to optimize the en-
tire harvest process. Farm machinery includes tractors
and transport vehicles, tillage and seeding machines,
fertilizer applicators and plant protection application
equipment, harvesters, and equipment for post-harvest
preservation and treatment of produce. Mechanization
and automation examples can be found in many of these
machines [63.3]. However, the wide variety of agricul-
tural systems and their diversity throughout the world
makes it difficult to generalize about the application of
automation and control [63.1]. Therefore, only one type
of automation – automated navigation of agricultural
vehicles – will be presented here. Automated vehicle
navigation systems include the operator-assisted steer-
ing system, automatic steering system, and autonomous
system. These systems can relieve the vehicle opera-
tor of the repetitive and monotonous steering operation.
Automatic guidance has been the most active research
area in the automation history of agricultural machinery.
With the introduction of the global positioning system
(GPS) to agriculture in the late 1980s, automatic guid-
ance technology has been successfully commercialized.
Today, autoguidance is the fastest growing segment in
the agricultural machinery industry. The following sec-
tions discuss the principles of autoguidance systems, the
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available technologies, and examples of specific autogu-
idance systems.

63.1.1 Automatic Guidance
of Agricultural Vehicles

For many agricultural operations, an operator is re-
quired to perform two basic functions simultaneously:
steering the vehicle and operating the equipment. The
need to relieve the operator of continuously making
steering adjustments has been the main reason for the
development of automatic guidance systems. Excellent
references to automatic vehicle guidance research in
Canada, Japan, Europe, and the USA can be found in
Wilson [63.4], Torii [63.5], Keicher and Seufert [63.6],
and Reid et al. [63.7]. Figure 63.1 shows a typical au-
toguidance system which includes a position sensor,
a steering angle sensor, and a steering actuator as the
hardware components, and a path planner, a navigation
controller, and a steering controller as the software com-
ponents. The path planner gives the desired (or planned)
vehicle position. This desired position is compared with
the measured position given by the position sensor.
The navigation controller calculates the desired steering
control angle based on the difference in the desired and
measured positions. Finally, the steering controller uses
the difference in the desired and measured steering an-
gles to calculate an implementing steering control signal
and sends it to drive the steering actuator. Modern agri-
cultural vehicles often employ electrohydraulic (E/H)
steering systems. Developments in each of the system
components are described in details below.

Position Sensing
The position sensing system measures vehicle posi-
tion relative to a reference frame and provides inputs
to the navigation controller. Most agricultural guidance
applications require position measurement in two-
dimensional (2-D) space. In addition, vehicle speed,
heading, and rotational movements (roll, pitch, yaw) are
often needed by the navigation controller.

Guidance accuracy is the primary factor in select-
ing a position sensor. Auernhammer and Muhr [63.8]
suggested three levels of accuracy required for differ-
ent farming operations: 1 m for rough operations (soil
sampling, weed scouting), 10 cm for fine operations
(pesticide application, soil cultivation), and 1 cm for
precise operations (planting, plowing). Different po-
sition sensors are selected in a guidance system to
meet the accuracy requirements for different farming
operations. In general, there are three categories of

Position
sensor

Navigation
controller

Path
planner

Hardware

Software

Measured
position

Steering angle
sensor

Steering
controller

Measured
angle

Desired
position

Desired
control

Steering
actuator

Fig. 63.1 Components of a typical autoguidance system

positioning techniques: absolute positioning, relative
positioning, and sensor fusion.

Absolute Positioning. The most common system of
absolute positioning is the global navigation satellite
system (GNSS). Currently, the NAVSTAR global po-
sitioning system (GPS) in the USA is the only fully
operational GNSS. A GPS receiver calculates its po-
sition by measuring the distance between itself and
three or more GPS satellites. The positioning accuracy
of an autonomous, mobile GPS receiver is 5–15 m.
This accuracy is generally not suitable for vehicle guid-
ance. To improve the accuracy, a differential correction
technique is applied. A differential GPS (DGPS) re-
ceiver can provide position accuracy within 2–5 m
and within 1 m precision in a short time period. The
DGPS receiver’s accuracy can meet the requirement
of positioning accuracy for most guidance applica-
tions. Further improvement in GPS accuracy requires
carrier-phase enhancement (or a real-time kinematic
process), typically using a local base station. The real-
time kinematic GPS (RTK GPS) receiver can achieve
centimeter accuracy and should meet the positioning
accuracy requirements for almost all agricultural field
operations. The GPS positioning technique has been
successfully implemented for vehicle guidance since its
inception [63.9–12]. Other absolute positioning sensors,
such as laser [63.13] and geomagnetic direction sen-
sors [63.14], have been developed and applied to vehicle
guidance with varying degrees of success. However,
currently the GPS receiver remains the only commer-
cially viable choice for absolute positioning systems.

Relative Positioning. The most promising system of
relative positioning is computer vision using cam-
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eras [63.4]). Vision-based sensing is mainly used for
automatic guidance in row crops. Its operation resem-
bles a human operator’s steering of the vehicle – the
camera is equivalent to the eye and the vision pro-
cessor is equivalent to the brain. The main technical
challenge to vision guidance is using image process-
ing to find a guidance directrix, i. e., the position
and orientation of the crop rows relative to the vehi-
cle. Numerous image recognition algorithms, such as
Bayes classification, edge detection, K -means cluster-
ing, and the Hough transform, have been developed
since the 1980s [63.15–19]. Vision-based system can
achieve excellent positioning accuracy under good crop
and ambient light conditions; for example, Billings-
ley and Schoenfisch [63.20] reported 2 cm accuracy for
their vision guidance systems. Han et al. [63.19] re-
ported 1.0 cm average root-mean-square (RMS) offset
error for soybean images and 2.4 cm for corn images.
However, the vision-based system may not be reliable
under changing lighting conditions, which are not un-
common in an agricultural environment. Other relative
positioning sensors include dead reckoning, odometry,
and inertial measurement units (IMU). These sensors
are seldom used alone in a vehicle navigation system.
Instead, they are integrated with absolute positioning
sensors (e.g., GPS) in a sensor fusion approach.

Sensor Fusion. Sensor fusion is the process of com-
bining data from multiple sensors so that the resulting
information is better than when these sensors are used
individually. No single positioning sensor will work for
agricultural vehicle guidance under all conditions; for
example, a GPS signal may be blocked by heavy tree
shading. Vision sensors may not work under heavy dust
conditions. Sensor fusion not only provides a way to au-
tomatically switch to a working sensor when one of the
sensors quits working, but also blends the outputs from
the multiple working sensors to obtain the best results.
A good example of sensor fusion is integration of GPS
with inertial sensors [63.21]. In this approach, GPS pro-
vides the low-frequency absolute position information,
and inertial sensors provide the high-frequency rela-
tive position information. Inertial sensors can smooth
out the short-term GPS errors, and the GPS can correct
the bias and scale factor errors of the inertial sensors.
If the GPS signals become temporarily unavailable, the
inertial sensors can continue to provide position infor-
mation. Sensor fusion allows the integration of several
low-cost sensors to achieve good positioning accu-
racy [63.22]. Many algorithms are available for sensor
fusion [63.23], with the Kalman filtering technique

being the most common approach [63.24]. Adaptive
sensor fusion algorithms have also been developed to
deal with a priori unknown sensory distributions and
asynchronous update of the sensors [63.25]. Terrain
compensation is another example of applying sensor fu-
sion to improve guidance accuracy on sloping terrain.
A terrain compensation module measures vehicle roll,
pitch, and yaw angles, and combines these measure-
ments with the position measurement to compensate
for the GPS antenna movement due to side slopes
and rough terrain. Many manufactures of autosteering
systems now offer terrain compensation features. Addi-
tional information on sensor fusion can also be found
on Chap. 20.

Path Planning
Path planning is the generation of 2-D sequenced po-
sitions or trajectories for the automated vehicle. The
sequenced positions account for the vehicle kinematics
such as the minimum turn radius and other constraints.
Most agricultural operations, such as tillage, planting,
spraying, and harvesting, require the vehicle to travel
the entire field with parallel paths at a fixed spacing
equaling the implement width. Planning such paths is
called coverage path planning. Coverage path planning
involves two steps. Step one is to decompose a field
into subregions. An optimal travel direction is found
for each subregion. Step two is to find the optimal
coverage pattern within each subregion. Many differ-
ent algorithms have been developed for coverage path
planning [63.26].

Trapezoidal decomposition is a popular technique
for subdividing the field. The trapezoids are then
merged into larger blocks and the selection is made us-
ing certain criteria which take into consideration the
area and the route length of the block and the efficiency
of driving [63.27]; Jin and Tang [63.28] used a geomet-
ric model to represent the full coverage path planning
problem. The algorithm was capable of finding a glob-
ally optimal decomposition for a given field and the
direction of the boustrophedon paths for each subre-
gion. The search mechanism of the algorithm is guided
by a customized cost function that unifies different cost
criteria, and a divide-and-conquer strategy is adopted.

A graphical approach is often used to find the opti-
mized coverage pattern within a subregion [63.29–31].
The processes include partitioning the area, building
a partition graph, and searching the partition graph.
Heuristic functions are used in the searching process to
prune the search tree early so the optimized solution can
be found within a reasonable time. In the case of mul-
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tiple vehicles working in the same region, Gray [63.32]
developed a path planning method.

Navigation and Steering Controllers
The navigation controller takes the desired and meas-
ured positions as inputs to compute the desired control
variables, typically the lateral and heading corrections.
The desired control variables and the measured vari-
ables (typically the steering angle) are fed into the
steering controller to compute the steering corrections.
A typical navigation control algorithm calculates the
lateral and heading errors based on a reference point
on the vehicle and a target (look-ahead) point on the
desired vehicle trajectory. The target point may be
dynamically adjusted based on speed to achieve satis-
factory path tracking performance [63.33, 34].

Agricultural vehicles frequently operate in challeng-
ing conditions such as varying travel speed, operating
load, and ground surface conditions. The steering con-
troller design must be robust enough to adapt to
these conditions. Several steering controllers, includ-
ing proportional–integral–differential (PID) controller,
feedforward PID (FPID) controller, and fuzzy-logic
(FL) controllers, have been developed and implemented
in the guidance system [63.35–37]. Additional infor-
mation on mobility and navigation can be found on
Chap. 16.

Commercialization of Autoguidance Systems
Commercial development of autoguidance systems by
US manufacturers started in the 1990s soon after the
availability of GPS to agricultural applications. Early
GPS-based guidance systems used visual aids, com-
monly referred to as lightbars, to show a driver how to
steer the vehicle along parallel passes or swaths across
a field. The need to improve driving accuracy and re-
peatability led to the development of the next level
of automation – autosteering. The autosteering system
steers the vehicle within a path and the driver only needs
to turn at the ends. Several preset driving patterns can
be used by an autosteering system during field opera-
tions. The most popular patterns for ground applications
are straight rows and curved rows. The straight-row
option allows the operator to follow parallel straight
paths separated by a predetermined swath width. An
initial path (A–B line) is first defined by the operator
and the remaining paths are generated by the guidance
system. For the curved-row option, the operator drives
the first curved path. The autoguidance system steers
the vehicle along the consecutive paths. Other driv-
ing patterns such as circles (for center-pivot irrigation

EH steering system

Guidance controller GPS receiver

Fig. 63.2 A John Deere 8000 series tractor equipped with
the GreenStar AutoTrac assisted steering system

field) and spirals (for field headlands) are also available
in some autoguidance systems. Autoguidance systems
are now commercially available. Figure 63.2 shows an
example of the GreenStar AutoTrac assisted steering
system on a John Deere 8000 series tractor. Most auto-
guidance systems have reported a path-to-path accuracy
better than 5 cm with DGPS or RTK under good field
conditions.

63.1.2 Autonomous Agricultural Vehicles
and Robotic Field Operations

An autonomous vehicle must be able to work without
an operator. In addition to steering, it must perform
other tasks that a human operator typically does: detect-
ing and avoiding unknown objects, operating at a safe
speed, and performing implement tasks while driving.
Developing human intelligence for the autonomous ve-
hicle is a challenging job.

Autonomous vehicles working in an unstructured
agricultural environment must use sophisticated sensing
and control systems to be able to react to any unplanned
events. A typical unplanned event is the presence of
a human or animal in front of the vehicle. Develop-
ment of vehicle safeguarding systems is the key to the
deployment of the autonomous vehicles. A number of
technologies have been investigated for providing vehi-
cle safeguarding. Guo et al. [63.38] used two ultrasonic
sensors to detect a human being. The reliable detec-
tion range was up to 4.6 m for moving objects and
7.5 m for stationary objects under field conditions. Wei
et al. [63.39] used a binocular stereo camera to detect
a person standing in front of a vehicle. The system was
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able to find the person’s relative motion status (speed
and heading) relative to the vehicle at a distance range
from 3.4 to 13.4 m. Kise et al. [63.40] tried a laser
rangefinder to estimate the relative motion of a tractor
obstacle. In general, ultrasonic sensors are low cost but
their detection range is short. Stereo cameras are unreli-
able under changing lighting conditions. Currently, the
most reliable technology is the laser rangefinder, but its
use is limited to research vehicle platforms due to the
high costs. Multiple levels of system redundancy must
be designed into the vehicle, which often requires mul-
tiple safeguarding sensors. Development of robotic field
operations is an integral part of autonomous vehicles. In
order to use an autonomous vehicle, tasks must be au-
tomated as well. Over the years, agricultural equipment
has evolved to accommodate the automated control of
tasks [63.1]. Microprocessor-based electronics control
is replacing mechanical control, and electrohydrauli-
cally powered actuators are preferred over mechanically
powered ones. The adoption of CAN bus standards
(SAE J1939, DIN 9684, ISO 11783) in the agricultural
equipment industry has allowed networking of multiple
control systems.

Task automation examples can be found in many
modern agricultural machines. Examples include map-
based automatic spraying of fertilizer and chemicals
on sprayers, and headland management systems (HMS)
for automatic sequencing of tractor functions normally
associated with headland turns. Matsuo et al. [63.41]
described a tilling robot that was able to do tillage,
seedling, and soil paddling operations.

Reid [63.42] discussed a number of challenges
related to the development of intelligent agricultural
machinery and equipment. At present, autonomous
agricultural vehicles and robotic field operations are still
not reliable and durable enough to meet the require-
ments of the agricultural industry and its customers.
Nevertheless, a number of autonomous vehicle systems
have been developed as proof-of-concept machines
which may lead to commercialization in the future.
Some exemplary systems are briefly introduced below.

Robotic Harvester
A robotic harvester, called Demeter (Fig. 63.3), has
been developed by the Carnegie Mellon Univer-
sity Robotics Institute for automated harvesting of
windrowed crops. The robot platform was a New
Holland 2550 self-propelled windrower equipped with
DGPS, inertial navigation system (INS), and two color
cameras. The camera system detected the cut/uncut
edge of the crop, which gave a relative directrix for the

Fig. 63.3 The robotic harvester (Demeter) (courtesy of
Carnegie Mellon University)

harvester to follow. The camera system was also used
to detect potential obstacles for vehicle safeguarding.
GPS data was fused with vision data for guidance. In
addition to steering, speed and header height of the har-
vester were also automatically controlled. In 1997, the
Demeter autonomously harvested 100 acres of alfalfa in
a continuous run (excluding stops for refueling). During
1998, the Demeter harvested in excess of 120 acres of
crop, cutting in both sudan and alfalfa fields [63.43,44].

Autonomous Tractor
An autonomous tractor has been jointly developed by
John Deere and Autonomous Solutions Inc. for au-
tomated spraying, mowing, and tillage in orchards
(Fig. 63.4). The robot platform was a John Deere
5000 series tractor with significant modifications. The
system components included the vehicle, a mobile con-
trol unit, and a base station; all were communicated

Fig. 63.4 A John Deere 5000N autonomous orchard trac-
tor (courtesy of Deere & Company)
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by a wireless CAN system. A DGPS and INS were
used as positioning sensors. Vehicle controls included
steering, brake, clutch, three-point hitch, PTO, and
throttle. A long-range obstacle detection system was
proposed for vehicle safeguarding. One of the key de-
velopments in the project was the path and mission
planning, which included dynamic replanning for dy-
namic service events. The system design followed an
industry joint architecture for unmanned ground sys-
tems (JAUGS) architecture. A proof-of-concept system
was developed and successfully demonstrated, but the
production decision was not made, primarily due to
safety concerns.

Small Robotic Platforms
In agriculture, small robots can be used for many field
tasks such as collection of soil or plant samples and de-
tection of weed, insect or plant stress. When equipped
with a larger energy source and appropriate actua-
tors, they can also be used for localized treatments
such as spot-spraying of chemicals or mechanical in-
row weeding. A number of small robots have been
developed, mainly at universities and research insti-
tutes [63.45]. Astrand and Baerveldt [63.46] developed
an autonomous robot for mechanical weed control in
outdoor environments. The robot employs a grey-level
vision system to guide itself along the crop rows and
a second, color-based vision system to identify the weed
and to control a weeding tool that removes the weed
within the row of crops. A plant nursing robot, HortiBot,
was developed in Denmark as a tool carrier for precision
weeding [63.47–49]. The HortiBot is a radio-controlled
slope mower (Spider ILD01, Dvorák Machine Division,
Czech Republic) equipped with a robotic accessory kit.
A commercial stereo vision system was implemented
for automatic guidance within plant rows.

63.1.3 Future Directions and Prospects

Farm productivity has increased significantly during the
last century. Today, less than 3% of the US popula-

tion works in agriculture, yet they produce more than
adequate food for the entire nation. Agricultural mech-
anization has played a significant role in achieving this
miracle. As next steps to mechanization, automation
and robotization of farm operations can result in addi-
tional productivity improvement.

Autoguidance will continue to be the main fo-
cus of future development. The agricultural industry
is now developing new systems for automation be-
yond autosteering of vehicles. Implement guidance and
headland management are two examples. An imple-
ment guidance system automatically steers both tractor
and implement and keeps the implement on the de-
sired path. This helps overcome implement drift on
hillsides or contour field conditions. The headland man-
agement system automates implement controls (e.g.,
to raise or lower the implement) and makes automatic
turns at headland and interior field boundaries. Other
guidance technologies that are close to commercializa-
tion include: sensor fusion that employs a multitude of
complementary positioning sensors to improve system
reliability, path or mission planning that produces the
most efficient coverage paths for a single or multiple ve-
hicles, and leader–follower systems for multiple-vehicle
navigation and control, as in the case of combine har-
vester operation. Precision farming has become an area
of enormous growth and excitement since the 1980s.
The key concept in precision farming is to manage crop
production at the subfield level. The labor-intensive na-
ture of precision farming practices brings a great need
for automated machines and equipment. Yield mapping
and variable-rate application systems are now commer-
cially available. In the future, autonomous field scout
vehicles are needed for soil sampling, crop scouting,
and real-time data collection. Small robots are de-
sired for individual plant care such as precision weed
control and selective crop harvesting. Because preci-
sion farming is considered as the future of agriculture,
automation and robotics technologies will certainly
become a big part of production agriculture in the
21st century.

63.2 Irrigation Systems

Irrigation is the supplemental application of water to the
soil for assisting in growing crops. It is used mainly to
replace missing rainfall for field crops, and to supply
water to crops growing in protected environments such
as greenhouses. The main objective is to supply the re-

quired amount of water to the plants at the right time.
The types of irrigation techniques differ in how the wa-
ter is distributed within the field. In surface irrigation
systems water moves over the land by gravity and in-
filtrates into the soil. Surface irrigation systems include
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Fig. 63.5 Sprinkler irrigation (courtesy of US Fish and
Wildlife Service, USFWS/Elkins WV)

furrow, border-strip, and basin irrigation. Localized ir-
rigation systems distribute water in piped networks by
pressure, and the water is applied locally in the field
and to the plant. Localized systems include spray, sprin-
kler, drip, and bubble systems. Automation provides
efficient on-farm use of water and labor for all meth-
ods by enabling flexible frequency, rate, and duration
of water supply with control of the irrigator at the right
application point [63.50].

Top of dripper
Raised lip surrounding the exit hole,

along with the air gap between the
exit hole in the dripper and the tubing,

provides physical root barrier

Dripper cover

Diaphragm

Dripper base

Dripper base

Diaphragm

Dripper cover

Filtration surface

Full path

Flow path

Bottom of dripper

Fig. 63.7 Dripper and drip line irriga-
tion system (courtesy of Netafim)

Fig. 63.6 Center pivot with drop sprinklers (courtesy of
Conversation and Production Res. Lab., Bushland, TX,
USDA, ARS)

63.2.1 Types of Irrigation Systems

Flood control automation includes optimal gate oper-
ation of irrigation reservoirs [63.51]; surge flooding,
which enables release of water at prearranged intervals;
telemetering of paddy ponding depth and canal water
level [63.52], which can be used to capture runoff and
pump it back into the field for reuse; and precision con-
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trol of inflow rate using ground-based remote-sensing
feedback control systems [63.53]. Position of the ad-
vance of water along the furrow can be determined by
contact-type sensors manually positioned in the furrow
and recently by imaging systems [63.53, 54].

In sprinkler irrigation, water is piped to several lo-
cations in the field and distributed by high-pressure
sprinklers or guns (Fig. 63.5). Spatially variable ir-
rigation systems have typically used self-propelled
irrigation systems – sprinklers mounted on moving
platforms or center pivots [63.56, 57]. Center-pivot
irrigation is a sprinkler irrigation system that is com-
posed of several pipe segments joined together that are
mounted on wheeled towers with sprinklers positioned
along its length (Fig. 63.6). The system moves in a cir-
cular pattern.

Drip irrigation systems (Fig. 63.7) were invented in
Israel in 1965. Water is applied slowly and directly
to the soil, and only where needed. A drip irriga-
tion system consists of valves, back-flow preventers,
pressure regulators, filters, emitters, and of course the
pipes (the mainline that leads water from the source to
the valve, and the subpipe that goes from the valves
to the connection point of the drip tubing and the
drip tubes). Low-head bubbler irrigation systems are
micro-irrigation systems based on gravity flow that
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 - soil temperature
 - air temperature
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 - 12V battery
 - solar panel
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Fig. 63.8 Wireless irrigation system conceptual layout (after [63.55])

operate at low pressure and require no filtration or
pumping [63.58]. Their main advantages are simplicity,
lower energy requirements, and few mechanical break-
downs [63.58]. However, their application is limited due
to the complicated design and installation problems.

63.2.2 Automation in Irrigation Systems

Automation systems include irrigation time clocks
– mechanical and electromechanical timers to allow
accurate control of water responding to environmen-
tal changes and plant demands [63.59], with recent
advances in using sensors to measure soil proper-
ties such as moisture and salinity using resistance-
and capacitance-based sensors, and time-domain re-
flectometry [63.60, 61]. Sensors for measuring plant
stress [63.62] by scanned and spotted canopy tem-
perature measurements have been used in scheduling
decisions for center-pivot and subsurface drip irrigation
systems [63.63]. Sensors include infrared thermome-
ters, thermal scanner sensors, and multispectral imag-
ing [63.64].

High-resolution data of soil and water dynamics
coupled with measurement of crop response to salinity
and water stress are important for irrigation manage-
ment optimization [63.65]. These data are commonly
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provided by weight-based soil lysimeters, with recent
development of a volumetric lysimeter system [63.65].

Developments in automated irrigation systems in-
clude scheduling programs that use weather data to
recommend and control time and amount of irrigation,
crop growth stage and water/nutrients needs detected in
real time, and commercial yield monitors and remote
sensors to map crop production precisely. An example
includes a real-time irrigation scheduling program for
supplementary irrigation that includes a reference crop
evapotranspiration model, an actual evapotranspiration
model, a soil water balance model, and an irrigation
forecast model, all combined using a mixed linear pro-
gram [63.67, 68].

Low-cost microprocessor and infrared sensor
systems for automating water infiltration measure-
ments [63.69] are important in controlling crop yields
and delivering water and agricultural chemicals to soil
profile. Control of nutrients with sensors enables op-
timization of irrigation and fertilization management
systems, useful for reducing environmental impact
caused by runoff of nutrients into surfaces and ground-
water by using ion-sensitive field-effect sensors [63.70].

A wireless in-field sensor-based irrigation manage-
ment system was developed to provide variable-rate
irrigation. Variable-rate irrigation was controlled by
a computer that sends control signals to irrigation con-
trollers via real-time wireless communications based
on field information and GPS positions of sprin-
klers [63.55,66,71,72]. A self-propelled linear sprinkler
system equipped with a DGPS and a program logic
controller was remotely controlled by a base com-
puter [63.72, 73], using a closed-loop irrigation system
to determine the amount of irrigation based on dis-
tributed soil water measurements (Figs. 63.8 and 63.9).
The system was operated by a program logic controller
that controlled solenoids to turn sprinkler nozzles on
and off. Variable-rate application was implemented by
regulating pressure into a group of nozzles.

Five in-field sensing stations Weather station

Fig. 63.9 Five in-field sensing stations and weather station
mounted on the linear irrigation cart (after [63.66])

To control small areas in field irrigation, solid-set
sprinkler and micro-irrigation can be controlled using
centralized or distributed irrigation controls [63.74].
Architectures of distributed sensor networks for site-
specific irrigation automation combining smart soil
moisture sensors and sprinkler valve controllers have
been developed [63.75] and are commercially avail-
able (e.g., Irriwise, Netafim). This can be expanded
to closed-loop control for automated irrigation based
on in-field sensing feedback of plant and soil condi-
tions. Further developments include spot-spraying of
herbicides based on real-time weed detection using
optical sensors. Growers using recirculating systems
often choose to sterilize the drain water before send-
ing it back to the plants. One of the following
two methods is often used: ultraviolet (UV) ster-
ilization or ozone sterilization. Automated real-time
polymerase chain reaction (PCR) system for detect-
ing pathogens in irrigation water has been devel-
oped [63.76].

63.3 Greenhouse Automation

The greenhouse environment is a relatively easy envi-
ronment for introduction of automated machinery due to
its structured nature. Hence, the automated system must
deal only with the variability of the agricultural prod-
uct. Therefore, the development of systems is easier
and simpler. Automation systems for greenhouses deal
with climate control, seedling production, spraying, and
harvesting as detailed in the following sections.

63.3.1 Climate Control

Greenhouses have been developed during the 20th cen-
tury to keep solar radiation energy, to protect products
from various hazardous natural climates and insects,
and to produce suitable environments for plants by
use of 100 μm plastic film or 2–3 mm glass plates.
Advances in sensors and microcomputers have led to
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modern greenhouse operations that include control of
climate, irrigation, and nutrient supply to plants to
produce the best conditions for crop growth in an eco-
nomical way. Environmental control enables year-round
culture and shorter cultivation periods. This section out-
lines greenhouse environment control and automation.

Parameters and Sensors
for Environmental Control

Light. Generally, there are two types of light: sun-
light and artificial light from lamps. Visible light
(400–700 nm, photosynthetically active radiation) is
important for plant growth. Photosynthetic photon flux
density (PPFD, measured in μmol m−2 s−1) from pho-
ton sensors is appropriate when light intensity is meas-
ured for plant growth, while intensity of illumination
(lux) is measured based on human sensitivity [63.77].
Although intensity and color temperature of sunlight
vary from time to time and from place to place, artifi-
cial lighting devices can change them more drastically.
There are several popular lighting devices: incandescent
lamp, fluorescent lamp, high-intensity discharge lamp
(HID lamp: Hg lamp, Na lamp, metal harido lamp),
light-emitting diodes (LED), electroluminescence (EL),
hybrid electrode fluorescent lamp (HEFL), and others.
It is necessary to use them based on size, shape, effi-
ciency, light intensity, life, color rendering, and color
temperature of the lamp [63.78].

Temperature and Humidity. Heating and cooling in
greenhouse are important for plant growth. Due to the
amount of energy consumed for these operations, their
control is critical. Electric heaters are used when it
is necessary to specifically heat local sections such as
in seedling production. Radiation in greenhouses that
use sunlight can cause high air temperatures. Hence,
cooling is necessary. To reduce cooling costs, curtain,
infrared absorption glass (80% transmittance in visi-
ble region and 20% in infrared region), watering on
glass roof, whitening the cover material, fan and pad
system, fan and mist system, fog and fan system, and
other methods are employed [63.79]. The thermocou-
ple sensor is a popular measure of air temperature,
while a thermo-camera and other radiation thermome-
ters can measure radiant energy from plant parts or
material bodies. Several types of humidity sensors are
available: elemental devices whose electrical resistance,
capacitance, or impedance is changed with humidity
change. The sensors can measure 10–90% relative hu-
midity. Humidity in greenhouses is influenced by air

temperature control, transpiration from plants, water
evaporation from soils, and other effects; for example,
the fog and fan system can decrease temperature by
2 ◦C and increase humidity by 20% as compared with
external air [63.80]. To reduce humidity, an electric
cooling machine is sometimes used, while air ventila-
tion is the simplest method. Thus, humidity control also
requires compensation of temperature change. When
greenhouse environments are controlled, both heat bal-
ance and moisture budget must be considered. PID and
adaptive control methods have been developed for tem-
perature and humidity control [63.81–83].

CO2 Concentration. Plants absorb CO2 and transform
it into sugars and then into new plant tissue [63.84].
Every gram of CO2 fixated by the plant yields around
10 g of new plant material. This so-called photosyn-
thesis (or CO2 assimilation) requires good light and
suitable growing conditions.Plants consume more CO2
under more light and also at higher CO2 level. By CO2
enrichment the CO2 uptake can be increased. The effect
of CO2 on yield is proportional to the amount of time of
CO2 enrichment.

CO2 uptake depends on the crop, the leaf area, and
environmental conditions such as soil moisture and at-
mospheric humidity. It is expressed in gram CO2 gas
per m2 ground area per hour (g m−2 h−1). CO2 up-
take varies from 0 during very poor conditions to about
5 g m−2 h−1 under excellent light conditions, and up to
7 g m−2 h−1 under excellent light conditions combined
with high CO2 levels. At night no CO2 is taken up; in
contrast, plants produce CO2 due to respiration. Hence
the CO2 level in a closed greenhouse naturally increases
overnight to above-ambient levels.

Ventilation influences the CO2 level, which has
three situations:

1. CO2 depletion: the CO2 level is below ambient.
Any leakage or ventilation will bring CO2 into the
greenhouse. Ample ventilation can prevent CO2 de-
pletion.

2. Elevated CO2 levels due to CO2 enrichment. CO2
gas will rapidly be lost during venting, depending
on the vent opening, wind speed, and CO2 level.

3. When the CO2 level in the greenhouse is equal to the
level outside. The influx of fresh air plus the CO2
supply exactly compensates the CO2 absorption. In
this situation there is no CO2 loss. The CO2 demand
equals the CO2 absorption by the plants plus the
CO2 lost by leakage or ventilation.
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However, the benefits of CO2 enrichment should
outweigh the costs. This depends on the yield increase
due to CO2, as well as on the price of the produce. Mod-
erate CO2 enrichment is sometimes more economic
than excessive enrichment. CO2 enrichment should not
go beyond 1000 ppm, as it is not beneficial for the plants
and is unnecessarily expensive.Sensitive plants (e.g.,
young or stressed plants, sensitive species) should not
be exposed to more than 700 ppm CO2. Too high CO2
levels cause partial closing of the pores in the leaves,
which leads to low growth. Also, at higher CO2 concen-
tration, there is higher risk of accumulation of noxious
gases that can be present in the CO2 gas.

Air Flow. It is important to keep uniform temperature,
humidity, and CO2 in the greenhouse for proper plant
culture and uniform growth. Air flow in greenhouses is
achieved in different ways depending on the greenhouse
structure. Natural ventilation is usually used due to its
low costs. However, control of airflow with natural ven-
tilation is limited. Therefore, it is necessary to analyze
natural ventilation properly and increase ventilation
efficiency. Natural ventilation is driven by pressure dif-
ferences created at the vent openings both by wind
and/or temperature differences. Prediction of air ex-
change rates and optimization of greenhouse design
requires complicated models due to the coupling and
nonlinearities in the energy balance models. Additional
controls of air flow include on/off control of fan ventila-
tion systems, side openings, and water sprayers [63.85]
with recent developments in rate control achieved by
PID or fuzzy-logic control.

Control Methods
Greenhouse climate control requires consideration of
many nonlinear interrelated variables. Control models
should take into account weather prediction models,
crop growth models, and the greenhouse model. The
following methods have been used for control: clas-
sical methods (proportional integral derivative control,
cascade control), advanced control (nonlinear, predic-
tive, adaptive [63.86]), and artificial intelligence soft-
computing techniques (fuzzy control, neural networks,
genetic algorithms [63.87,88]). Control is implemented
with programmable logic controllers or microcomput-
ers. Climate controllers that use online measurements of
plant temperature, and fruit growth and quality, to esti-
mate actual transpiration and photosynthesis will be the
future development. This will enable the development
of closed-loop systems that use the speaking plant as
the feedback for the control system and thereby result in

effective control of the greenhouse climate [63.89, 90].
Effective control of the greenhouse climate must also
incorporate long-term management plans to increase
profitability and quality [63.91].

63.3.2 Seedling Production

Seedling production is one of the key technologies to
grow high-quality products in fruit and vegetable pro-
duction. Seedling operations such as seed selecting,
seeding, irrigating, transplanting, grafting, cutting, and
sticking have been mechanized or automated [63.77].
A fully automatic seedling production factory has been
reported as a part of a plant factory [63.78], while
a precise seeding machine which can seed in the same
orientation has also been developed [63.79]. Several
grafting robots and robots for transplantation from cell
tray to cell tray or to pot have been commercialized.
Herein, a grafting robot and a cutting sticking robot will
be described as examples.

Grafting Robot
Grafting operations are conducted for better disease
resistance, higher yield, and higher-quality products.
Opportunities for the grafting operation are recently
increasing, because of the agricultural chemical restric-
tions introduced to improve food safety and sustainable
agriculture in the world. As the demand for grafted
seedlings increases, a higher-performance model or
a fully automatic model of the grafting robot is currently
expected, while semiautomatic models have been com-
mercialized since about 20 years ago. Grafting involves
the formation of one seedling by uniting two different
kinds of seedlings, using the side of the root of one
seedling and the side of the seed leaf of the other. The
side of the root of a seedling is called a stock and the
side of the seed leaf, a scion. In order to graft a wa-
termelon or a cucumber, a pumpkin is frequently used
as a stock. The grafting method shown in Fig. 63.10
is called the single cotyledon grafting method, and is
adopted as the operation process of a grafting robot for
cucurbitaceous vegetables. For the stock, one seed leaf
and its growing point are cut off. For the scion, the side
of the root side is cut off diagonally at the middle of the
hypocotyl, and the side of the seed leaf which contains
the growing point is used.

Grafting operation of different kinds of plants is
carried out by joining the stock and the scion using
a special clip as an adhesive. Although stock seedlings
and scion seedlings are hung up on spinning discs and
supplied synchronously in some robot, mechanical fin-
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Fig. 63.10 Single cotyledon grafting method and an actual grafted seedling with mechanical fingers in the grafting
operation of a robot (after [63.84, 89])

gers handle the seedlings, as shown in Fig. 63.10. Two
operators hand the stock and scion to the mechanical
fingers individually. At the stock cutting section, the
shoot apex which contains one of the seed leaves and
growing points are cut off by a spinning cutter which
spins in the diagonally upward direction. On the other
hand, at the scion cutting section, the side of the root is
cut off at the hypocotyl by a spinning cutter which spins
in the diagonally downward direction. After removing
the useless part, the stock and the scion are gripped by
the gripper and sent to the clipping section, where they
are joined and fixed by the clip. The most important
points in grafting operations are to cut the seedlings at
the proper points and fix the stocks and scions precisely.
To accomplish a higher success rate, the stock and scion
should be properly hung for the spinning cutters when
seedlings are handed into the mechanical fingers. The
success rate of the grafting robot is 97% and the robot
can perform grafting operations ten times faster than
human workers [63.77].

Cutting Sticking Robot
Cutting sticking operations are often conducted in
flower production in order to enhance productivity by
using cuttings obtained from mother plants. Currently,
humans manually stick the cuttings, however, the oper-
ation is monotonous and requires a lot of time and labor.
A semiautomatic and a fully automatic chrysanthemum
cutting sticking systems [63.80, 81] have been devel-
oped so far. In this section, a fully automatic system
for chrysanthemum will be introduced, because it has
a function of recognizing complicated-shaped seedlings
by machine vision.

Robotic Cutting Sticking System. A prototype robotic
cutting sticking system (Fig. 63.11) mainly consists
of a cutting-provision system, machine vision, a leaf-
removing device, and a planting device. The figure
includes the latter three sections. The flow of cutting
sticking operation is as follows: first, a bundle of cut-
tings is put into a water tank for refreshment because
the cuttings are usually stored in a refrigerator for about
a week until some amount of cuttings need to be pre-
pared through picking from mother plants. The cuttings
are floated on the water and spread out by adding vi-
brations to the tank. After refreshment in water and
spread enough in a while, the cuttings are picked up
by a manipulator based on information about the cut-

Holding plate
Cutting

Manipulator

Table

Tray

TV camera

Cutting

Leaf removing
device

Planting device

Fig. 63.11 Chrysanthemum cutting sticking system (prototype)
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tings – positions and orientations from a television (TV)
camera installed above the water tank.

Secondly, another TV camera (Fig. 63.11) detects
the position and orientation of the cutting, which is
transferred to a table from the water tank by the manipu-
lator. The TV camera indicates the grasping position of
the cutting for another manipulator, shown in Fig. 63.11.
Thirdly, the manipulator brings the cutting to the plant-
ing device via the leaf-removing device. Finally, the
cuttings are stuck into a plug tray by the planting device.

The leaf-removing device consists of a frame with
cutters, a movable plate with rubber, and a solenoid ac-
tuator. The movable plate is driven to open and close by
the solenoid actuator in order to cut lower leaves and ar-
range the shape of upper large leaves by chopping them
with the cutters. Two identical devices are placed at an
angle of 90◦ to cut the leaves completely since each leaf
emerges at an angle of 144◦ from the main stem. Parts
of the upper large leaves and lower petioles are cut by
closing the movable plate. After this operation at the
first device, the cuttings are moved to the second device
and other leaves desired for removal are cut.

The planting device mainly consists of a table to
place the cuttings in a row and a holding plate which
opens and closes. The holding plate is driven to open
and close by a motor which is mounted on the table.
The table and the plate are driven in linear motion by
another motor and a screw, and are rotated by a mo-
tor. A cell tray is set below the planting device. The
holding plate closes after ten cuttings are placed on
the table since a row of the tray has ten cells. The
table rotates until it is perpendicular to the tray and
moves downward. The ten cuttings are stuck into the
tray together and the planting device adopts the ini-

H

a

�
ab

b

O2

O1

Rear axleFront axle

Fig. 63.12 Self-heading-correction mechanism and an unmanned sprayer (courtesy of Maruyama MFg., Co. Inc.) (af-
ter [63.84, 89])

tial position after the holding plate opens and the table
moves upward.

Machine Vision. To pick up and transfer the cuttings,
detection of the grasping point of the cutting is re-
quired. A monochrome TV camera whose sensitivity
ranges from the visible to infrared regions was used
with a 850 nm interference optical filter to enhance the
contrast of the cutting on a black conveyor. The algo-
rithm to detect the grasping point [63.82] is as follows:
the complexity of the boundary line of the cutting on
a binary image is investigated and candidate points of
the stem tip are found. If only one candidate point is
found in the image, the point is determined as a stem
tip. When there are more than two candidate points, the
complexity of the boundary line around the candidate
points is detailed and points which are not adapted to
conditions of the main stem are removed. The condi-
tion is that boundary lines around the stem tip have a lot
of linearity. If only one candidate point remains after
processing, the point is determined as the stem tip. In
the case of plural points remaining, the whole bound-
ary line of the cutting is detailed, the region of leaves is
detected, and a candidate point which has a certain dis-
tance from the region of leaves is determined as the stem
tip. When no point meets this condition or when more
than two points remain even after the processing, the
cutting is transferred back to the first stage, because it
is too risky to determine the stem tip in these cases. The
grasping point was defined as the position 10 mm above
the stem tip. Experimental results indicated that about
95% cuttings are satisfactorily detected with no missed
detection, and all remaining cuttings were transferred
back.
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63.3.3 Automatic Sprayers

Chemical control is required for crop production in con-
trolled environments, and automation of the chemical
spray is desirable to minimize exposure of chemi-
cals. Spraying robots have been commercialized so
far [63.83, 92, 93]. A key technology of the robots is
autonomous control of the vehicle. Figure 63.12 shows
the principle of the self-heading-correction mechanism.
The front axle can be turned freely around an axis A–B
which is fixed to the body diagonally. Assuming that
a front wheel on one side runs on a ridge (it is off
course), the center of this front wheel shifts from O1 to
O2. At the same time, the other front wheel moves down
and back. Consequently, the resulting steering angle β

causes the vehicle to descend from the ridge, correcting
its moving direction by itself. In the case where both
a front and a rear wheel run on a ridge at the same time,
the effect of the heading correction will be reduced be-
cause the steering angle β may be smaller. To obtain
an appropriate steering angle, the rear tread is 35 mm
shorter than the front tread. An unmanned sprayer is
shown in Fig. 63.12.

Another method is called electromagnetic induc-
tion type. Induction wires are laid down under ridge
aisles and/or headland and a vehicle with an induc-
tion sensor detecting the magnetic field created by the
wires can automatically travel along the wires. When
the vehicles move to the next ridge aisle in narrow
headlands in greenhouses, several methods have been
reported: a pivot shaft that comes out to make the
turn, four-wheel steering, an additional rail system to
convey the vehicle to the next aisle, and a manual
method. In orchards, automatic speed sprayers using
induction wires and induction pipes were developed
in 1993 and 1994, respectively. A method that uses
a remote-controlled helicopter has been very popular in
the fields.

63.3.4 Fruit Harvesting Robots

It can be said that the history of agricultural robots
started with a tomato harvesting robot [63.94]. There
has been much research on fruit harvesting robots for
tomato, cherry tomato, cucumber, eggplant, and straw-
berry [63.95–100]. Vegetable harvesting robots have
also been investigated, but there is no commercial robot
yet. The main reasons limiting commercialization of
harvesting robots are low success rates due to diver-
sity of plant properties, slow operational speeds, and
high costs associated with the seasonal affect. How-

Fig. 63.13 A tomato harvesting robot

ever, practical use of harvesting robots is expected in
the future.

Tomato Harvesting Robot
Research on the first tomato harvesting robot started at
Kyoto University in 1982 and several different types
of tomato harvesting robots and their components have
been developed. A cluster harvesting robot is now un-
der development. The main components of many of
the tomato harvesting robots are a manipulator, end-
effector, machine vision, and traveling device, as shown
in Fig. 63.13. The robot automatically travels between
ridges and stops in front of a plant using photosensors
and reflection plates on the ridges, which can give the
location of the robot in the greenhouse. When the trav-
eling device stops, a machine-vision system measures
fruit color and location, the manipulator approaches the
cluster, and an end-effector picks a fruit. After complet-
ing the operation at the location, the robot moves to the
next location of the reflection plate.

Phytological Characteristics of Tomato Plant
Most tomato plants for the fresh market are usually
grown on a vertical plane with supports or with hang-
ing equipments until many fruit clusters are harvested.
However, high-density single-truss tomato production
systems (STTPS) have been reported [63.101]. In ad-
dition, an attempt was conducted to grow the tomato
plant upside down on the tomato production system be-
cause of the smaller labor requirement for plant training
and ease of mechanical operation. Some varieties are for
individual harvesting while others are for cluster har-
vesting. Some varieties produce round-shaped fruits and
longer fruits, depending on the season. There are also
many fruit sizes. Fruit clusters are supposed to grow
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outwards due to a growth rule, but the main stem some-
times twists, which causes random cluster direction so
that tomato fruits may sometimes be hidden by leaves
and stems. When a robot is introduced to the production
system, it should be adaptable to plant diversity.

Manipulator
The basic mechanism of a manipulator depends on the
configuration of the plant, the three-dimensional (3-D)
positions of its work objects, and the approach paths to
the objects. In the first attempt to robotize the tomato
harvesting operation, a five-degree-of-freedom (DOF)
articulated manipulator was used [63.98], and a seven-
DOF manipulator was investigated for harvesting six
clusters [63.102]. However, the Dutch-style growing
system has been popularly introduced to large-scale
greenhouses throughout the world, and target fruit are
always located at a similar height. Therefore, a selective
compliant robot arm (SCARA)-type manipulator can be
used. When the fruit cluster is transferred to a container
quickly, cluster swing damping is required.

End-Effector
The fruit cluster has several fruits and their peduncles
have joints in many varieties of tomato plants. When
a human harvests ripe fruit one by one in the clus-
ter, he/she can pick them off easily by bending them
at the joints instead of cutting. To harvest the fruit,
several end-effectors have been developed; Fig. 63.14
shows one of them [63.103]. A 10 mm-thick rubber pad
is attached to each finger plate to protect the fruit from
slipping and damage. The length, width, and thickness
of a finger plate are 155, 45, and 10 mm, respectively.
The gripping force exerted by the finger plates can be
adjusted from 0 to 33.3 N, while these finger plates
grip fruits ranging from 50 to 90 mm in diameter. The
suction pad was attached to the end of a rack, which
is driven back and forth by a DC motor and a pin-
ion between the finger plates. The speed and stroke
of the suction pad motion are 38 mm/s and 80 mm,
respectively. The suction pad can be moved forward
up to 43 mm from the tips of the finger plates. The
moving distance and stopping position of the pad can
be detected by a rotary-type potentiometer. Two limit
switches are attached to both ends of the pad stroke in
order to prevent the pad from overrunning.

Machine Vision
A traditional method of detecting 3-D locations of target
fruits is feature-based stereo vision. A pair of iden-
tical color cameras acquire images and discriminate

Fig. 63.14 An end-effector

red-colored fruits. Based on the disparity of fruits on
both images, the depth of the target fruit can be calcu-
lated. Although a small error in the 3-D location occurs
because of hidden parts of the fruits, the suction pad can
tolerate these error. It is not easy for stereo vision to de-
tect all fruits locations when a corresponding problem
happens due to hidden fruits and many fruits in the im-
ages. In this case, a 3-D laser sensor or area-based stereo
vision may help detect the fruit depths.

Traveling Device
Figure 63.13 shows a four-wheel-type battery car on
which a tomato harvesting robot is mounted. The travel-
ing device moves and stops between the ridges and turns
at the headlands to go to another ridge. In Dutch-style
large-scale greenhouses, two heating pipes are usually
used. It is easy to introduce a rail-type traveling device
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as these pipes can be used as rails. Rail-type travel-
ing devices (manual or self-propelled) are already used

for leaf picking, manual harvesting, spraying, and many
other operations in greenhouses.

63.4 Animal Automation Systems

Automation of animal husbandry systems includes
the development of environmental control systems,
automated weighing and monitoring systems, and au-
tomated feeding systems.

Climate control of housed animals has an important
influence on the productivity and health of the animals
and therefore its control is very important [63.104].
However, this is a difficult and complicated task due to
the nonlinear effects of the animals on the temperature
and humidity conditions inside animal housing build-
ings [63.104]. In conditions where animals are housed
outside, control is further complicated due to changing
environmental conditions. Air-quality and environmen-
tal monitoring is important for environmental protection
aspects and hence is gaining increasing attention and
importance.

Devices for electronic animal identification and
monitoring became available in the mid 1970s and
have enabled implementation of advanced management
schemes [63.105], specifically for livestock and swine
management. The ISO standardization of injectable
electronic transponders in the late 1990s expanded
applications to all animal species [63.105]. Several sen-
sors have been developed to provide individual animal
parameters such as size, weight, and fat. These param-
eters are used for management decisions. The current
new generation of sensors enable health and produc-
tion status monitoring, both improving animal welfare
and ensuring increased food quality and safety. Re-
cent developments include acoustic passive integrated
transponder tags using micro-electromechanical sys-
tems (MEMS) technology [63.106]. Tags may be used
for tracing animals from growth to final processing for
quality control and food security purposes [63.106].

The main expense in animal production systems
is food intake. Automated feeding systems decrease
production costs while ensuring that animals receive
necessary nutrient ingredients. Group and individual
feeding systems have been developed to measure and
control food intake.

Production, health, and welfare controls are being
introduced into modern farms using advanced infor-
mation systems. Data from multiple sensors at the
individual and group levels are taken on a daily basis

for advanced monitoring and control. Various systems
will be presented in the following sections.

63.4.1 Dairy

The dairy industry is probably the most automated agri-
cultural production system, with almost all processes,
from feeding to milking, being completely automated.
In the dairy industry, many maintenance routines such
as milking, feeding, weighing, and online recording
of performance are fully automated on an individual
animal basis. Optimal management is defined as pro-
ducing maximum milk yield while minimizing costs.
The computation and data-storage capacity of comput-
ers theoretically enable sophisticated decision-making
to underpin the automated processes in order to ob-
tain optimal individual and herd performance. These
include automated feeders, sensors that measure daily
activities of cows, and online automated parlor systems
for recording milk production and quality. Reproduction
monitoring includes systems for timing of insemination
based on oestrus detection. Health care systems include
detection of mastitis. The objective is to fully automate
every process from feeding to milking to reduce produc-
tion costs and maximize milk yield.

The physical process of feeding and recording ac-
tual feed consumption is based on feed administration
of concentrates and roughage, ration composition, and
feed calculation for an individual cow or a group of
cows. Analysis of performance data indicates that cow
performance under a uniform rationing regime is con-
sistent in trend but varies in magnitude, and therefore
an optimal feed policy, in terms of efficient rationing of
concentrates, should be on an individual basis [63.107].
An alternative approach, the sweeping method, is based
on average values for the herd. This can cause cows
not to reach maximum milk yield because of insuffi-
cient concentrate ration or imply that excess feed be
consumed since there are cows that would have reached
their maximum milk yield with a smaller concentrate
ration. Both result in redundant financial expense. Due
to the advent of technology, the farmer is able to
allocate a different amount to each cow using indi-
vidual computer-controlled calf feeders [63.108] and
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Fig. 63.15 A controlled automatic fodder consumption and
feeding system (after [63.109])

integrated real-time control systems for measuring,
controlling, and monitoring individual food intake of
free-housed dairy cows [63.109]. Individual allocation
decisions are made according to each cow’s perfor-
mance, Performance parameters include the individual
cow’s output (milk yield and composition) and mea-
surements of physiological variables including body
composition [63.110], shape, and size. An example of
a system consisting of 40 feeding cells is shown in
Fig. 63.15. Each cell comprises an identification sys-
tem, a fodder weight system, and an automatic opening
and closing yoke gate [63.109]. Each feeding stall con-
sists of a feeding trough, an electronic weight scale
and central processing unit (CPU), identification sys-
tem, presence sensor, and a cylinder with valve. All
components are connected to a programmable logic
controller (PLC) which processes the data and acti-
vates the electropneumatic actuators. The data is backed
up to a management computer. The management com-
puter is also used as a monitoring station and a basic
man–machine interface for defining basic operations
and preliminary data analysis. The specific yoke design
allows the cow’s head to enter the yoke gate without
enabling access to the fodder. This places the radiofre-
quency identification tag on the cow’s ear close enough
to the antenna and simultaneously activates the proxim-
ity sensor (by the cow’s head). If the cow is allowed
to eat according to the predetermined conditions, the
PLC records the current scale’s weight and the yoke
gate bar is lowered by the associated electropneumatic
cylinder. The cow may then push its head into the fod-
der trough and feed. The scale measures and records
the weight of the fodder at predefined intervals. Each
CPU scale is connected to the PLC directly via bi-

nary code to decimal (BCD) so no time delay is caused
by weight transmission. A restriction bar on the fod-
der trough prevents the cow from pushing its head up,
thereby preventing spillage of fodder. The use of pres-
ence sensors in the yoke appeared to be very important
to determine if the cow had left the yoke station. The
feeding troughs were arranged in a row to enable con-
venient dispersal of fodder (into the containers) by the
passage of a semiautomated fodder dispersal wagon.

Several methods have been developed for automatic
weighing of cows. Cows are weighted as they exit the
milking parlor so as not to interrupt their daily regime.
The motion of cows creates measurement problems, in-
cluding changes along the scale due to applied forces,
crowding of cows on the scales, and significant vari-
ations between cows and between the same cow at
different times of the day or on different days. Dynamic
weighing of cows is a common practice in many com-
mercial farms, achieved by filtering the measured signal
and averaging it or recording the peak value as the cow
transfers its weight [63.111–113] using physical math-
ematical models that simulate cow walking [63.114].

Milking cows is a complicated task due to the
physics combined (teat treatment, control of the milk-
ing unit) and variable biological components (milk
secretion, udder stimulation) including the risk of in-
fecting the udder with pathogen microbes [63.115].
Although the first proposals for mechanical milking
were presented over 100 years ago, milking machinery
became common only in the early 1950s, with com-
pletely automatic milking systems being introduced in
the 1990s [63.116]).

First steps in automating the milking process in-
cluded detection of end of milking and automatic teat
cup detaching [63.115]. Various optical, capacitive, and
inductive sensors were developed to detect low milk
flow, which indicated end of milking [63.117]. Mech-
anized stimulation of udder was achieved by using
pneumatic and electronic pulsators. Continuous individ-
ual variation of vacuum level, pulse rate, and pulse rate
for each milking unit was developed. Milk yield record-
ing is implemented using tipping trays and volumetric
measuring systems, with many sophisticated measuring
systems to separate air from milk to improve accuracy.
Automatic milking requires automatic application of
teat cups. Ultrasonic sensors, a charge-coupled device
(CCD) camera, and a laser are used to locate the teats
to control in real time the arm to adapt to the varia-
tions in teat positions, spacings, and shape and to the
motions of the cow during teat attachment. In most sys-
tems a two-stage teat location process has been applied.
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First, the approximate teat positions are determined by
dead reckoning using body position sensors, ultrasonic
proximity sensors or vision systems. The final attach-
ment is achieved by fine-position sensors using arrays
of light beams mounted on the robot arm. Automatic
checks of udder condition and milk quality include on-
line milk analysis. Milk quality is a critical parameter
both from an economic point of view and from health
perspectives [63.116]. Measures include conductivity,
temperature, and color of milk, integrated with yield
information. Biosensors have been used to measure an-
tibiotic residues, mammary infection components, and
metabolites including the development of electronic
samplers that enable real-time measurements [63.118].
Online inline milk composition sensors measure in real
time during milking the concentrations of fat, protein,
and lactose, and indicate the presence of blood and
somatic cell count (SCC) based on near-infrared ana-
lysis [63.119].

Various teat cleaning systems, including brushes
and rollers or separate teat-cup-like cleaning devices,
have been developed. In addition, systems for clean-
ing the complete system (circulation cleaning, cleaning
with boiling water, cluster flushing [63.116]) are ap-
plied.

Robot milking (see Fig. 63.16 for an example), in-
troduced in the early 1990s by several commercial
companies (e.g., Lely, DeLaval, GM Zenith, Fullwood
Merlin), provides increased yield by increasing the fre-
quency of milking and improved milk quality.

Automatic health measurements during automatic
milking include leg health measurement and respira-
tion rate measurement [63.120]. Lameness detection is
important due to the important welfare, health, and eco-

Fig. 63.16 Lely milking robot in an open barn with fans
controlled when cow crowding is detected

nomic problems it causes. Leg health is also measured
by measuring the dynamic weight or load of each leg
while the cows are weighed on scales at the exit of the
milking parlor. Several techniques have been developed
including pedometers, activity meters worn around the
neck, force plates that measure reaction forces on
walk-through weighing systems [63.120–123], and in-
creased respiration rate measured using laser distance
sensor [63.120]. Ultrasonic back-fat sensor can provide
information about the health or growth status of the
livestock [63.124].

Another important health measure is mastitis,
a main reason for reduced milk yield and early losses
in cows, caused by the biological activity of microbes.
It can be detected by counting the number of somatic
cells in milk. Various methods have been developed
to measure it accurately using electrical conductivity
measurements, body temperature, and milk tempera-
ture. Recently inline near-infrared sensors have been
developed to measure milk conductivity and milk tem-
perature of each seperate quarter (a sensor is connected
to each udder cup) [63.119].

The primary direct parameter to detect oestrus is
concentration of milk hormones (progesterone), indi-
cating the fertility status of the cow. However, it is
commonly measured only in laboratories based on
samples, although biosensors have been developed for
its measurement [63.125]. Several indirect parameters
have been developed into automated systems, includ-
ing electrical conductivity of vaginal secretion, milk
temperature, and cow behavior including cow activ-
ity measurement using pedometers, heart rate, etc.
Improved measurement was achieved by combining in-
formation from several parameters (e.g., combining cow
activity with milk yield, feed intake, milk temperature).

Behavior measurement has been achieved using dif-
ferent systems: a radar-based automatic local position
measurement system for tracking dairy cows in free
stall barns [63.126], global positioning systems for mea-
suring grazing behavior (Turner et al. [63.127], video
measurements [63.128], and automatic tracking sys-
tems based on magnetic induction [63.129].

Environmental control systems in the dairy industry
are less common since cows are located in barns that
are open, shaded or partially shaded. Systems developed
include automatic cooling using fans based on online
imaging systems that detect crowding (Fig. 63.16) and
microclimate and gas emissions in cold uninsulated cat-
tle houses [63.130].

Management information systems that combine
herd and individual health and production param-
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eters [63.131, 132] are important to ensure efficient au-
tomation. Further advances in design and management
of livestock environments will require development
of sustainable livestock production systems account-
ing systematically for the environmental benefits and
burdens of the processes using a lifecycle assessment
process [63.133]. Strategies will need to be developed
to regulate and reduce harmful gas emissions from live-
stock farms and land application of manure [63.134].

63.4.2 Aquaculture

Physiological rates of cultured species can be regulated
by controlling the environmental conditions and system
inputs. This yields increased process efficiency, re-
duced energy and water losses, reduced labor costs, and
reduced stress and disease. Automation applications in-
clude algae and feed production, feed management,
environmental controls such as filtration systems, and
automated air-pressure control. An intensive water-
quality monitoring program includes routine sampling
(twice a week) and 24 h sampling (every 3 months) of

Fig. 63.17 Water channels and air distribution system. Air-
flow rate is controlled by regulating air-blower frequency
using readings of oxygen concentration in the fish tank

nitrogen (NO3, NO2), phosphate, pH, and temperature.
Fish and shellfish biomass should be sampled and sea-
weed should be harvested [63.135, 136].

Automation usually exists in closed systems such
as recirculated aquaculture systems, but it can also
be applied to pond and offshore aquaculture systems.
Intensive recirculating aquaculture systems (RAS) re-
duce land and water use at the expense of increased
energy requirements for operating treatment processes
to support high culture densities, often with the addi-
tion of pure oxygen (see, e.g., Fig. 63.17). The use of
pure oxygen is usually expensive and requires consid-
erable energy for dissolving in the water as well as
for stripping off the carbon dioxide created by respi-
ration. In conventional RAS design gas exchange and
dissolved waste treatments (e.g., CO2 stripping and
ammonia removal by nitrification) are linked into one
water-treatment loop. However, because excretion rates
of CO2 are an order of magnitude greater than am-
monia excretion rates this design may result in toxic
CO2 concentrations. In addition, pressurized pumping
and pure oxygen addition may increase the risk of
gas bubble disease. Hence, low-head recirculating sys-
tem that separate the gases treatment loop (oxygen and
CO2) from the nitrification and solid filtration treat-
ment loop by using a high-efficiency airlift producing
a bubbly flow are used [63.137]. The integrated pond
system (IPS) concept suggests a novel solution for en-
vironmentally friendly land-based mariculture. The IPS
recycles excreted nutrients (valuable nitrogen) through
algal biofilters utilizing solar radiation for their photo-
synthetic processes [63.138].

Accurate size and shape information of wild and
cultured fish population is important for managing
the growth and harvesting process including feed-
ing regimes, grading times, and optimum harvest
time [63.139]. Information on both average weight and
distribution is necessary for grading, feeding, and har-
vesting decisions [63.140]. Machine vision has been
used to determine fish size [63.139,141], mass [63.140];
color [63.141], weight, and activity patterns. The prob-
lems with image capture in ponds are the low contrast
between fish, the dynamic movement of fish, and chang-
ing lighting conditions. Real-time in situ fish behavior
quantification and biomass estimation has also been
used for management decisions [63.142].

The cost of feed is usually the major operating cost
in aquaculture [63.143]. Overfeeding results in left-
overs, which leads not only to extra costs but also to
poor water quality, causing additional stress and ex-
tra loads on mechanical and biofilters and oxygenation
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Fig. 63.18 Aquaculture closed system with a feeding sta-
tion. Feed quantities are calculated on a daily basis to each
fish tank according to fish weight, water temperature, and
growth rate

devices [63.143]. In addition feeding rhythms affect
feed conversion rates and proximal composition of fish
flesh. Automated feeding systems (see, e.g., Fig. 63.18)
include timer-controlled feeders [63.144], demand feed-
ers, and automated data-acquisition systems to assess
fish feeding rhythm, and acoustic, photoelectric sensors
to detect the turbidity of the effluent. Hydroacoustic
sensors and machine-vision systems have been used to
detect left-over pellets.

Future research should be directed towards en-
gineering environmental monitoring and controlling
recirculated systems, and the development of sustain-
able automated systems. Considering that sustainable
development is probably the major challenge faced by
aquaculture [63.145, 146], one should consider sus-
tainability, which can be considered in three main
categories: environmental, economical, and sociolog-
ical [63.147]. Another perspective of sustainable de-
velopment relates to resource utilization and external
effects that are described by various indicators (mainly
in physical terms [63.136]). This should include on-
line reporting of system failures and automation of
the final harvesting and grading process [63.148],
thereby improving food safety and maintaining product
quality.

63.4.3 Poultry

Poultry house controllers include sensors for inter-
nal and external temperature measurement, moisture,
static pressure, feed lines, water consumption, and gas
and vent box status [63.149, 150]. Additional automa-

tion equipment includes feed consumption monitoring
equipment, bird weight scales, feed bin load sensors,
gas meters, and water meters.

Physiological signals are important for health moni-
toring and behavior analysis. Several systems have been
developed, including an implanted radiotelemetry sys-
tem for remote monitoring of heart rate and deep body
temperature, and multispectral image analysis for real-
time disease detection [63.151]. An automated growth
and nutrition control system has been developed for
broiler production using an online parameter estima-
tion procedure to model the dynamic growth of broiler
chickens as a response to feed supply [63.152]. Im-
age based bird behavior analysis can be can be used
to develop time profiles of bird activity (movement,
response to ventilation, huddling, etc.) as well as to
compare activity levels in different portions of the
house. Time profiles of bird activity can contribute to
improved feeder and water design, and enhanced distri-
bution of ventilation air to provide more uniform bird
comfort [63.149, 150, 153].

Several mechanical poultry catching systems
[63.154] have led to improvements in bird welfare
in addition to manual labor reduction. Systems in-
clude [63.154]: rubber paddles that rotate onto the birds
from above and then push the birds onto a conveyor belt
which carries them back to a loading platform where
they are deposited into crates, a hydraulic drive sys-
tem that advances along the poultry house and picks up
the birds with soft rubber-fingered cylinders that gen-
tly lift them onto a conveyor that transfers the birds
to a caging system, and the Anglia Autoflow (Norfolk,
UK) batch-mode catcher that shuttles birds from collec-
tion to a separate packing unit.

63.4.4 Sheep and Swine

Robot shearing operations have been developed and
commercially applied in Australia [63.155]. The sheep
is constrained with straps on a movable platform.
Hydraulically position clippers using force feedback
control the actual shearing of the wool. Path compu-
tations are continuously updated during the shearing
process.

Several feeding systems exist in sow farming: com-
mercial electronic feeding systems that feed one at
a time by enclosing each sow as it eats, electronic
sow feeding systems in loose housing environments
that limit the feed ration [63.156], and a computer-
controlled system that allows sows to feed from one
of two feed formulations to meet their nutritional re-
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quirements while satisfying their need for satiety by
using bulk ingredients providing automatic body weight
and average daily weight gain [63.157]. An important
indicator of animal growth and health is the animals’
weight, in addition to its importance in determining
readiness for market. Weighing has been accomplished
using walk-through weighing based on mechanical
scales and imaging systems [63.158]. Physiological
variables measurements include body shape and size
using image analysis [63.159]. Ultrasonic probes have
been applied to measure back fat for monitoring an-
imal growth and feeding regimes. A robotic system
capable of holding a sensor and placing it on the pig
while it is located in the feeding stall has been devel-
oped [63.160].

Real-time behavior and control of swine ther-
mal comfort has been achieved using imaging sys-
tems [63.161]. Planning individual showering systems
for pregnant sows to prevent heat stress [63.162] as
been used in automatic shower cages to prevent waste
water and improve efficiency. Automatic cleaning sys-
tems to reduce infections risks between batches of pigs
has been used based on an intelligent sensor for robotic
cleaning [63.163].

Recent environmental policies limiting the amount
of nitrogen and phosphorus that can be applied in the
field have led to the development of online analysis
of pig manure systems, including mobile spectroscopy
instruments in the visible and near-infrared wave-
bands [63.164].

63.5 Fruit Production Operations

Fruit production automated systems deal with all stages
of production: growing (automated sprayers, weeders),
harvesting, and post harvest operation (grading, sort-
ing).

63.5.1 Orchard Automation Systems

Fruit production operations in orchards such as pruning,
thinning, harvesting, spraying, and weeding have been
mechanized and automated. Even when automation sys-
tems have been developed for the same variety of
fruit tree, their components differ substantially because
plant training systems, cultivation methods, climate
conditions, labor conditions, and other conditions and
situations differ from country to country. This section
describes functions, mechanisms, and important obser-
vations of automation systems in orchards.

Fruit Harvesting Robots in Orchards
Several types of shakers are working in orange fruit
orchards: trunk shake and catch, mono-boom trunk
shake, canopy shake and catch, continuous canopy
shake, and others. These shakers are used due to labor
shortage, but the harvested fruits are only for pro-
cessing into juice; they cannot be consumed in the
fresh market because of unavoidable damage. Several
types of orange harvesting robots that have manipu-
lators with picking end-effectors and machine-vision
systems have been reported in the USA, Japan, and
European countries [63.165–169]. Figure 63.19 shows
an articulated manipulator with three degrees of free-
dom (DOFs) mounted on the base attached to the boom.

It was developed by Kubota Co., Ltd., Japan. The
advantage of the articulated manipulator is its com-
pact size when folded up in a narrow space between
trees. Figure 63.20 shows a prismatic arm with three
DOFs driven by hydraulic power. Citrus trees have large
canopies and many branches, twigs, and leaves. Since
these can often be obstacles for fruit harvesting, re-
search on robots with more degrees of freedom has
also been reported [63.170, 171]. Color cameras were
often used as sensing systems to detect fruit because
citrus fruit have orange colors. Fruit locations are cal-
culated by use of stereo vision, differential object size,
vision servoing, ultrasonic sensors or a combination of
them [63.172–179]. Their end-effectors have the func-
tion of rotating semicircular cutters so that they can cut
peduncles in various directions.

Fig. 63.19 Orange harvesting robot (Kubota Co., Ltd.)
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Fig. 63.20 Orange harvesting robot (University of Florida)

Grape [63.180, 181], apple [63.182, 183], melon
[63.184], watermelon [63.185], and other fruit harvest-
ing robots [63.186] have also been studied. The basic
mechanisms of the manipulators depend on fruit tree
canopy size and shape. Grapevines in many of Euro-
pean and American countries are grown in crop rows,
but those in Asian countries are grown on a trellis
training system due to different climate conditions.
Melons and watermelons are grown on the ground.
There is research on fence-style training systems for
orange trees [63.187] for higher-quality products. This
approach of changing the training system takes a horti-
cultural approach to accomplish a higher rate of success
for harvesting robots. Since the harvesting operation is
usually conducted once in a year in orchards, during
a short period, a robot which can only harvest fruits
is not economical. Therefore, other operations such as
thinning, bagging, and spraying are needed for the or-
chard robot. Some of these functions are accomplished
by replacing end-effectors and software [63.188].

Automation of Spraying
and Weeding Operations

Control of disease, insect pests, and weeds is an es-
sential operation to gain a stable high yield of crops
and high-quality products. This operation includes bi-
ological, physical, and chemical methods. Chemical
spraying is widely used in agricultural production en-
vironments. Today, technologies with high accuracy
to spray only the necessary parts of the plant using
a minimum amount of chemicals are required to protect
workers as well as the environment.

A nozzle-positioning system for a precision sprayer
was studied with a robust crop position detection sys-

Manipulator

Guide rollers

Ridge

End-effector

Fig. 63.21 A multioperation robot

tem at Tohoku Experimental Station, Japan [63.189]
under varying field light conditions in rice crop fields.
The data from a vision sensor was transmitted to a her-
bicide applicator that is made up of a microcontroller,
with slidable arms coupled with spray nozzles. Nozzles
were driven to the optimal positions. The system was
tested to evaluate its performance. It had high enough
accuracy for use in Japanese rice crop fields. A fluid-
handling system to allow on-demand chemical injection
was developed for a machine-vision-controlled sprayer.
The system was able to provide a wide range of flow
rates of chemical solution [63.190].

Wiedemann et al. [63.191] developed a spray boom
that could sense mesquite plants. Sprayers were at-
tached to tractors and all-terrain vehicles. Controllers
were designed to send fixed-duration voltage pulses to
solenoid valves for spray release through flat-fan noz-
zles when mesquite canopies interrupted the light. The
levels of mesquite mortality achieved were equivalent
to those achieved by hand-spraying by ground crews.

The speed-sprayer (SS) has been widely used in
orchards and its autonomous control is a main theme
in the automation of the spraying operation. The elec-
tromagnetic induction type and pipe induction type
were commercialized in 1993 and 1994 [63.192, 193];
both types require induction wires or pipes on the
ground, underground, or above ground at 150–200 cm
height and between tree rows. Induction sensors, safety
sensors (ultrasonic sensor, touch sensors), and other in-
ternal sensors are installed in the unmanned SS, and
autonomous control is conducted with fuzzy theory. An-
other method of SS control with genetic algorithm and
fuzzy theory using GPS has been reported [63.194].

Figure 63.21 shows a multioperation robot with
a three-DOF Cartesian coordinate manipulator and an
end-effector [63.195]. When an end-effector shown in
Fig. 63.22 is attached to the manipulator, it can weed
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Weeding
knife

40 mm

DC motor

Fig. 63.22
A weeding end-
effector

on the ridge between crops. Color images of the weed
are fed to a computer from a color camera and the
three-dimensional location of the weed is calculated
using a binocular stereo method. Weed detection is con-
ducted using color or texture difference between weed
and soil or crops [63.196–198]. The end-effector was
a weed knife with a spiral shape (4 cm diameter). This
robot can also be a leaf-vegetable harvesting robot or
a transplanting robot when the end-effectors were re-
placed [63.186].

63.5.2 Automation of Fruit Grading
and Sorting

Because of the ever-growing need to supply high-
quality food products within a short time, automated
grading of agricultural products is getting special prior-

Image B PCImage A PCX-ray image PC

X-ray camera Camera A out

Camera B out

Spin, 180° turn

X-ray generatorLight projector

Camera A in Camera A top DL light Camera B top

Judgement PC

Light interceptor

Sugar-acid PC

Camera B in

Fig. 63.23 A schematic diagram of the camera and lighting setup

ity among many farmers associations. The impetus for
these trends can be attributed to increased awareness of
consumers about their health well-being and a response
from producers to provide quality-guaranteed products
with consistency. It is in this context that the field of au-
tomatic inspection and machine vision comes to play
the important role of quality control for agricultural
products [63.184–188]. Unlike most industrial prod-
ucts, quality inspection of agricultural products presents
specific challenges because nonstandard products must
be inspected according to their appearance and inter-
nal quality, which are acceptable to customers only for
nondestructive methods [63.199]. Several sensors have
been developed and applied for internal quality deter-
mination, including sugar content, acidity, rind puffing,
rotten core, and other internal defects [63.190–194].

Fruit Grading System with Conveyors
Figure 63.23 shows an automated inspection system for
quality control of various agricultural products, with
fruits and vegetables being the main ones. As a rep-
resentative of other agricultural products, discussion in
this section is focused mainly on the orange fruit, a ma-
jor agricultural product inspected by this system. The
main components of the system for automated inspec-
tion and sorting can be outlined as follows:

1. Product reception from supplier
2. Container unpacking and dumping of products
3. Feeding of products to the conveyor line
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4. Inspection for internal and external conditions and
defects followed by assignment of quality rating

5. Weight adjustment and release of the inspected
product into packing box

6. Labeling of grade and size using an inkjet printer
7. Box closure and sealing
8. Box transfer onto palette and loading ready for mar-

keting

These features are integrated into an operational line
that combines advanced designs, expert fabrications,
and automatic mechanical control with the main ob-
jective of offering the best visual solutions and stable
quality judgment.

Illumination and Image-Capture Devices
Illumination is one of the most important components
for the machine-vision system to inspect products, be-
cause it determines the quality of images acquired,
especially for glossy products whose cuticular layers
are thick. Polarizing filters are sometimes used in front
of lighting devices and camera lenses to eliminate ha-
lation on the acquired images [63.195]. A color CCD
TV camera is often employed to sense light through
photosensitive semiconductor devices, and the CCD ar-
ray data is transferred by progressive scan mode to
the frame storage area, representing an image of the
scene [63.196]. The TV camera is equipped with one
chip that transfers red–green–blue (RGB) analogue data
and is set at a shutter speed of 1/1 000 s during inspec-
tion because line speed is usually 1 m/s. Image-capture
boards with 8 bit level resolution and spatial resolution
of about 512 × 512 pixels have been used to store and
digitize video signals and output the data to computer
memory for analysis or display on the monitor. Re-
cently, a special image-acquisition device, a universal
serial bus (USB) or a local-area network (LAN) is often
used between TV camera and personal computer (PC)
instead of the image-capture board, enabling image pro-
cessing to be performed within 10–30 ms.

Product Reception and Forwarding
The first step in the inspection procedure starts at the
receiving platform, situated on the ground floor. Agri-
cultural products are packed into containers by the
farmers and delivered to the inspection factory in trucks.
A folk lift is used to unload the containers on one pallet
and deliver them to the depalletizer device that sepa-
rates the containers automatically so that they are fed
one by one to the conveyor, which propels them to the
upper floor, where the main inspection line is located.

The depalletizer has a capacity to handle 1200–1400
pallets per hour. After depalletization, the containers are
handled by the dumper machine. The dumper is an au-
tomated machine that turns and empties the containers
gently and then spreads the fruit on a belt conveyor. Us-
ing specialized rollers fruits are singulated so that they
are fed singly to the roller-pin conveyor before process-
ing. To acquire a complete view of the fruit the roller
pins have been designed so that the fruit is always posi-
tioned at the center point.

Internal Quality Inspection
The first stage in the inspection sequence is to deter-
mine the sugar and acid contents using a near-infrared
(NIR) inspection system. A special sensor determines
the sugar content (brix equivalent) and acidity level of
the fruits from light wavelengths received by specific
sensors after light is transmitted through the fruit. The
sensor photoelectrically converts the light into signals
and sends them to the computer unit, where they are
processed and classified. In addition, the internal fruit-
quality sensor measures the granulation level of the
fruit, which indicates its internal water content. Next,
the fruit is conveyed to the x-ray imaging component,
which inspects for biological defects such as rind puff-
ing and the granulation status of the juice sacs. X-ray
imaging operates by transmitting x-rays released from
a generator through the orange fruit. The emitted opti-
cal x-ray image is relayed to the x-ray scintillator, an
optical device that consists of a thin coat of lumines-
cent materials through which x-rays are converted into
the visible light of a normal image. The resulting im-
age is captured by a monochrome CCD camera and
copied to computer memory through an image-capture
board.

Image Analysis
At the next operation, the fruit is conveyed to the third
inspection stage where the main image processing and
grading takes place using factory automation comput-
ers (Fig. 63.23). Six CCD cameras set in random trigger
mode acquire images of the fruits as they are conveyed
at constant speed. Firstly, two side cameras on the right
side, placed equidistance from the central position of
the fruit, capture images of the right side of the fruit.
Next, two side cameras on the left side, again placed
equidistance from the central position of the fruit, cap-
ture images of the left side of the fruit. Next, a top
camera acquires the top surface image. Finally, the fruit
is then spun through 180◦ around a horizontal axis by
mechanically controlled roller pins, which facilitates the
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acquisition of another image of the lower surface by
a sixth camera. Images are captured by CCD cameras
after a trigger signal is received through the digital in-
put/output (DIO) board. Sensors, wired to a sequencer
box, are used to track the fruit position and the output is
relayed to the DIO board from where the program reads
the 8 bit output data.

Image processing is then executed and the following
features are inspected:

1. Size (maximum and minimum diameter, area, and
extrapolated diameter)

2. Color (color space based on hue, saturation, inten-
sity (HSI) values and RGB ratios)

3. Shape (perimeter L , L2/area, inflection point of
outer surface, and center of gravity)

4. Bruise (based on intensity of blue color level and
summation of color levels for blue, and R–G derived
images)

Results of processing are written to a shared mem-
ory area using a memo-link from where a judgment PC
makes decision about the quality of the fruit. Grading
for quality is assigned by ranks of between four and
six. Graded fruits are conveyed to the weight adjustment
machine, which controls the total weight of oranges to
be packed in a box according to preset values. Between
four and eight weight rankings of fruits are used to
fill different pack boxes. An automatic barcode labeler
then prints the grade and size outputs on the box us-
ing an inkjet printer before the packing box is closed by
the packing machine and then automatically sealed by
the case-sealer machine. At the end of the product in-
spection line a robot-controlled palletizer completes the
process by arranging the boxes onto palettes ready for
onward loading onto trucks and transport to consumer
markets.

Data Maintenance
An important feature of the grading system design is
that it is adaptable to the inspection of different prod-
ucts such as potato, tomato, persimmon, sweet pepper,
waxed apple, and kiwi fruits with adjustments only
to the processing codes. Several lines for orange fruit
inspection combined with high conveyance and high-
speed microprocessors enable the system to handle
large batches of fruit product at high speeds. Apart from
quality inspection another objective of this system is to
gather data about product performance. Identification of
certain defects and counts can lead to the discovery of
the cause and its severity. All data from receipt of fruits

at the collection site through the analytical processes,
packing, and shipping is stored in an office computer
connected through a local-area network (LAN) to the
corresponding factory automation PCs. Experienced
personnel manage the data, based on which day-to-day
operations can be monitored remotely. By making prod-
uct performance records available on the Internet it will
be possible to monitor performance online and provide
a useful service to the customers. All in all, the customer
of a product is the final judge of its quality. Therefore,
keeping internal standards and specifications in line
with customer expectations is a priority that is achieved
through good relationships and regular communications
with the customer.

Fruit Grading Robot
Based on the technologies of the grading system
described in the previous section and robotic tech-
nologies, a fruit grading robot as shown in Fig. 63.24
was developed in 2002. This robot system has two
three-DOF Cartesian manipulators, 16 suction cups as
end-effectors, and 16 machine-vision systems consist-
ing of 16 color TV cameras and 36 lighting devices.
This can be applied to tomato, peach, pear, apple, and
other fruits.

Operation flow with this grading system is as fol-
lows:

1. When products are received, four blocks of contain-
ers (a block consists of ten containers) are loaded on
a pallet.

2. A block of the containers is lifted up to the second
floor, where the main parts of the grading system
work, and a container separator sends containers
one by one to a barcode reader.

Fig. 63.24 A tomato fruit grading robot
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3. After obtaining information from each barcode at-
tached to a container, the container is sent to a robot,
the fruit providing robot.

4. The robot sucks fruits up by using suction pads and
moves them to a halfway stage.

5. Another robot, the grading robot, picks fruits up
again from the halfway stage and bottom and side
images of fruits are acquired by TV cameras during
transferring fruits.

6. The robot transfers them to trays on a conveyor line
and a top image of the fruit is acquired in a camera
box.

7. After appearance inspection, internal conditions and
sugar content are inspected by an infrared analysis
sensor.

8. Fruit that pass the internal quality sensor box are
packed into a corrugated cardboard box by a pack-
ing robot based on their grading results. Grade, size,
and name of fruit variety are printed on the box sur-
face by an inkjet printer and the box is closed and
sealed.

9. Finally, the boxes are transferred onto palettes and
are loaded into a truck for marketing.

Figure 63.25 shows the actions of the two manipula-
tors: the fruit providing and grading robots. A container
in which 8 × 6, 6 × 5, 6 × 4 or 5 × 3 fruits are filled is
pushed into the working area of the providing robot
by a pusher (1). The providing robot has a three-DOF
Cartesian coordinate manipulator and eight suction pads
as end-effectors. The robot sucks eight (maximum)
fruits up (2) and transfers them to a halfway stage,
spacing fruit intervals in the y direction (3). Two provid-
ing robots independently work and set 16 (maximum)
fruits on a halfway stage. A grading robot which con-
sists of another three-DOF manipulator (two prismatic
joints and a rotational joint) and 16 suction pads sucks
them up again (4) and moves them to trays on a con-
veyor line. Bottom images of fruits are acquired as the
grading robot moves over 16 color TV cameras. The
cameras and lighting devices turn down 90◦ follow-
ing the grading robot’s motion (5). Before releasing the
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Fig. 63.25 Actions of robots

fruits to trays on the line, the TV cameras acquire four
side images of fruits as they rotate through 270◦ (6). Af-
ter image acquisition, the robot releases the fruits into
trays (7) and a pusher pushes 16 trays to a conveyor
line (8).

This grading robot’s maximum speed was 1 m/s and
its stroke was about 1.2 m. It took 2.7 s for the robot
to transfer the 16 fruit to trays, 0.4 s to move down
from the initial position, 1 s to move back from re-
leasing fruits, and 0.15 s for waiting. Total time was
4.25 s to move back and forth for the stroke. This makes
this robot performance approximately 10 000 fruit/h. In
this system, four blowers with specification of 1.4 kW,
3400 rpm, 38 kPa, 1.3 m3/min displacement were used
for two providing robots and a grading robot. About
30 kPa vacuum force was suitable for sucking peach
fruit, while 45 kPa was used for pear and apple fruits
and no damage was observed even after sucking peach
fruits twice. The tray has a data carrier (256 byte
EE-PROM), and grading information of each fruit is
sent from a computer to the data carrier through an an-
tenna after image processing. A conveyor line transfers
the trays at 30 m/min [63.197].

63.6 Summary

Despite the problems in introducing automation into
agricultural production systems many automation sys-
tems have been developed and are commonly applied in
agricultural operations. Automation has increased the

efficiency and quality of agricultural production sys-
tems.

However, automated or semiautomated farming is
far from a reality in many parts of the world. Due to
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cheap labor in third-world countries, much of the work
on farms is still performed manually. Despite the large
capital investment needed to purchase the equipment,
automation will probably be introduced also into these
countries to provide the needs for increased production
and land efficiency.

In industrialized countries the production trend is
towards large-scale farms and hence automation will
be advanced and commercialized to make this feasible.
Farmers must produce their food at competitive prices

to stay in business and automation of farming technol-
ogy is the only way forward. With the improvement
of sensors and computers, and decrease of automation
equipment costs, this is becoming feasible and more
systems will be introduced. The current century will
probably see significant advances in automation and
robotization of farm operations. The future farm will
include integration of advanced sensors, controls, and
intelligent software to provide viable solutions to the
complex agricultural environment.
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Control Syste64. Control System for Automated Feed Plant

Nick A. Ivanescu

Many factories, especially in developing coun-
tries, still use old technology and control systems.
Some of them are forced to replace at least the
control and supervising system in order to in-
crease their productivity. This chapter presents
a modern solution for updating the control system
of a fodder-producing factory without replac-
ing the field devices or the infrastructure. The
automation system was chosen in order to al-
low correct control of the whole plant, using
a single programmable logic controller (PLC).
Structure and design of the software project is
described. Also, several interesting software so-
lutions for managing special processes such as
material extraction and weighing machines cali-
bration are presented. Production quality results
and future development are also discussed. In
the last part of the chapter some guidelines
for automation of a chicken-growing plant are
presented.
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64.1 Objectives
One of the recent projects we worked on for was
to design and execute a complete control system for
a combined fodder-producing plant. From the start it
must be specified that we had to find solutions to
command and control the existing machines, and the
only things that could be replaced or added were
sensors and transducers. Most other devices, such as
motors, limit sensors, tension transducers, etc., re-
mained in place. Also 90% of the cable system was
retained.

This project had several objectives:

1. Design of the command and control system, taking
into account the electrical characteristics of the ma-

chines, and the number and type of the electrical
signals coming from and going to the system

2. Development of a powerful software system to al-
low manual control of the whole plant, continuous
visualization of all signals and commands, and full
automatic control of the production process

3. Real-time communication with personal computers
in a local network, enabling managers and other per-
sonnel to supervise the production flow and results

4. Ensuring that the total quantity of the final prod-
uct should not exceed or be less than 5% of the
programmed quantity. Also the percentage of every
component of the resulted material should be less
than 5% different from the calculated recipe.
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64.2 Problem Description

A combined fodder plant produces food for industrial
grown poultry. This food is a mixture of different types
of cereals combined with some concentrated products.

Practically, there are three main areas inside the fac-
tory:

• The raw material storage area, consisting of several
storage bins• The weighing and mixing area, where the final prod-
uct is obtained• The finished-product storage area, consisting of sev-
eral storage bins, where the resulting product is
stored while waiting to be taken to poultry farms.

Part of the plant is presented in Fig. 64.1.
Let us take a brief look at the components of the

plant shown in Fig. 64.1:

• There are eight raw-materials storage bins, contain-
ing eight different types of cereals.• From these bins material can be extracted to weigh-
ing machine 1, by means of several extractors.• Weighing machine 1 is used to weigh specific
quantities of cereals, with a maximum of 2000 kg
supported by the machine. The machine supplies
an analog signal in voltage, which we converted to
a unified 4–20 mA signal.

Weighing
machine 1

Premix 
weighing
machine 3 Oil

weighing
machine 2

Elevators

Elevators

Inter-
mediate

tank

Transporter

Transporter

Grinding
machine

Transporter Transporter

Transporter

Mixing machine

Mill

Raw material storage bins

Fig. 64.1 Production part of the plant

• The intermediate tank between weighing machine 1
and the mill is needed because the speed of the mill
is lower than the evacuation speed from weighing
machine 1.• The mill is used for milling the cereals.• The grinding machine is used for grinding the
milled cereals.• The mixing machine is a large tank where the pro-
cessed cereals are mixed together with some special
oil and another component (premix).• The materials circulate between the machines by
means of several transporters and elevators.• Weighing machines 2 and 3 weigh, respectively, oil
and premix extracted from the milling machines.
Details will be given later in the chapter.

The production flow can be briefly described as fol-
lows:

1. The human operator must establish the quantities
for every type of cereal, for oil, and for premix that
must be part of the final product. Quantities are de-
termined for only one charge of extraction, because
the capacity of the weighing machines is limited.
Also the number of charges is specified, in order to
produce the whole amount of material wanted.
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2. The process starts with extraction of specified quan-
tities of cereals into weighing machine 1.

3. Weighing machine 1 is emptied into the intermedi-
ate tank, if some specific conditions are fulfilled.
Immediately a new extraction should begin for the
next charge.

4. The milling and grinding processes are done au-
tomatically; some sensors signal when the corre-
sponding tanks are empty.

5. When the grinding is over, material must be trans-
ferred to the mixing machine. After a short time, oil
and premix are also loaded into the mixing machine.

6. The mixing process lasts several minutes (a con-
figurable period of time), at the end of which the
machine is opened and the finished product is trans-
ported to the finished-product storage bins and the
charge can be considered ended.

It is necessary to say that, in order to obtain high
productivity, another charge must be in course of pro-
cessing, even if the previous one is not finished. Of
course the detailed process implies several constraints
and internal conditions, some of which will be discussed
later in the chapter.

64.3 Special Issues To Be Solved

One of the first and most difficult parts of the project
was to identify all analog and digital signals that must
come from and go to the installations. Without proper
documentation or an electrical schematic of the plant,
this job proved to be extremely time consuming. After
analysis, 192 digital inputs, 126 digital outputs, and 12
analog signals were identified, together with the cables
connected to them from the previous control system.

Another issue that had to be taken into account was
the improper grounding of most of the machines inside
the plant, which can cause undesired variation of analog
signals. Most of the work regarding this issue was done
in software because electrical solutions were not feasi-
ble (as they should have been taken into consideration
during the design and build of the factory).

During study of the rest of the machines in the
plant, some special situations were determined regard-

ing weighing machine 3. Firstly, the four tensions
transducers that measured the weight inside the machine
were not of the same type. One transducer had been
replaced in the past but with a different type, and had
a different output electrical tension for the same meas-
ured weight compared with the other three transducers.
This resulted in nonlinear variation of the unified analog
signal with the weight inside the machine. The solution
to this problem is described later in the chapter.

The other special effect discovered was that, when
weighing machine 3 was opened and premix was trans-
ferred to the mixing machine, an air flow developed and
pushed up the weighing machine, resulting in incorrect
measurement of weight during this process. Stabiliza-
tion of the signal appears many seconds after extraction
stopped. A software solution was chosen for this practi-
cal problem also.

64.4 Choosing the Control System

To choose the main control device for such an indus-
trial system correctly, several factors must be taken into
consideration, including:

• The number and type of input/output signals• The complexity of the software that must be devel-
oped• The communication facilities that are requested and
can be fulfilled• The ease of developing a human–machine interface
for supervising and commanding the processes

• The budget allocated to this part of the control sys-
tem.

The solution chosen in this case was the ThinkIO
PLC from the German company Kontron. The ThinkIO
device is an innovative concept to integrate high-
performance personal computer (PC) functionality,
fieldbuses, and input/output (I/O) modules. It has
a powerful Pentium processor, two Ethernet interfaces,
universal serial bus (USB) for keyboard and mouse, and
digital visual interface (DVI) for liquid-crystal display
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(LCD) or cathode-ray tube (CRT) displays. For automa-
tion applications it can run programs developed in 3S
Software Codesys package. Also it can handle hundreds
of I/O signals, so it fulfilled the system necessities.
Another big advantage of this device is that even the
human–machine interface runs on it, so practically you
do not need a separate PC to supervise the process or
to send manual commands to it. We chose the Linux

operating system for this PLC. An object linking and
embedding (OLE) process control (OPC) server runs on
this PLC so communication with it is easy and reliable.
After completing connection of it to the field devices,
the next step was to design and develop the software.
However, before designing the software solution, there
was an important job to do, essential for correct results
of the production process.

64.5 Calibrating the Weighing Machines

All three weighing machines have some tension sen-
sors that output an electric signal that is (theoretically)
proportional to the weight in the machine. Weighing
machines 1 and 3 have four sensors, mounted at the
four corners of the weighing tank, that output a voltage
(0–100 mV) proportional to the force on each sensor.
The sum of the four tensions is converted to a current
in the range of 0–20 mA and connected to an analogue
input of the PLC.

A potential problem could appear if the sensors are
not of the same type (different output tension range) or
are not mounted perfectly symmetrical. As already de-
scribed, such a situation occurs for weighing machine 3.
The output of one of the sensors had a different tension
range to those of the other three sensors.

The standardization procedure implies the deter-
mination of the relation between the weight of the
weighing machines and the output current of the mea-
surement sensors, practically being the relation between
the weight and the engineering units resulting from the
analog-to-digital conversion inside the PLC.

Cereals
Premix
Oil

2000 6000 10000 14000 18000 22000 26000 30000

Weight (kg)

DAC units

2000

1500

1000

500

0

Fig. 64.2 Characteristic of the three weighing machines, for cere-
als, premix, and oil

To determine this relation, we used 100 standard
20 kg units. Weighing machines 1 and 3 can support up
to 2000 kg load. To determine the specified relation, we
loaded the machines with consecutive 200 kg weights,
until 2000 kg was reached. After that, the weights were
removed, 200 kg at a time, until there was no load on the
machine. Fortunately, the hysteresis phenomenon was
very small and practically did not matter. The charac-
teristic of the machines is shown in Fig. 64.2.

Machine 1 proved to be linear so we adopted (64.1)
for calculating the instantaneous weight value

weight1 := (adc value− init value1)/scale 1 ,

(64.1)

where:

• weight1 is the instant value of the weight (in kg).• adc value is the numerical value obtained by con-
verting the analogue signal (0–20 mA) to 12 bits.• init value1 is the numerical value obtained from
sensors when machine 1 is empty (because the
weighing machines have their own weight).• scale 1 is the approximated slope of the line, cal-
culated using the arithmetic average of all DAC
units/kg ratios at all the measured points (Fig. 64.2).

Machine 3 had a different behavior because one of
the sensors is of a different type to the other three,
outputting a tension in a smaller range than the oth-
ers. The result is that the resulting graph is more
of parabolic type. Anyway because determination of
the parabolic equation is very difficult, we chose to
piecewise-linearize the graph on ten portions. So the
formula for one portion reads

weight3 := (adc value− init value3)/scale 3i ,

(64.2)
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where:

• weight3 is the instantaneous value of the weight (in
kg).• adc value is the numerical value obtained by con-
verting the analogue signal (0–20 mA) on 12 bits.• init value3 is the numerical value obtained from
sensors when machine 1 is empty (because the
weighing machines have their own weight).• scale 3i is the approximated slope of the approxi-
mation line on portion i, calculated from the values

of start point and end point of the corresponding
portion (Fig. 64.2).

Weighing machine 2 has only one tension sensor
so the relation between the weight value and the out-
put tension is linear, so the same formula was used for
the whole weighing range (0–120 kg)

weight oil := (can value− init oil)/scale oil , (64.3)

where the elements of (64.3) have the same meaning as
in previous equations.

64.6 Management of the Extraction Process

Another delicate process that had to be correctly con-
trolled is the cereals extraction and premix unloading.
The cereals are transported from the storage bins with
a system of conveyors and elevators and are loaded into
weighing machine 1 using several extractors. However,
because the end of the extractors is some distance above
the weighing machine, there is still some material in the
air that will fall into the weighing machine even after
the extractor’s motor is stopped.

The quantity falling down in the machine after stop-
ping the extractor depends on various factors:

• Type of cereal• Quantity desired to be extracted• Distance from the end of extractor to the weighing
machine.

The same considerations apply for unloading the pre-
mix in the mixing machine, but the quantity falling
after the unloading lid is closed is small. The solu-
tion adopted in order to minimize extraction errors
was to use some estimated in-air quantity to antic-
ipate the quantity loaded into the machine after the
extractor is stopped. In this case the extractor should be
stopped before the weighing machine measures the de-
sired quantity. So the estimation (for one material) has
an initial value but is adjusted at every extraction with

the simple formula

new estimation = old estimation

+0.5(last extracted quantity−wanted quantity) ,
(64.4)

where:

• new estimation is the (in-air) estimated quantity
that will be used to determine the moment when the
extractor must be stopped for the current extraction.• old estimation is the estimation used for the previ-
ous extraction.• last extracted quantity is the concrete quantity pre-
viously extracted.• wanted quantity is the ideal quantity that should be
extracted.

In this way in three or four extractions the error
practically drops below 1 kg. Taking into account that
a complete production cycle has tens of extractions, the
total extraction error is very small, less than 5%.

After weighing machine 1 is loaded with all types
of cereals needed for the current charge, the machine
is unloaded completely, when several conditions are
fulfilled. Premix and oil quantities are measured some-
how differently, i.e., when they are unloaded from the
weighing machines into the mixing machine, but the
procedure is similar.

64.7 Software Design: Theory and Application

The Codesys logical software package was used to de-
velop the control programs. The software project should
have had different functions:

• Graphical user interfaces, for configuring the pro-
cess, for monitoring all the production stages and
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all the factory areas, and for manual command of
the installations in the factory• Automatic accomplishment of planned production• Implementation of constraints and conditions be-
tween different machines• Sorting and mediation of analogue signals• Network communication with PCs.

First let us briefly discuss some theoretical approaches
regarding the conception of an automation software
project. The easiest and most natural type of program-
ming language that should be used for the control part
of a program is the sequential function chart. This pro-
gramming language is supported by the large majority
of PLCs producers. Even if this language is not imple-
mented in a PLC and other languages, such as ladder
diagrams, must be used, there are algorithms that help
the programmer to convert a logical diagram in a ladder
diagram. On the other hand, other types of jobs, such
as implementation of synchronization and conditioning
of events can be done more easily in a ladder diagram
type of program. Some examples are shown later in the
chapter.

When several industrial processes are be controlled
by a single PLC, the best idea is to control every exe-
cution device (such as motors, actuators, valves, and so
on) separately in a separate logical diagram. If related
events for several devices are somehow connected, it is
better to develop a single logical diagram for their con-
trol. Relationship or synchronization between logical
diagrams is achieved by global variables.

64.7.1 Project Structure
and Important Issues

The structure of the software project is shown in
Fig. 64.3.

The idea was to separately control almost every
subprocess that takes place during the production flow
(extractions, mixing, unloading and so on) [64.1]. Most
of the programs are written in sequential function chart
(SFC) programming language, the interblocking pro-
gram is written in the ladder diagram (LD) language and
other smaller programs are written in structure text (ST)
language. All of these programs run simultaneously in
the PLC memory.

Briefly described, the programs have the following
functions:

• Extraction programs take care of the extraction of
each type of cereal, with one program for each type
of cereal (written in SFC).

Fig. 64.3 Structure of the software project

• The interblocking program takes care of all con-
ditioning between different installations together
with automatically stopping some motors when they
reach their limits (Fig. 64.4); for example, one el-
evator cannot be started if a connected transporter
was not previously started. The program is writ-
ten in LD language because it must check all the
conditions at every PLC cycle.• Loadxxx programs manage the communication be-
tween the PLC and PC (written in SFC).• The mixing program controls the necessary timing
needed for the mixing process of the materials.• The extraction supervisor program supervises the
extractions programs. It decides if and when an ex-
traction should start.

Other programs manage the loading and unloading of
oil and premix, calculate the average values of ana-
logue signals, and so on. The project can work in two
modes:

• Manual mode, where only specific commands can
be given to some of the machines• Automatic mode, where the production process is
automatically managed by the PLC.
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Control System for Automated Feed Plant 64.7 Software Design: Theory and Application 1135

One of the major tasks to be efficiently implemented
is the correct management of timing. The chosen solu-
tion was to use only one timer variable for all SFC-type
programs that is started when automatic mode is cho-
sen. In all SFC programs that need timing comparisons,
the solution adopted was to read this global timer as
necessary and make the desired calculations of time
passed. Other tested solution, using special timing func-
tions, like timer on (off) delay did not give expected
results in SFC programs, but performed well in LD dia-
grams. When the automatic mode ends, the global timer
is stopped and reset in order to avoid the situation in
which the timer could reach its maximum and overflow.
The timer is not needed in the manual mode.

Another special request was to minimize as much as
possible the production time, in order to increase pro-
ductivity. The solution chosen to achieve this goal was
to extract the cereals immediately after weighing ma-
chine 1 is unloaded into the transporting system. In this
way no time is lost; while the milling machine is pre-
pared to receive material, the weighing machine 1 is
emptied without any delay. In Fig. 64.4 an example is
shown of how the timer-off delay function block is used
in a LD program.

Because the impulse duration of variable b SEL1 op
(starts a motor rotating clockwise) is too short, it was
extended by 500 ms. In the second line of the diagram
you can see that the command is reset when:

• 500 ms has passed or the confirmation from the mo-
tor’s contactor arrived.• The motor reached the corresponding limit.• Confirmation from the counterclockwise contactor
is not active (failure situation).

In this way the operator must only start the movement of
a motor and the controller automatically stops it when
one of the conditions is fulfilled.

Another job to be correctly managed was the emer-
gency status. Because of the nature of the installations
of the factory, there are frequent situations when the
product process must be immediately interrupted (ex-
tractor clogging, transporters stuck, and so on).

When an emergency occurs (that could not be de-
tected automatically) the operator must stop all the
processes immediately by simply clicking a button, im-
plemented in the user interface. Inside the programs,
almost all the steps verify the status of the emergency
button and the status of several sensors. When an emer-

b_SEL1_op

l_sel1_cl

c_sel1_op o_sel1_op

c_sel1_cl
R

b_sel1_op

timrsib11

t#500 ms

TOF
IN
PT

Q
ET

timrsib11.Q

Fig. 64.4 Automatically stopping a motor in an LD program
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val_Prem_ emergency_button

Step10

Step14

E

TRUE

Step14

Step2

E X

NOT
(emergency_button)

reset_but

Init

Fig. 64.5 Managing emergency situations in SFC

gency is detected, all SFC programs stop in their current
step. Depending on the gravity of the situation, the op-
erator has the possibility to resume the process from the
point where it was stopped or to reset all the programs
(Fig. 64.5).

Once can see that step 2 has four conditions of tran-
sition. The first is the normal behavior of the process,
conditions 2 and 3 appear when some material is miss-
ing in the bin, and the fourth is true when the operator
presses the emergency button on the interface screen.
The latter three transitions lead the program to an emer-
gency step 14, from where the graph can evolve to step 2
(resuming the program) or the Init step, sending the
program back to its initial status.
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64.8 Communication

Usually PLCs communicate with a PC by means
of a serial port (RS232 or RS485) or an Ether-
net interface (usually available only in more ex-
pensive and newer PLCs). Various protocols are
implemented in the PLC in order to communi-
cate (such as Profibus, transmission control protocol
(TCP)/internet protocol (IP) and others). Sometimes
the programmer must develop his own commu-
nication protocol if none is implemented in the
PLC.

ThinkIO controllers have already installed an OPC
server that can be used to exchange data between the
PLC and other computers connected in the same net-

work. This is a very useful feature because several PCs
can communicate with the controller and can be used
to monitor all the production process, to configure the
recipe, and even to send commands to the installations
(if the program allows this).

At this time one PC program was developed, with
the following behavior:

• The operator can edit, save, load recipes, and send
them to the PLC on the network, acting as an OPC
client.• Reports are printed at the printer after each charge
finishes.

64.9 Graphical User Interface on the PLC

In a Codesys development program the user can create
as many visual interfaces as needd and run this inter-
faces directly from the ThinkIO PLC. Practically a PC
is not needed anymore to supervise the control process.
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Fig. 64.6 Software view: main production area

For this project five visual screens were developed, each
representing a specific area of the factory; for exam-
ple Fig. 64.6 shows the main area of the factory, with
its complicated transport system (formed by conveyors
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and elevators), storage bins for raw material and final
product, and other machines. Buttons on the screen can
be clicked with the mouse and will start/stop some mo-
tors. The color of the objects usually indicates its status
(started, stopped, full, empty, and so on), according to
the values of associated sensors.

In this screen the operator can see information from
all the sensors in the area, even the values from the
weighing machines. Also the operator can manually
command the execution elements from this area, e.g.,
can start automatic production or stop it by pressing the
emergency button.

64.10 Automatic Feeding of Chicken

All this fodder production obtained in the feed plant is
destined for feeding growing chicken in special farms.
Chicken growth requires two separate processes: the
supply of food and water to them and control of the en-
vironment. The chickens are prepared for sacrifice after
40 days, which is the optimum period for the chickens
to be large enough and have tender meat. The control
system of the factory must be very efficient in order
to minimize the cost per kilo of meat. Two factors in-
fluence correct growth of chickens: food quality and
environmental parameters (temperature and humidity).
It is very important that the chicken do not waste energy
adapting to the environment, so temperature and humid-
ity control must be very accurate. Environment control
strategy is different from summer to winter.

The process of supplying food and drink is not very
complicated. There are sensors that check if there is

Fig. 64.7 The feeding system

food in the plate; when the plate is empty the control
system starts the motors of the conveying system and
stops them after a specific period of time. There is also
an alarm system when the tank reaches a lower limit
(Fig. 64.7).

64.11 Environment Control in the Chicken Plant

Environment control has to be the most accurate. Tem-
perature and humidity must continually be maintained
inside a specific range of values that differs from one
day to another. To fulfil this, gas burners and fans are
used to ventilate the interior with fresh air. To achieve
a good distribution of temperature many small burn-
ers are used instead of fewer larger ones. Because the
outside temperature differs between day and night, not
all capacity of the fans is needed all the time. To ad-
just this, variable-frequency drive (VFD) speed control
is used. A special situation occurs on cold days when,
even with no fan speed, the air flow is too strong to
maintain the temperature. There are three blowers and
normally all of them have to work for a good dispersion
of fresh air. Anyway there is the possibility to manu-
ally select the operation of each blower. Another option
is to use dumpers in each fan to control the opening of
the windows. The inside temperature is controlled by
a proportional–integral–differential (PID) software al-

gorithm combined with control of the dumpers when
needed. This is a continuous process and above it
there is a batch process that provides the set point for
temperature controller according to a temperature di-
agram. Usually this system is sufficient also to keep
O2 within prescribed limits, but it is not sufficient for
humidity all of the time. The behavior of the indoors
environment is for increasing humidity, so controlled
opening of windows succeeds in maintaining the de-
sired conditions.

Here the processes are minor, but the combination
of a continuous process with a batch one does not re-
sult in a simple system. The performance of controlling
these parameters combined with the provision of appro-
priate food for each stage makes the difference between
companies. Another important influence on system per-
formance is the positioning of temperature sensors,
which should be uniformly distributed throughout the
area.
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64.12 Results and Conclusions

There were two important requirements to be accom-
plished by this automation system:

1. The ratio between different components contained
in a final product had to be very close to the pro-
grammed values (maximum 5% error).

2. The quantity of final product must also be close
to the programmed total quantity (2–3% error was
requested).

After several weeks of system testing the results
were as follows:

• Condition 1 was fulfilled, and the error was very
small (2%).• Final quantity was about 5% more than the desired
quantity, because of estimated extraction, small
losses in transporting system, and so on.

The solution adopted was to slightly reduce the scales
for calculating the weight values for the weighing
machines until the resulted quantity was within ap-
proximately 2% of the desired value. At that time the

automation could be declared finished, with very good
results.

We believe that the solution chosen for this auto-
mated system is very modern and has several advan-
tages over what one might call classical solutions using
other PLC models [64.2]:

• Process control and supervision do not require a PC,
as all programs and visual interfaces run on the
PLC.• Fast and reliable network communication with PCs,
by OPC server, in contrast to the widely used
serial RS232 or RS485 communication in other con-
trollers.• The short working cycle due to fast processor.• The extremely large number of I/O modules that can
be managed (hundreds of digital signals monitored)
by a single controller.

Future work will be to design a supervising user inter-
face program that can access the controller directly the
from internet [64.3], so, e.g., the owner of the factory
can be informed about production flow even when far
from the factory.

64.13 Further Reading

• T. Borangiu, F.D. Anton, S. Tunaru, A. Dogar,
N.A. Ivanescu, N. Manu: High speed real-time
robot vision design for flexible part feeding, Proc.
14th Int. Conf. Robotics, Alpe-Adria-Danube Re-
gion RAAD’05 (2005) pp. 337–345

• N. Ivanescu, S. Brotac, A. Rosu: Modern solution
for controlling combined fodder plant, IMS (2007)
pp. 236–241
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Securing Elect65. Securing Electrical Power System Operation

Petr Horacek

Automation in power systems has a very long
tradition. Just recall the flyball governor in a
steam engine and it becomes clear that power
people have been using control principles and
instruments for more than a century. There are,
however, new challenges in power generation
and transmission concerning the security and
efficiency of those services that require the at-
tentions of both theoreticians and practitioners.
These challenges are the subject of this chap-
ter. The power failures that affect large grids
from time to time show that system collapses
are not simply a subject of academic debate.
Power network operating reliability has become
an issue that any country must make a top
priority. The reliability of a power system de-
pends for the most part on the quality of the
decisions made, both automatically and manu-
ally. The term power system is very broad, and
we focus here on the power system backbone,
electric power transmission, and its operational
reliability, particularly when automatic control
plays a vital role. The content of the chap-
ter remains interdisciplinary, spanning power
systems, automation and economy, as changes
resulting from the opening of the markets and
permanent power system restructuring affect its
operation.
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There are several textbooks that survey the power indus-
try – covering a regulated utility structure and the major
concepts of deregulation, the history of electricity, the
technical aspects, and the business of power – that are
recommended for those who would like to get a broader
picture of the industry [65.1].

Unlike other commodities, electricity generally can-
not be stored for later use; it must be used as it is

generated. Therefore, generation must be dispatched
instantaneously to respond to real-time changes in con-
sumers’ demand for electricity. To support these energy
flows, grid operation encompasses scheduling and man-
aging flows over transmission lines and coordinating the
operation of the transmission network equipment.

This chapter introduces methods for securing the
operation of an electrical power system network, as
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shown schematically in Fig. 65.1, in terms of active
power balancing through both automatic and manual in-
terventions. Unlike a traditional control problem, where
the task is to synthesize the control law for a given
plant/process and constraints, our problem is to deter-
mine the constraints for a given control law so the
control system has the right freedom in taking proper
actions. Constraints appear in the form of regulat-
ing/balancing power reserves that have to be planned
and reserved in advance so that the area control error,
the instantaneous difference between the actual and the
reference value for the power interchange of a control
area (also known as the unintentional deviation), is kept
within reasonable bounds. Balancing power is accessi-
ble in the form of ancillary services (AS), as provided
by power-generating companies and traded in the mar-
ket. Balancing power reserve activations are variables
manipulated by a system operator (SO) which is re-
sponsible for power balancing in a geographical area.
This is a complex task in a liberalized market environ-
ment. Power reserves, or rather the ancillary services
providing the reserves, must be carefully planned and

purchased so that the SO is able to use them when
required.

The chapter introduces a power-balancing prob-
lem, starting from a review of the basic concepts of
controlling synchronous generators connected to large
grids, such as the technical means for power bal-
ancing that are available, how the power balancing
is distributed throughout the network, and who is in
charge of the task. Next, criteria related to the suc-
cessful completion of the balancing task are revealed
for two large grids: the North American and Euro-
pean grids. Later, the principle of a decision-support
tool used by a SO for year-ahead planning and pro-
curement of ancillary services is described. A method
originally designed for the area of the UCTE, the Union
for the Co-ordination of Transmission of Electricity, in
which 23 European countries are synchronously inter-
connected, can be made applicable to other conditions
after modification. Some of the challenges associated
with continuously evolving power systems, where au-
tomation plays an important role, are discussed at the
end.
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65.1 Power Balancing

In any electrical system, the active power genera-
tion and consumption must be balanced to prevent
major losses of material and even human lives, as
large or long-lasting power deviations may ultimately
lead to blackouts if the balance moves out of con-
trol. Disturbance to this imbalance, first noticed as
a system frequency deviation, will be offset initially
by the kinetic energy of the rotating turbo genera-
tors and motors connected to the grid. The capacity
of kinetic energy storing elements is insufficient to
maintain the power equilibrium in real time. Gener-
ation units must be manipulated to conduct power
balancing so that the network user is not affected
by demand changes or generation and transmission
outages.

65.1.1 The Problem

Secure operation of a transmission system and pre-
vention of blackouts is an issue of rising importance
for countries with deregulated electricity markets. The
liberalization of electricity markets is a process that
started a while back and is still in progress in many
countries [65.2–5]. The basic motivation for this liber-
alization is to enable more effective power generation
as well as investment and expansion planning than
would occur in a traditionally vertically integrated
electricity supply industry. On the demand side, end
users are free to choose their supplier and to negoti-
ate their contracts. On the supply side, producers can
sell their electricity to any other market players. It is
believed that this could possibly result in lower electric-
ity prices. However, links between physics and business
practices must be carefully maintained to ensure that
enough balancing power is available when required,
so the performance criteria of the system is guaran-
teed at the lowest cost possible. In another words,
there is the need for active power balancing mecha-
nisms, reserve planning and purchasing, which is the
task performed by a balancing authority (BA) responsi-
ble for power balancing in an area within the electrical
grid.

The BA is an electrical power system or com-
bination of electrical power systems bounded by
interconnection metering and telemetering. The BA bal-
ances the supply and demand within its area, maintains
the interchange of power with other balancing authori-
ties, and maintains the frequency of the electrical power
system within reasonable limits.

65.1.2 Who Performs Power Balancing?

All grid operators are charged with maintaining the
reliability of the systems under their control. Within
their footprints, SOs oversee and direct the high-
voltage bulk-power system and coordinate electricity
generation to maintain a reliable supply of electrical
power to electricity users. SOs provide critical reliabil-
ity services, including outage coordination, generation
scheduling, voltage management, ancillary services
provision, load forecasting, and more. They improve
reliability in part because of their large scope – by
consolidating control areas, they reduce the number of
decision makers managing the grid, which simplifies
coordination and improves reliability.

System operators oversee grid functions and make
necessary corrections to ensure reliability on a minute-
to-minute basis around the clock. SOs may organize
wholesale markets for energy and ancillary services,
such as reserves, frequency and voltage regulation, and
voltage support. These ancillary services help ensure
reliability and help system operators react quickly and
effectively to changing conditions on the grid, such as
the loss of a generating unit or a transmission line.

Independent system operators (ISOs) and regional
transmission organizations (RTOs) in North America
and transmission system operators (TSOs) in con-
tinental Europe have the size, scope, scale, tools,
information and authority to be effective grid managers.
ISOs/RTOs/TSOs have near-identical responsibilities
for managing the grid over a large geographic scope and
operating markets to some extent.

Anyone who would like to get more details on
the definitions, terminology, responsibilities and pro-
cedures that a particular system operator should use
an internet search engine and look for the key word
Grid Code. The Grid Code is an industrial textbook
that every system operator must follow every day; it is
carefully and regularly updated.

North America
There are three synchronous areas in North America:
the Western, Eastern and Texas Interconnections. In
each interconnection there are ISOs (BAs) and local bal-
ancing authorities (LBAs) that communicate. As part of
operating the grid, ISOs/RTOs meet or exceed the re-
liability standards set by the North American Electric
Reliability Corporation (NERC) and its regional coun-
cils. Adhering to NERC standards ensures that the entire
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Table 65.1 Classification of ancillary services

Generic AS Description

Continuous regulation Provided by online resources with automatic controls that respond rapidly to
operator requests for up and down movements. Used to track and correct minute-
to-minute fluctuations in system load and generator output.

Energy imbalance
management

Serves as a bridge between the regulation service and the hourly or half-hourly
bid-in energy schedules; similar to but slower than continuous regulation. Also
serves a financial (settlement) function in clearing spot markets.

Instantaneous
contingency reserve

Provided by online resources equipped with frequency or other controls that can
rapidly increase output or decrease consumption in response to a major distur-
bance or other contingency event.

Replacement reserves Provided by resources with a slower response time that can be called upon to
replace or supplement the instantaneous contingency reserve in restoring system
stability.

Voltage control The injection or absorption of reactive power to maintain transmission system
voltages within required ranges.

Black start Generation is able to start itself without support from the grid and has sufficient
real and reactive capability and control to be useful in system restoration.

grid in North America operates at appropriate levels of
reliability.

The ISO calculates the area control error (ACE;
described later in the chapter) for its balancing author-
ity area and measures the ACE against the applicable
balancing standards. There are also local balancing au-
thorities that are responsible for actual interchange.

To summarize, the ISO assumes the role of a BA,
planning authority, reliability coordinator, market oper-
ator and tariff and interconnection administrator. LBAs
take care of load and resource asset management, tie-
line checkout and emergency operation coordination.
ISO guarantees effective use of assets, including the dis-
patch of energy and the dispatch of reserves (including
contingency reserves). The ISO organizes the energy
and operating reserve market (also known as the ancil-
lary services market), regulation and response services,
and contingency reserves.

Europe
In continental Europe there is an equivalent to the
American ISO/RTO Council, the UCTE. The UCTE
also defines standards the members must adhere to, so
the UCTE plays the role of the NERC as well. The
difference is that members of the UCTE are system op-
erators that are each responsible for a single control
area (synchronously interconnected within the UCTE)
and own the transmission assets. In many countries, the

transmission system operator (TSO) plays the role of
the BA.

65.1.3 Means of Balancing

Power reserves are provided by generators and distribu-
tors in the form of ancillary services. By definition, an-
cillary services are interconnected operations services
influencing transfer of electricity between purchasing
and selling entities which a balancing authority must
include in an open access transmission tariff.

Ancillary services are a collection of secondary
services offered to help to insure the reliability and
availability of energy to consumers. These services
include regulation and contingency reserve (spinning,
supplemental – nonspinning). The contingency reserve
services are often referred to as operating reserves.

Ancillary services insure that capacity is available
when needed to maintain secure power system opera-
tions due to a loss of or increase in load and resources.

A contingency is a trip of a transmission line or gen-
erator, a loss of load, or some combination of these
events. This contingency in turn causes other prob-
lems, such as a transmission line overload, an over- or
undervoltage in an area, over- or underfrequency, or fre-
quency instability. Contingency reserves are a special
percentage of generation capacity resources held back
or reserved to meet emergency needs.
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AS arrangements vary considerably across electric-
ity markets. Let us introduce six generic AS that are
necessary for maintaining system reliability and se-
curity in electricity grids. Ancillary services required
during normal conditions are continuous regulation and
energy imbalance management. Instantaneous contin-
gency reserve and replacement reserve are services
that are used during system contingencies. Ancillary
services that do not apply to active power balanc-
ing directly are voltage support and black start. The
generic AS categories are described more precisely
in Table 65.1.

Ancillary service markets are critical to power sys-
tem security and reliability and, given the value that
customers place on reliable electrical services, their
overall value to society is quite high.

Each market incorporates all six generic ancillary
services, although the nomenclature, technical require-
ments and procurement details vary significantly. This
chapter assumes that we are working with a TSO, and
an area of the UCTE, in the European system, where
transmission ownership and system operation is man-
aged by a TSO as a single authority in the control
area.
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Fig. 65.2 Diagram showing the principle of power balancing in interconnected areas (frequency control loops not shown)

The role played by the TSO in the real-time power
balancing can be understood from the overall block di-
agram in Fig. 65.2, which shows the essentials of the
power balancing task while hiding the complexity of
the very large scale power system. The control area in
the center is synchronously connected to three adjacent
areas A, B and C, making an interconnection.

The task for the TSO is to acquire enough power
reserves in the form of ancillary services and activate
them in a timely manner in order to guarantee the lim-
its set on performance indices (standards) that evaluate
the quality of power balancing. The task must be solved
for the lowest cost possible. In this chapter, we de-
fine performance indices, describe the methods used in
planning, and show how the planned reserves are val-
idated. This chapter considers one year as the horizon
for ancillary services planning.

65.1.4 Power Balancing Mechanisms
Within the Control Area

What Is a Control Area?
A control area is an electrical power system that is
managed under a common automatic control scheme
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that maintains frequency by balancing load with pro-
duction. Historically, a utility ran its own control area,
regulating frequency, balancing load and generation,
purchasing energy and capacity, and maintaining op-
erating reserves as needed. Many large utility control
areas served smaller in-area and nearby utilities as well.
Today, some control areas exist to manage only gen-
eration, but most balance both generation and load. In
North America, many control areas that existed histor-
ically have been consolidated into ISOs or RTOs and
offer system balancing and management services that
the control area no longer had to provide itself.

Power Balancing
To operate a large power system and to create suitable
conditions for commercial electricity trade, it is nec-
essary to schedule the power to be exchanged at the
interconnection borders between the system operators
in advance. During daily operation, the schedules are
followed by means of the load-frequency control in-
stalled in each control area. Despite the functionality
of load-frequency control, unintentional deviations oc-
cur in energy exchanges. For this reason, unintentional
deviations are compensated for through methods of the
TSO in every control area.

To plan and purchase

Inadvertent interchange

Net scheduled interchange

Scheduled import

Primary frequency
control

Power reserve activation

Auto

Man

Balancing power
domestic

Power
generation

Load shedding

Domestic demand

Pprogrammed

Pmeasured
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Set-point of foreign exchange
(scheduled exchange)
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Frequency bias obligation
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TSO/ISO

EMS

AGC

Fig. 65.3 Power balancing in the area as a feedback control system

Real-time power balancing of a control area is usu-
ally performed by both automatic control and manual
interventions from the TSO’s dispatch center. The en-
tire feedback control loop of a particular control area is
shown in Fig. 65.3.

From the control theory perspective, the controlled
variable is the instantaneous value of the cross-border
power exchange Pmeasured, which should meet its
scheduled value Pprogrammed. Manipulated variables are
represented by various categories of regulation power
available in the form of ancillary services. Disturbance
variables influencing cross-border power exchange can
be divided into two groups: deterministic, e.g., im-
balances caused by trading strategies; and stochastic,
mainly random demand fluctuations and generator out-
ages.

The input to the controller is the ACE, the difference
between the scheduled and actual cross-border power
exchange, corrected for the effect of the primary fre-
quency control so that the central controller does not
compensate for outages of generators located in adja-
cent control areas (for example).

The output of the central controller is to increase
or decrease power on the production side or, in the ex-
treme case, on the consumption side as well. Despite the
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fact that the manipulated variable is active power, a sin-
gle variable, we have to deal with a number of outputs
due to the fact that there are many actuators with differ-
ent characteristics spread throughout the power system.
Different turbo generators have different control regions
and dynamics. Some units are in a standby mode and it
takes some time to start them up and reach synchronous
speed. There are several modes in which the unit control
system can run. Thus, each producer can offer the TSO
a certain amount of reserve power in several categories
of AS. The TSO defines the portfolio of ancillary ser-
vices which might differ from country to country, state
to state, or area to area, and runs an AS market where
a TSO purchases balancing power reserves for poten-
tial use. Examples of AS we deal with in this chapter
when explaining a method of AS planning are shown in
Table 65.2.

Ancillary services that are activated automatically
are primary and secondary controls. The functionality
of primary frequency control, or rather activation of the
active power reserve RZPR, is distributed throughout
the control area, and is part of a speed governor control
system operating in droop control mode.

Activation of the secondary power reserve is con-
ducted by the central TSO’s control system. This
scheme is associated with the term automatic gen-
eration control (AGC), which means the automatic
adjustment of a control area’s generation from a cen-
tral location to maintain its interchange schedule plus
frequency bias. AGC is also known as a load-frequency
controller. Generators under secondary control (UCTE)
must reach the demanded increase/decrease in power
output within 10 min at a rate of at least 2 MW/min.

The remaining AS, used predominantly for energy
imbalance management and during contingencies, are
dispatched by the TSO manually.

Let us define basic terms before describing the
methodology for AS planning.

Table 65.2 Examples of ancillary services and their categories

Generic AS Preferred use Area-specific Response time

AS identifier

Continuous regulation Spinning Primary frequency control RZPR ≈ 30 s

Continuous regulation Spinning Secondary power and frequency control RZSR ≤ 15 min

Energy imbalance management Spinning Load following RZTR+ ≤ 30 min

RZTR−

Instantaneous contingency reserve Nonspinning Operating reserve RZQS ≤ 15 min

Replacement reserve Nonspinning Dispatch reserve RZN>30 > 30 min

65.1.5 System Frequency

The electrical frequency in the network, the system fre-
quency f , is a measure of the rotation speed of the
synchronized generators. As the total demand increases,
the system frequency will decrease, and vice versa. The
turbine speed controller performs an automatic primary
control action to balance demand and generation. The
frequency deviation Δ f is influenced by both the total
inertia in the system and the speed of primary control.
Under undisturbed conditions, the system frequency
must be maintained within strict limits in order to en-
sure the full and rapid deployment of control facilities
in response to a disturbance.

65.1.6 Primary Frequency Control

The objective of primary frequency control (PR) is
to maintain a balance between generation and con-
sumption within the synchronous area using turbine
speed governors. PR is an automatic function dis-
tributed throughout the network. When the generator
is part of a large power system, and electrical power
generation is shared by two or more machines, the fre-
quency (speed) cannot be controlled such that it remains
constant because it would forbid generation sharing
between various synchronous generators. Control with
speed droop is the solution that allows for fair genera-
tion sharing.

PR stabilizes the system frequency in seconds after
a disturbance. In principle, the control law is propor-
tional and the controlled system does not have integral
character. The result is the steady state error in system
frequency and, in addition, scheduled power exchanges
between areas are not restored. Through the joint action
of all primary controllers, PR ensures the operational
reliability of the power system of the synchronous area.
It stabilizes the frequency, but cannot drive the system
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frequency back to the original setpoint value and cannot
restore cross-border power exchanges in the intercon-
nected system, so they will differ from the values agreed
between parties.

The overshoot or undershoot of the system fre-
quency is a function of the amplitude and dynamics
of the disturbance affecting the balance between power
output and consumption, the kinetic energy of rotat-
ing machines in the system, the number of generators
subject to PR (i. e., the primary control reserve and
its distribution between these generators), the dy-
namic characteristics of the machines and their control
systems, and the dynamic characteristics of loads, par-
ticularly the self-regulating effect of loads.

The steady state error of the system frequency is
a function of the amplitude of the disturbance and the
gain of the proportional controller, which is associ-
ated with the so-called network power system frequency
characteristic.

Starting from undisturbed operation of the UCTE
network [65.6], a sudden loss of 3000 MW of generat-
ing capacity must be offset by primary control alone,
without the need for customer load-shedding in re-
sponse to a frequency deviation. In addition, when the
self-regulating effect of the system load is assumed to
be 1%/Hz, the absolute frequency deviation must not
exceed 180 mHz. Likewise, the sudden load-shedding
of 3000 MW in total must not lead to a frequency devi-
ation exceeding 180 mHz.

The primary control reserve for the entire syn-
chronous area RZPR, also referred to as a continuous
regulation reserve, is determined by the required
performance described above, taking into account mea-
surements, experience and theoretical considerations.

System
frequency
reference

Power of the primary regulation
activated in the area

External load setpoint variation (AGC, EMS)

Primary area control range

Load
setpointΔPPR

ΔPPR

Δf

Δff0

factual

λ

+ RZPR

– RZPR

(MW)(Hz)

Area
turbo-generators

(Hz)

Grid

Primary control reserve in the area

Fig. 65.4 Diagram showing the principle of the primary frequency control loop in the area

The share RZPRi of the control area i is defined by mul-
tiplying the calculated reserve for the synchronous area
and the contribution coefficient Ci of the control area

RZPRi = RZPR Ci , (65.1)

where the contribution coefficient Ci is calculated on
a regular basis for each control area or TSO using

Ci = Ei

E
, (65.2)

where Ei is the electricity generated in control area i
and E is the total electricity produced in all control areas
of the synchronous interconnection.

A deviation in system frequency Δ f will, in the
steady state, release primary control power throughout
the synchronous area ΔPPR as

ΔPPR = λΔ f , (65.3)

where the gain λ is called the power system frequency
characteristic of the synchronous area and λ is the sum
of the power system frequency characteristics of all ar-
eas that are synchronously connected.

Each TSO is required to maintain a network power-
frequency characteristic λi of the control area that is
derived from the power-frequency characteristic de-
signed for the overall synchronous area λ and the area
contribution coefficient Ci

λi = Ciλ . (65.4)

Each interconnected TSO must activate primary con-
trol power that is adequate for the system frequency
deviation Δ f using

ΔPPR i = λiΔ f , (65.5)
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where ΔPPR i is the power variation generated locally
in the control area in response to a frequency devi-
ation caused by a disturbance (e.g., generation unit
outage).

Figure 65.4 shows the principle of the primary con-
trol loop for the area. Note that the index of the area i
is omitted from all power variables and λ for simplicity.
The block diagram should actually be split further into
control loops of individual turbo generators, as shown in
Fig. 65.5. Generating units should deliver programmed
(contracted) active power and provide power balancing
functionality through primary, secondary and tertiary
control at the same time. The programmed power is thus
modified locally by primary frequency control indepen-
dently of all other methods of power balancing used
centrally by the TSO.

Primary control is performed by the speed gov-
ernors of the generating units. With primary control,
a variation in system frequency that is greater than the
dead band will result in a change in unit power gen-
eration. Generators are required to participate in this
control by setting the droop, which is directly related
to the gain of the speed governor in Fig. 65.5, accord-
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Power of the primary regulation
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Service temporal characteristics 
(response delay, ramping, ...)

Utility EMS (load following, economic dispatch)
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economic dispatch)
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Load
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Generator

ΔPTR j
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ΔPTR j

Δf

Δff0

factual
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Frequency (speed) governor

PI

Unit running in droop control mode

Fig. 65.5 Diagram showing the principle of the primary frequency control loop for a generating unit

ing to specifications defined by the TSO. Transients of
primary control have a timescale of seconds.

Power engineering is an area where different disci-
plines use different words for the same function, and
many power engineers get frustrated when the literature
fails to define or mention the terms droop, isochronous
or speed/load, which refer to generator control [65.7].
Here are a few examples.

Rotating equipment people refer to droop control.
The governor droop characteristic of a generation unit
is given by the frequency deviation (% with respect to
the nominal frequency) needed to change the generation
power output (% with respect to nominal output) multi-
plied by 100. For example, a 5% droop means that a 5%
frequency deviation causes a 100% change in power
output. However, controls or instrumentation specialists
would call this proportional control and might not even
recognize the term droop. Frequently, utilities or pow-
erhouse people will refer to this as speed/load control
and may not recognize either of the other terms.

By the same token, people with a rotating equipment
background will refer to isochronous control. Control
engineers will call this PID control, and utilities or pow-

Part
G

6
5
.1



1148 Part G Infrastructure and Service Automation

erhouse people will use the terms frequency or speed
control to refer to the same thing.

The synchronous generator is operated in frequency
(isochronous) control mode when disconnected from
the grid and is switched to droop control when synchro-
nized and connected to the grid. On a small electrical
grid, one machine is usually operated in isochronous
speed control mode, maintaining the system frequency
using a PID control loop. Any other (usually smaller)
generators that are connected to the grid are operated
in droop speed control mode, running under P control.
If two prime movers operating in isochronous speed
control mode are connected to the same electrical grid,
they will usually fight to control the frequency, and
wild oscillations of the grid frequency usually result.
Only one machine can have its governor operating in
isochronous speed control mode for stable grid fre-
quency control when multiple units are being operated
in parallel.

In very large electrical grids, commonly referred to
as infinite electrical grids, there is no single machine
operating in isochronous speed control mode that is ca-
pable of controlling the grid frequency, and all of the
prime movers are operated in droop speed control mode.
However, there are so many of them and the electrical
grid is so large that no single unit can cause the grid fre-
quency to increase or decrease by more than a fraction
of a percent as it is loaded or unloaded.

Very large electrical grids require system operators
to quickly respond to changes in load in order to control
grid frequency properly, since there is no isochronous
machine that does so. Usually, when things are oper-
ating normally, changes in load can be anticipated and
additional generation can be added or subtracted in or-
der to maintain tight frequency control.

65.1.7 Secondary Frequency
and Power Control

Secondary control (SR) drives the system frequency
and cross-border power exchanges back to the original
desired (programmed) values after 15–30 min if the ac-
tivated power does not reach the saturation limit of the
reserve acquired. To prevent saturation and loss of sec-
ondary control functionality, additional power should be
released to the system by activating reserves other than
the primary balancing power reserves.

Transients of secondary control are on the order of
minutes. Secondary control is also called AGC. In ad-
dition, AGC distributes the imbalance between selected
units in an economical way. AGC is usually provided

by the area’s balancing authority, the TSO in the case of
UCTE interconnection. Generation scheduling and con-
trol is an important component of daily power system
operation. The overall objective is to control the elec-
trical output of generating units in order to supply the
continuously changing customer power demands in an
economical manner. Much of this functionality is pro-
vided by AGC as run by the balancing authority (TSO)
and related functions operating within a utility control
center energy management system (EMS).

Figure 65.6 shows a block diagram of the automatic
SR control system, the function of which is realized by
the TSO.

The output signal of the secondary PI controller
ΔPSR is distributed over participating generators with
participating factors α1, . . ., αn .

The function of SR, also known as load-frequency
control or frequency-power control, is to keep or to
restore the power balance in each control area, and con-
sequently, to keep or to restore the system frequency f
to its set-point value and the power interchanges with
adjacent control areas to their programmed, scheduled
values. This will ensure that the full reserve of primary
control power RZPR will be recovered.

Whereas all control areas of the interconnection
participate in providing primary control power, only
the control area affected by a power imbalance is
required to undertake secondary action for the cor-
rection. Parameters for the secondary control schemes
are set such that only the controller in the zone af-
fected by the disturbance concerned will respond and
initiate the deployment of the requisite secondary con-
trol power. Within a given control area, the demand
should be covered at all times by electricity produced in
that area, including electricity imports (under purchase
contracts and/or electricity production from jointly op-
erated plants outside the zone concerned). Secondary
control is applied to selected generator units in the
power plants comprising the control loop.

Since it is technically impossible to guard against
all random variables affecting production, consumption
or transmission, the volume of reserve capacity will de-
pend upon the level of acceptable risk. These principles
will apply regardless of the distribution of responsibili-
ties between the parties involved in supplying electricity
to consumers.

In order to determine whether power interchange
deviations are associated with an imbalance in the con-
trol area concerned or with the activation of primary
control power, a corrective term should be introduced
into the power interchange deviation. This is known
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Fig. 65.6 Diagram showing the principle diagram of the secondary frequency and power control loop

as the network characteristic method, and its func-
tion is shown through the K -factor link displayed in
Fig. 65.6. Due to the uncertainty in the self-regulating
effect of the load, the K -factor K j may be chosen to be
slightly higher than the rated value of the power system
frequency characteristic λ j , such that the SR will accen-
tuate the effect of the PR. Each control area is equipped
with one secondary controller to minimize the ACE in
real time:

ACE = Pprogrammed − Pmeasured

− K ( f0 − fmeasured) , (65.6)

where Pmeasured is the sum of the instantaneous meas-
ured active power transfers on the tie-lines, Pprogrammed
is the exchange program with all the adjacent control
areas, K is the K -factor of the control area, a con-
stant (MW/Hz), f0 is the setpoint, and fmeasured is the
instantaneous measured system frequency.

The ACE is the control area’s imbalance Pprogrammed
− Pmeasured with the hidden effect of the area’s primary
control. A different sign convention may be used for
ACE relative to the respective TSO. In this chapter, the
power transits are considered positive for export and
negative for import. Hence, a positive (a negative) ACE

requires an increase (a decrease) in the secondary con-
trol power. The ACE must be kept close to zero in each
control area at all times.

The secondary controller is implemented as a PI
controller with additional features such as anti-wind-up
and rate limiting.

The secondary control range RZSR is the range of
adjustment of the secondary control power ΔPSR within
which the secondary controller can operate automati-
cally in both directions (positive and negative).

In control areas of different sizes, load variations of
varying magnitude must be corrected within approxi-
mately 15 min. The size of the RZSR required depends
on the typical load variation, schedule changes, and gen-
erating units. The minimum value for the RZSR related
to load variations in MW, recommended in UCTE, is
obtained using the empirical formula

RZSR =
√

aLmax +b2 −b , (65.7)

where Lmax is the maximum anticipated load in MW
for the control area, and the parameters a and b are es-
tablished empirically, with the following values used by
the UCTE: a = 10 MW and b = 150 MW.
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If consumption exceeds production for longer pe-
riods, immediate action must be applied using tertiary
control, standby supplies, or contractual load shedding
as a last resort.

Secondary reserve is also referred to as continuous
regulation reserve.

65.1.8 Tertiary Reserve

The active power ΔPTR of a tertiary reserve RZTR is
usually activated manually by the TSO to free up an
exhausted secondary reserve so that it can effectively
reject common fluctuations. Tertiary control action in-
volves a signal being sent by the TSO to a producer
whose generating unit is included in the tertiary con-
trol scheme requesting that the control range of the
unit should be changed (e.g., by changing the operat-
ing point of the boiler). This usually takes some time,
and the frequency of such actions is also limited. The
function of the tertiary control can be viewed as a dy-
namic change in the active power setpoint, which in turn
moves the use of the secondary control reserve away
from its limit value. The reserve denoted RZTR− is
used to decrease the output and RZTR+ to increase the
output.

Tertiary control is an economic dispatch. It is used to
drive the system as economically as possible and restore
security levels if necessary.

The AS provider must provide the requested portion
of the regulating reserve within a specified time limit
(e.g., 30 min) and at a specified minimum rate, typically
2 MW/min.

The tertiary reserve is a load-following spinning re-
serve.

65.1.9 Quick-Start Reserve

The quick-start reserve (RZQS) is usually provided by
pumped-storage power stations that are able to start gen-
eration within 10 min. The preferred use of RZQS is to
compensate for large and sudden deviations due to gen-
erator outage. This reserve is activated manually from
the TSO’s control center. As the capacity of water reser-
voirs is limited, the use of the quick-start reserve is
restricted in time.

The quick-start reserve is also referred to as the con-
tingency nonspinning reserve.

65.1.10 Standby Reserve

The standby reserve (RZDZ) is typically represented by
combined-cycle gas-turbine generation units. Depend-

ing on their ability to reach nominal output within the
agreed time, they may be in the category RZN+

30 or
RZN>30. The standby reserves are typically activated
in the case of a generator outage or a longer-lasting
deficit of energy in the system caused by some other
reason.

The standby reserve falls into the category of a con-
tingency replacement (supplemental) reserve.

65.1.11 Planning Reserves

There are lots of constraints that must be considered
when planning reserves. The following nonusable ca-
pacity must be taken into account when calculating the
capacity needed to meet power requirements: units sub-
ject to long-term shutdown; units shut down for repair
and maintenance; limits on capacity associated with re-
strictions in fuel supplies; limits on capacity associated
with environmental restrictions; limits on the capacity
of hydroelectric plants associated with hydraulic and
environmental constraints; the primary control reserve;
reserves to cover variations in production and consump-
tion (secondary and tertiary reserves).

In addition to these factors, which are directly asso-
ciated with production, system conditions must also be
considered, given that network constraints may limit the
transmission of the power produced.

From the TSO point of view, the support system for
AS planning should read the reliability requirements for
power balance control and provide recommendations
for the optimal composition of the AS, which the TSO
should then acquire on the market. In particular, the sys-
tem should be able to answer the following questions:

• What amount of reserves in the form of AS is
needed in each category to insure that power bal-
ancing is realized with the desired reliability?• What can providers of AS on the market be expected
to offer in terms of their volumes and prices?• How should the AS be selected based on the offer
to insure that the requirements are covered in the
optimal way?• What are the expected costs associated with a cer-
tain level of operational reliability of the transmis-
sion system?

Similar tasks have emerged in all countries that have
gone or are going through the liberalization pro-
cess. From a global perspective, the safe operation of
a transmission system can be viewed as a multicriteria
optimization task. Due to a strong interaction between

Part
G

6
5
.1



Securing Electrical Power System Operation 65.1 Power Balancing 1151

the technical and economic consequences of the plan-
ning and operating decisions, the two basic competing
criteria – quality of electricity and costs of operating
the transmission system – must be considered simulta-
neously.

Optimal planning of the AS involves market mod-
eling [65.3]. Three main modeling trends can be
identified: optimization models, which focus on a profit
maximization problem for one of the players compet-
ing on the market; equilibrium models, which represent
the overall market behavior, taking into account compe-
tition amongst all participants; and simulation models,
often based on multiagent systems, which are an al-
ternative to equilibrium models in cases where the
problem under consideration is too complex. The mod-
els use a variety of computational techniques: linear
programming, mixed integer programming, dynamic
programming, nonlinear programming, heuristic ap-
proaches, and others.

Many papers focus on the pricing and optimal
procurement of the energy and AS. If the market
products (energy and AS) are procured simultaneously
through central (usually day-ahead) auctions, the task
to solve is to simultaneously co-optimize energy and
AS ensuring that costs are minimized but safe op-
eration of the transmission system is retained. This
involves addressing issues such as optimizing power
flow, unit commitment, congestion management and
emission constraints [65.4–8]. The products on the
market may be procured sequentially through central
auctions managed by the ISO/TSO, usually in the fol-
lowing order: energy market, transmission market to
resolve congestions (if needed), and market for each
category of the AS (from the fastest-responding to the
slowest-responding service). In such cases, the prob-
lem of how to optimally purchase AS taking into
account the downward substitutability of the AS arises,
since the market clearing price in each market de-
pends on the volume required. A rational buyer’s
algorithm described in papers [65.9, 10] can handle this
problem.

However, the complex task of optimally planning
AS is still a challenging one. Although methods solving
some of the partial subtasks exist, they must be carefully
chosen and modified to fit in the context of a specific
country or region. The inner structure of the global AS
planning problem may also vary from country to coun-
try.

Let’s assume that the generation portfolio of a par-
ticular control area consists of dozens of 110 MW and
200 MW generation units, some 500 MW and 1000 MW

generation units, and that the peak load is approximately
11 GW. Let’s also assume a dense network so that no
inner flow congestion management is needed; capacity
auctions will only be organized for cross-border tie-
lines.

This control area is part of the European syn-
chronous interconnection (UCTE), and as such its
operation must comply with the UCTE rules [65.6] and
relevant legislation, which (among others) states the li-
ability of the TSO for frequency and power balance
maintenance. For this purpose, the TSO purchases most
of the AS through free-market tenders organized typi-
cally for three-year and one-year periods. The TSO only
spends money on reserving the AS (purchase); the costs
of AS activation are covered later by the market partic-
ipants that cause the power imbalance. Hence, for the
rest of the chapter, when we refer to the cost of AS, we
mean the cost of reserving the AS.

Energy markets are separate from AS markets. Most
energy is traded in the form of bilateral contracts for
base-load products on a year-ahead basis. Peak-load
products are mainly associated with short-term energy
markets. We assume that the TSO is not allowed to
participate in energy markets.

65.1.12 Performance Criteria

Different interconnections may have chosen and use
slightly different performance criteria to evaluate the re-
liability of system services in terms of power balancing.

The North American Electric Reliability Cor-
poration (NERC) defines three control performance
standards (CPS) for the assessment of control area
generation control performance: CPS1, CPS2 and
DCS [65.11]. All control areas in North America im-
plemented CPS in 1998.

CPS1. Each balancing authority operates such that, on
a rolling twelve-month basis, the scaled average of
clock-minute averages of the ACE of the area multi-
plied by the corresponding clock-minute averages of the
interconnection’s frequency error is less than a specific
limit. The index of the area i will be omitted for the
rest of the chapter for simplicity, as our discussion only
concerns a single area of the interconnection.

CPS1 is a statistical measure of ACE variability.
CPS1 measures ACE in combination with the inter-
connection’s frequency error. CPS1 requires that the
average of the clock-minute averages of a control area’s
ACE over a given period divided by its K factor mul-
tiplied by the corresponding clock-minute averages of
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the frequency error should be less than a given constant

AVGPeriod

(
ACE

Karea
Δ f

)
≤ ε2

1 . (65.8)

The constant ε1 is derived from the targeted fre-
quency bound (the targeted RMS value of one-minute
average frequency error based on frequency perfor-
mance over a given year). For the purpose of control
performance evaluation, CPS1 is evaluated monthly for
the previous (sliding) twelve-month period.

CPS1 measures control performance by comparing
how well a control area’s ACE performs in conjunc-
tion with the frequency error of the interconnection.
Equation 65.8 can be viewed as a correlation between
ACE and Δ f . Positive correlation means undesirable
performance (the area control error contributes to the
frequency deviation from the desired value) and is
therefore limited by the upper bound ε2

1. Negative cor-
relation occurs when ACE helps to compensate the total
ACE of the interconnection and is helping to offset the
system frequency deviation.

CPS2. The other criterion, CPS2, is designed to bound
ten-minute ACE averages and provides an oversight
function to limit excessive unscheduled power flows
that could result from large ACE

AVG10 minute(ACE) ≤ ε10

√
Karea Kinterconnection ,

(65.9)

where Kinterconnection is the sum of the K factors in the
entire interconnection and ε10 is the targeted RMS of
the ten-minute average frequency error. Each balanc-
ing authority operates such that its average ACE for
at least 90% of the ten-minute periods (six nonoverlap-
ping periods per hour) during a calendar month is within
a specific limit, referred to as L10. Extensive analysis
and further discussions of the two performance indices
can be found in [65.11–14].

NERC does not have the statutory authority to en-
force compliance with its reliability standards. Despite
its lack of authority, NERC has made every effort to
continuously clarify and upgrade its reliability stan-
dards as the electrical power industry has evolved.
NERC has also enhanced the monitoring of compliance
with its standards by individual entities, independent
system operators, and regional reliability councils.

Each control area can meet the CPS standards by
any means they wish. A control area can potentially use
current control schemes, meet its generating obligations
manually, or implement other control schemes.

A control area that does not meet the CPS is not al-
lowed to sell control services to other parties external
to its metered boundaries. This impacts the purchasing
control services from this control area. This is a signifi-
cant penalty given new operating environments.

Benefits of CPS include the fact that it is tech-
nically defensible, allows smarter control by reducing
unit maneuvering, provides more accurate assessment
of control area performance, reduces generating unit op-
erating and maintenance costs, provides the ability to
monitor and control frequency performance, and allows
less restrictive short-term performance requirements in
exchange for more restrictive long-term requirements.

Disturbance Control Standard (DCS). The purpose of
the disturbance control standard (DCS) is to ensure that
the balancing authority is able to utilize its contingency
reserve to balance resources and demand and return in-
terconnection frequency within defined limits following
a reportable disturbance. Because generator outages are
far more common than significant losses of load, and
because contingency reserve activation does not typi-
cally apply to the loss of load, the application of DCS
is limited to the loss of supply and does not apply to the
loss of load.

A disturbance is defined as any event that is ≥ 80%
of the magnitude of the control area’s most severe single
contingency. A control area is responsible for recover-
ing from a disturbance within 10 min by recovering the
amount of the disturbance or returning ACE to zero.
A disturbance is not reportable if it is greater than the
control area’s most severe contingency.

The control area must comply with the DCS 100%
of the time. Any control area that does not comply is
required to carry an additional contingency reserve. The
extra reserves must be carried for the quarter following
the quarter in which the noncompliance occurs.

Europe (UCTE)
According to the UCTE Operation Handbook [65.6],
the individual ACEi needs to be controlled to zero on
a continual basis in each control area. In addition, the
frequency deviation should decay to the given setpoint
in less than 15 min, and any power outage should be
compensated for accordingly. Both large and/or long-
lasting ACE deviations should be avoided as much as
possible.

These general quality requests will be specified
in a more rigorous way in Sect. 65.2.2 when work-
ing with one-minute and one-hour averages of ACE,
AVG1 min(ACE) = ACE1,AVG1 h(ACE) = ACE60 and
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other indices, so that it can be used as performance
criteria and power balancing quality indices. The soft
constraints L1 and L60, similar to L10 for NERC’s
CPS2, will be used.

Some of the requests can be represented as a mean
value of ACE that should be kept at zero and a standard
deviation of ACE that should be kept low. The mean and
the standard deviation of the ACE is sometimes used
to compare the operations of control areas in a single
interconnection [65.15].

Setting the limit values of the selected performance
indices is a delicate task. In general, if the limits are set
too high, larger and/or longer-lasting power imbalances
are assumed to be allowed. On the other hand, setting
the limits too low may request an amount of balancing
power reserve that is simply not available in the respec-
tive category in the area, and/or reserving that power
will become too expensive.

In the following section, the task and the principle
of the algorithm for AS planning is described.

65.2 Ancillary Services Planning

Each ISO/TSO can adopt different AS planning pro-
cedures depending on the interconnection and control
area specificity. Recent changes in market structures
make the problem more difficult, since there is a lack
of long-term experience in effective AS planning. The
principles, various criteria and constraints adopted in
the method described in this section may serve as the
basis for a general platform, despite the fact that the ap-
proach was developed for one control area in the UCTE
interconnection. The method is currently being used by
the TSO of the Czech Republic as a support tool and is
described in [65.16] in greater detail.

1
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Fig. 65.7 Block diagram of ancillary services planning and validating procedures

The entire AS planning task can be decomposed into
several subtasks (as depicted in Fig. 65.7) that are ex-
ecuted in the order indicated by the respective block
numbering.

The control area is viewed as a pool. First, the ACE
of the area is modeled as if it would run without AGC
and EMS actions used centrally by the TSO (Step 1).
Various horizons may be considered. One year is as-
sumed for the reminder of the chapter. The variability
of such an open-loop ACE is high. Considering the
control and disturbance performance standards, the re-
quest for AS to decrease ACE variability is calculated
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(Step 2). If the availability of the AS is not limited and
the cost of the AS is not an issue, the algorithm pro-
ceeds in running a Monte Carlo simulation of the area
(Step 6) that includes TSO’s AGC and EMS actions,
and gets ACE statistics. Once the ACE time series has
been obtained, any performance indices and conditions
introduced by respective standards can be evaluated,
including NERC’s CPS2 and DCS.

In reality, AS is a commodity and the TSO must
go to the market, compare the offerings to what is
needed to meet the performance standards, and con-
sider the AS price when purchasing. The initial plan
for AS may not then be feasible, as some of the ser-
vices needed may not be offered in sufficient amounts.
However, there is some freedom to restructure the
needs, as some faster services can be substituted for
slower ones. This leads to a linear programming prob-
lem with the aim of minimizing the cost of the purchase
and meeting the performance standards at the same
time. AS bids are calculated (Step 3) and the opti-
mal purchase is made, replacing the originally assumed
set of AS by the feasible and cost-optimized one
(Step 4).

The next sections briefly review the procedure.
More details can be found in [65.16, 17].

65.2.1 Stochastic Model
of Area Control Error

The open-loop ACE is considered a random process
with characteristics related to the recent history of con-
trol area operation. The open-loop ACE ACEOV can be
decomposed into two components

ACEOV = PV +ACEO . (65.10)

PV represents forced generation unit outages and
will be modeled as a Markov process parameterized by
mean time between failures and duration of repairs.

ACEO accounts for other phenomena, for instance
a mismatch between load and generation, and is mod-
eled as a stochastic process with a Gaussian distribution.
A historical time series ACEH

O is reconstructed from
measured data as

ACEH
O(t) = ACEH(t)+

∑
AS(t) ,

∀t : PH
V (t) = 0 , (65.11)

where ACEH is the measured ACE, PH
V are recorded

forced generation units outages, and
∑

AS denotes
the sum of all activated ancillary services at the time

instant t. ACEO represents open-loop ACE in undis-
turbed conditions only. Then the statistical parameters
of ACEO are evaluated from ACEH

O. A convolution be-
tween the probability density functions of ACEO and
PV results in the probability density function of the
open-loop ACE, ACEOV (Fig. 65.8), which shows the
performance of the control area in terms of how fre-
quently a particular magnitude of the ACE appears in
relation to the total number of observations. As shown,
the positive part of the function is modulated by the
forced generation unit outages.

The component ACEO can further be decom-
posed into a slow component ACEO slow, which rep-
resents low-frequency content with a quasi-period of
10–30 min corresponding to trend changes in ACEO,
and a fast component ACEO fast, which represents high-
frequency noise with a quasi-period of several minutes
caused by common fluctuations in the system

ACEO = ACEO slow +ACEO fast . (65.12)

This decomposition will be used later when deter-
mining AS needs, because each of the components is
compensated by a different type of AS. The ACEO fast
is calculated from ACEH

O as a moving hour average,
and the remaining noise represents ACEO slow. Finally,
the open-loop area control error ACEOV is a sum of
slow and fast variations of ACEO plus forced generator
outages

ACEOV = ACEO slow +ACEO fast + PV . (65.13)

More details on the stochastic model of ACE can be
found in [65.17].
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Fig. 65.8 Probability density function of ACEOV
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65.2.2 Minimal Needs of AS

In order to determine the power reserves in the form of
AS that would technically suffice for proper power bal-
ance control with acceptable reliability, it is necessary
to refer to reliability standards. Since the UCTE has no
specific reliability standards for its members [65.18],
seven indices describing reliability are defined in Ta-
ble 65.3 for this purpose. Each of them represents
a probability that ACE exceeds a certain threshold and
lasts for a certain amount of time (value at risk). The
index rACE1 refers to the one-minute average value of
ACE, while the index rACE60 refers to an average value
of ACE over 1 h.

The indices rACE1 and rACE60 are statistical mea-
sures of ACE that are related to NERC’s CPS2. rACE1t
is linked to the UCTE requirement for frequency recov-
ery in less than 15 min after a forced generation unit
outage, and thus it is similar to NERC’s DCS index. The
other indices (rACE60 tx) indicate the possible danger of
a longer-lasting power imbalance that may lead to an ap-
plication of load-shedding mechanisms or to a blackout
in the worst case.

RZ –
Σ min RZ +

Σ min

Not allowed Not allowed
1

(200 MW, 87 %) 

0

100

Reserve Reserve
0

(%)

2

1

3

1 Cumulative distribution function for ACEOV

Acceptable range of ACE irrespective of number of cases

ACE1 (MW)

Acceptable number of cases
when ACE1 > limit

100 – rACE1/2

rACE1/2 Acceptable number of cases
when ACE1 ≤ limit

Cumulative distribution function for ACE2

Area control error < 200 MW found in 87% of all observations (an example)3

Fig. 65.9 Cumulative distribution function of the open-loop ACE and its use

The desired values were determined statistically
from historical records of ACE. A few consecutive years
should be evaluated. The duration of the period assigned
for statistical evaluation should correspond to a period
when the technical parameters of the transmission sys-
tem and the market conditions are compatible with the
current situation and practices. In addition, no prob-
lems related to the area performance should be reported
from either TSOs in adjacent areas or from domestic
customers. Hence, we can assume that the TSO’s per-
formance was satisfactory.

The indices are direct measures of the quality of
power balance control in the control area, and indi-
rect measures of the reliability of the power supply to
end-consumers.

The AS categories considered throughout the chap-
ter are described in Table 65.2. Analytical computations
of the minimal AS needs are based on the stochastic
characteristics of ACE and its components, as deter-
mined in Step 1. Regarding the fact that some of the
AS are mutually substitutable (i. e., faster-responding
services such as secondary control can be substituted
for slower-responding services such as tertiary control),
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Table 65.3 Reliability indices based on area control error time series evaluation

Performance Limit Description

index value (%)

rACE1 3.2 Probability that the absolute value of the one-minute average of ACE exceeds L1 = 100 MW

rACE60 4.6 Probability that the absolute value of the one-hour average of ACE exceeds L60 = 20 MW

rACE1t 0.027 Probability that the one-minute average of ACE is higher/lower than ±100 MW for more than
15 min

rACE60t2 0.829 Probability that the one-hour average of ACE is higher/lower than ±20 MW within two consecutive
hours

rACE60t3 0.140 Probability that the one-hour average of ACE is higher/lower than ±20 MW within three consecu-
tive hours

rACE60t4 0.040 Probability that the one-hour average of ACE is higher/lower than ±20 MW within three consecu-
tive hours

the needs of the AS reserves are expressed in the form
of inequalities (65.14)–(65.18) rather than exact recom-
mended values for each AS category

RZSR

≥ RZSRmin , (65.14)

RZSR+RZTR+

≥ RZSRmin +RZTR+
min , (65.15)

RZSR+RZQS+RZTR+

≥ RZ+∑
min , (65.16)

RZSR+RZTR−

≥ max
(

RZ−∑
min,RZSRmin +RZTR−

min

)
,

(65.17)

where RZ+∑
min ≥ 0, RZ−∑

min ≥ 0 are total mini-
mal volumes of positive and negative reserves, and
RZSRmin ≥ 0, RZTR+

min ≥ 0 and RZTR−
min ≥ 0 are the

minimal required volumes of the secondary, tertiary
positive and tertiary negative reserves, respectively. In
addition, (65.18) represents a UCTE N −1 criterion

RZSR+RZQS ≥ CN−1 , (65.18)

where CN−1 is the installed power of the largest gener-
ator within the control area.

As the energy of the quick-start reserve is limited
and due to its quality in terms of a fast response after ac-
tivation, it should be preserved for future use as much as
possible. Thus, it is recommended that this fast service
should be replaced by a slower one whenever possible,
and the same amount of reserve should be planned for

such a slower service. This reasoning is expressed by

RZN>30 = RZQS . (65.19)

Figure 65.9 illustrates how the total minimal vol-
umes RZ+∑

min ≥ 0 and RZ−∑
min ≥ 0 are determined

from the cumulative distribution function of ACEOV.
According to the reliability standards, the absolute value
of the closed-loop ACE is allowed to exceed the thresh-
old 100 MW in rACE1% of cases. If this is split sym-
metrically into positive and negative values, an ACEOV
that is higher than 100 MW should be compensated
by the control reserves except in rACE1/2% of cases.
Hence, we need at least RZ+∑

min ≥ 0 and RZ−∑
min ≥ 0

reserves to satisfy the standards of reliability derived
from area satisfactory performance in the past.

The secondary reserve RZSRmin should compensate
for the fast variations of the open-loop ACE, and the
tertiary reserve RZTR+

min, RZTR−
min should compensate

for the slow ACE variations. The minimal needs of these
services are determined in a similar manner to the to-
tal needs, but by utilizing the cumulative distribution
functions of ACEOV slow and ACEOV fast.

The values of the minimal AS requirements take
the form of a time series, which reflects the fact that
the behavior of the ACE also varies; it is typically
more uncertain during transition periods with change-
able weather and temperature, such as during spring or
fall.

65.2.3 AS Bids from Generation Companies

Before calculating the costs of the optimal AS set, we
also need to know what energy and AS bids can be
expected on the market (Fig. 65.7). The underlying as-
sumption is that under liberalized market conditions,
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generation companies are only motivated by economic
factors, and their aim is to maximize their profit re-
gardless of transmission system needs and reliability
issues. A generation company decides how much of
its installed capacity will preferably be offered in the
form of energy sold to domestic retailers or abroad and
what amount will be offered to the TSO in the form of
AS. This part of the model solves a mixed integer lin-
ear programming problem involving unit commitment.
The main model inputs and outputs are summarized in
Table 65.4.

The model does not search for a demand-bid equi-
librium on the market, because the computational time
associated with a year-ahead simulation would be too
high. Hence, the expected AS and energy prices are
entered as the inputs. In other words, the model tells
the TSO the amount of AS reserves that are ex-
pected to be available on the market if their prices
are given. Thus, for instance, the TSO can enter the
maximum acceptable prices of AS and see whether
or not the bids meet the minimal AS needs in such
a case.

65.2.4 Procurement of Ancillary Services

The key point is to optimize the AS selection cover-
ing the minimal AS needs based on the lowest costs for
AS reservation. In the case where the minimal needs
of AS in a certain category determined in Step 2 are
higher than the offer on the market, the optimal pur-
chase algorithm takes this limited offer into account
by substituting the AS with a different AS category
if possible. The optimal purchase is stated as a linear
optimization problem

min
∀k

RZSRk

RZTR+
k

RZTR−
k

RZQSk

RZN>30k

∑
∀k

(
CRZSRk RZSRk +CRZTR+

k
RZTR+

k

+CRZTR−
k

RZTR−
k +CRZQSk RZQSk

+CRZN>30k RZN>30k
)

(65.20)

subject to the constraints (65.14)–(65.18). The index
k denotes individual AS providers, CRZSRk , CRZTR+

k
,

CRZTR−
k

, CRZQSk , CRZN>30k are bid prices of the re-

spective AS, and RZSRk, RZTR+
k , RZTR−

k , RZQSk,
RZN>30k are the AS volumes purchased from the kth
AS provider.

Table 65.4 Main inputs and outputs of the AS market
model

Model inputs

1. List of power producers acting on the market and portfo-
lio of their generation units

2. Technical data for generating units (type of technology,
minimal and maximal outputs, certified AS ranges, etc.)

3. Economic characteristics of generating units (variable
costs, start-up and shut-down costs)

4. Planned unit outages

5. Domestic power consumption and foreign exchange
forecast

6. TSO’s expert estimate of future energy and AS prices
based on knowledge of the current market situation and
possible future trends

Model outputs

1. Time series of expected volumes of AS offered by each
of the AS providers in the market

65.2.5 Availability
of Self-Regulation Power

The transmission system is balanced by not only the
TSO but also the area generators. The generation
companies are economically motivated to meet their
contracted production. Thus, if one or more of their
units fail, the remaining capacity of the other units
is activated, if possible, to compensate for the forced
outage (self-regulation). However, this ability varies in
time and depends on instantaneous domestic consump-
tion, foreign exchange, etc. Therefore, an algorithm
for computing time-variable available capacity for self-
regulation is implemented and conducted as Step 5 in
Fig. 65.7. In principle, the remaining available capacity
PAC can be determined as

PAC = PIC − POUT − PE − PAS , (65.21)

where PIC is the installed capacity of generation com-
panies, POUT are planned outages, PE is the sold energy
and PAS is sold AS. The self-regulation ability is then
taken into account in Monte Carlo simulations where
the forced generation unit outages are randomly gener-
ated.

65.2.6 Monte Carlo Simulation
of Power Balancing

The quality of the transmission system operation must
be validated for the intended ancillary services acquired
in Step 4 in Fig. 65.7 for several reasons. First, only two
of the performance indices rACE1 and rACE60 eval-
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uating the ACE time series were taken into account
when calculating technical needs of the AS. Second,
purchasing the AS may result in a different composition
of AS due to the limited offer from the AS providers.
To learn more about the behavior of the transmission
system, a power balancing control system simulator is
used to simulate the automatic activation of AS and to
mimic human operator interventions at the TSO control
center [65.19].

The logic used by the TSO operator manually ac-
tivating the respective categories of AS is modeled
as if-then rules. The operator evaluates past and pre-
dicted values of ACE, considers the balancing power
reserves left for immediate and near-future use and the
dynamics of the respective AS (i. e., the delay, ramp
up, ramp down), and checks the time taken for the ac-
tivation or deactivation of the AS to be realized. By
means of Monte Carlo simulations, this model generates
time series for open-loop ACE [65.19], AS activa-
tions/deactivations (both automatic and operator-based)
and, consequently, closed-loop ACE during a planning
period when using the recommended set of AS. Addi-
tional nonguaranteed types of AS, such as emergency
assistance from abroad and the purchasing of balanc-
ing energy are also used in simulation runs. These types
of services are characterized by zero reservation costs
and limited availability (i. e., the services might be tem-
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Fig. 65.10 Block diagram of a power balancing control system simulation for the area

porarily unavailable when required by the operator for
balance control). The availability of the nonguaranteed
types of AS is a parameter that can be set in the simula-
tor.

The master block diagram shown in Fig. 65.10 gives
an overall picture of the simulator used in Step 6 in
Fig. 65.7. The simulator is directly related to the feed-
back control scheme from Fig. 65.3.

Simulated ACEOV, ACE with automatic activation
of the secondary reserve and manual activation of the
tertiary reserve, quick-start and standby reserves, emer-
gency assistance from abroad, and balancing energy
from abroad are shown in Fig. 65.11. The simula-
tion shows a record for two days with a large power
deviation originating from an outage of a 1000 MW
generator. The area control error not compensated by
the TSO ACEOV is the curve with the highest mag-
nitude. The producer compensates for the unintended
power deviation by activating its own power reserves.
As a result, ACEOV tends to be drawn towards zero but
the self-regulating action is not efficient enough and so
a significant power deviation remains for about 12 h,
which is unacceptable.

The situation improves when the TSO activates its
reserves. The secondary controller responds to the sud-
den increase in ACE almost immediately (red). As
the secondary power reserve available at that time
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Fig. 65.11 Activation of ancillary services for area power balancing

is about 400 MW, it is not possible to cover the
massive outage solely using this reserve, and other
services must be called up to assist. The TSO’s op-
erator activates the quick-start reserve (cyan) and
the tertiary reserve (magenta) at the same time. The
pumped-storage quick-start must be saved as its ca-
pacity is limited, so the operator tends to replace it
as soon as possible with the services with a longer
response time, the standby reserve (yellow), and/or
tries to acquire services that are not guaranteed: emer-
gency assistance from the adjacent area (green). As
a result, the ACE (black) is minimized and the mas-
sive outage is well compensated for via a temporary
combination of ancillary services, or rather their ac-
tivation. The TSO’s manual intervention also assures
that the capacity of the secondary reserve is restored
as quickly as possible so the output of the auto-
matic load-frequency controller is driven away from
the limits, the power reserve purchased by the TSO in
advance.

65.2.7 Control Performance Evaluation

Although the AS needs were determined in Step 2 with
the aim of meeting the required reliability in terms of
the indices rACE1 and rACE60, not all of the phe-

nomena influencing the reliability could be taken into
account in the analytical computations. For instance, the
dynamics of AS activation/deactivation and the limited
capacity of pumped-storage reservoirs are neglected.
Moreover, the AS set recommended for purchase is
often different from the minimal set due to limited of-
fers or the substitution of one AS for another. Hence,
through the statistical evaluation of the Monte Carlo-
simulated ACE, more realistic values of the reliability
indices rACE1 and rACE60 can be determined, and the
values of the other five indices introduced in Table 65.3
can also be found.

Other performance indices can be evaluated, includ-
ing NERC’s CPS2 and DSC, with the exception of
CPS1, as it requires the tie-line frequency deviation to
be simulated whereas the simulator [65.17] does not
support frequency.

65.2.8 Case Studies

Algorithms of AS planning and the area control system
simulator can be used for various studies and analyses
supporting TSO’s decision-making when planning and
purchasing ancillary services.

Technical and economic aspects are closely related
in this task, and it is essential to answer the question of
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how much it will cost to guarantee a commonly agreed
and accepted level of reliability in the system services
provided by the TSO. The methodology presented here
enables the relation between the reliability measured
through statistical evaluation of ACE and the cost of
purchasing the power reserves to be studied. A typical
relation between two reliability indices and the cost of
AS is shown in Fig. 65.12.

The plot shows the relative increase or decrease in
the AS purchase cost when the request for reliability,
measured as the relative number of cases when minute
averages and hourly averages of ACE exceed specified
levels (e.g., 100 MW for a minute and 20 MW for an
hour), is relaxed.

Several studies illustrating the capabilities of the
method can be found in [65.16], where the results of
year-ahead planning based on specifying the needs for
the individual services and the recommended optimal
purchase are shown. There can be significant differ-
ences between the needs and the purchase, which is
due to the fact that RZQS availability is limited to ex-
isting pumped-storage plants, and thus influenced by
their scheduled outages. A similar rule applies to the
standby reserve RZN>30. Thus, more positive reserves
must be acquired in the category of faster-response

AS purchase
cost change (%)

Acceptable

Not acceptable
Not acceptable

Low reliability

Acceptable

Standard: rACE1  = 3,2%
 rACE60 = 4,6%

 rACE1 (%)

 rACE60 (%)
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–17
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2
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10
1210

8
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Fig. 65.12 AS costs as a function of required reliability

services, according to (65.16). The expert-entered
prices of RZSR, RZTR+ and RZTR− were related as
CRZSR > CRZTR+ +CRZTR− , so the symmetrical RZSR
service is preferred to tertiary control, which results
in low or even zero purchasing of tertiary reserves
RZTR−. However, the volume of RZTR+ is higher than
the needs during some periods of the year, as it substi-
tutes for the lack of RZQS and RZN>30 in order to reach
the minimal positive reserve RZ+∑

min. A correlation be-
tween greater amounts of faster-response services and
improved reliability of power system operations can
also be observed.

Self-regulation of power producers is a risky fac-
tor. The level to which a generation company is willing
to eliminate the difference between the planned and
the actual production also depends on the penalty the
company will have to pay for the internal error. Stud-
ies carried out on the power balancing control system
simulator can be used to find out the acceptable rela-
tion for internal error charges. Reducing internal power
balancing reserves of the power producer will end up
increasing the cost of reserves that need to be acquired
for the entire area by the TSO. This cost will then be re-
lated to the reduction in the producer’s balancing power.
Simulation studies in [65.16] show that a lack of self-
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regulation capability in the utilities could increase the
TSO’s AS expenses significantly.

The methodology presented deals with the TSO’s
ancillary services planning and purchasing in order
to prevent undesirable situations in the transmission
system under changing market conditions and with pre-
dicting the influence of these changes on the TSO’s
expenditure. The AS planning method is shown for
year-ahead planning (including various analyses and
sensitivity tests, e.g., costs–reliability relation), and the
results provide support for the TSO’s strategies in the
annual AS auction. Despite the fact that the proposed
concept is tailored to the needs of a particular control
area in the UCTE interconnection, it represents a com-
pact approach to optimal AS planning.

The presented planning and modeling approach is
based on historical data. However, the method can in-
corporate the characteristics of new types of generation
units, study what installing wind turbines would mean
for ancillary services planning, and evaluate the cost of
reaching the same level of reliability.

Price elasticity can be incorporated into the model
of energy and AS bids in order to make the entire model
more realistic. The costs for AS will then supposedly
increase if the (optimal) volumes required in a certain
AS category are higher than usual.

The challenging task is to determine the value of un-
served energy in the area. The value of unserved energy
is the loss to the economy if a MWh of the energy re-
quired by consumers cannot be supplied. Consequently,
the described methodology allows the optimal balance
between the costs of AS and the costs of unserved en-
ergy to be found.

65.2.9 Related Topics

Generation from Renewable Resources
Energy sources are undergoing permanent restructur-
ing. Large-scale renewable resource installations like
wind power, which is the world’s fastest-growing en-
ergy technology, represent a new challenge to the power
system. The fluctuating nature of wind power affects
power system reliability, deviating from the planned
power generation, which leads to power balancing prob-
lems. Selecting appropriate approaches for calculating
the wind power-induced balancing power reserve while
respecting the specificity of regulatory and market sit-
uations in the region is currently an issue [65.20, 21].
Several detailed technical investigations of the impacts
of wind power plants on grid ancillary services needs
have recently been performed [65.22]. Although the

approaches vary, three utility timeframes appear to be
the most significant issues: regulation, load following
and unit commitment. This article describes and com-
pares the analytic frameworks from recent analysis and
discusses the implications and cost estimates of wind
integration. The findings of these studies indicate that
relatively large-scale wind generation will have an im-
pact on power system operation and costs, but that these
impacts and costs are relatively low at the penetration
rates that are expected over the next few years.

Transmission Congestion Management
Grid management has become notably more complex
over the past few decades. The level of grid usage is
increasing markedly in every region. Consistently high
utilization of critical assets in a network often means
that these assets become bottlenecks that limit the use
of the network and its ability to serve demands at ev-
ery level consistently and reliably. These points on the
grid create transmission constraints. In some cases they
create congestion by limiting the buyers’ ability to se-
cure energy from the most economical source, meaning
that energy must be purchased from closer, more costly
generators. In other cases, transmission constraints can
cause a reliability problem when customer demands ex-
ceed the delivery capabilities of the transmission system
plus local generation.

As the power flows over a grid with rapidly chang-
ing electrical topologies increase, the local utility is no
longer able to see and manage every factor affecting
the flows through its share of the transmission grid.
The scope of grid monitoring and control that worked
effectively in the days of high capacity margins and lim-
ited interutility flows are no longer sufficient. Higher
grid usage causes greater reliability challenges, and
policy-makers and utilities then come to the opinion that
increasing the sizes of grid oversight and control orga-
nizations is the only effective way of dealing with these
challenges.

This problem is of great importance in coun-
tries/areas where, besides energy and ancillary services,
transmission capacity is a commodity in a deregulated
market for electricity and/or where the transmission ca-
pacities are almost/temporarily saturated (as is the case
when the transmission systems were not designed for
the power flows required).

The problems of ancillary services planning and
real-time balancing power reserve activation discussed
in this chapter do not address one important issue: the
limited capacity of the transmission lines. It can hap-
pen that the called-up ancillary service will overload
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a particular transmission line when there is a sched-
uled energy exchange. As the approach described so
far models the control area as a pool, it does not al-
low the control area network topology to be taken into
consideration. Other approaches must be applied.

Reference [65.23] presents major congestion man-
agement methods in the new market environment from
the international technical literature, which are pre-
sented and classified according to security-constrained
generation redispatch, zonal/cluster based management,
a network sensitivity factor-based method, congestion
management using FACTS devices, congestion pricing
and market-based methods, congestion management us-
ing demand-side resources, and financial transmission
rights.

In a restructured power system, the transmission
network is the key mechanism for generators to compete
in supplying large users and distribution companies.
The role of the competitive electricity markets is de-
scribed in [65.24]. The lessons learned by ERCOT
(Texas ISO) in relation to flow-based zonal redis-
patch to relieve transmission congestion are discussed
in [65.25].

Further Reading
The electrical power industry has undergone dramatic
changes in many countries in recent years. Recent
deregulation has transformed it from a technology-
driven industry into one driven by public policy
requirements and the open-access market. Now, just
as the utility companies must change to ensure their
survival, engineers and other professionals in the in-
dustry must acquire new skills, adopt new attitudes,
and accommodate other disciplines. The book by
Denny and Dismukes [65.26] provides engineers with
a broad overview of most of the topics that should
be explored in order to understand and meet the chal-
lenges of the new competitive environment. Integrating
the business and technical aspects of the restruc-
tured power industry, it explains how new methods of
power systems operation and energy marketing relate
to public policy, regulation, economics, and engineer-
ing science. The authors examine the technologies and
techniques currently in use and lay the groundwork
for the coming era of unbundling, open access, power
marketing, self-generation, and regional transmission
operations.

References

65.1 L. Philipson, H.L. Willis: Understanding Electric
Utilities and De-regulation (CRC, Boca Raton 2005)

65.2 A. Orths, A. Schmitt, Z.A. Styczynsky, J. Verstege:
Multi-criteria optimization methods for planning
and operation of electrical energy systems, Electr.
Eng. 83, 251–258 (2001)

65.3 M. Ventosa, Á. Baíllo, A. Ramos, M. Rivier: Elec-
tricity market modeling trends, Energy Policy 33,
897–913 (2005)

65.4 L. Zuyi, M. Shahidehpour: Security-constrained
unit commitment for simultaneous clearing of en-
ergy and ancillary services markets, IEEE Trans.
Power Syst. 20(2), 1079–1088 (2005)

65.5 W. Tong, M. Rothleder, Z. Alaywan, A.D. Papalex-
opoulos: Pricing energy and ancillary services in
integrated market systems by an optimal power
flow, IEEE Trans. Power Syst. 19(1), 339–347 (2004)

65.6 UCTE: UCTE Operation Handbook (Union for the Co-
ordination of Transmission of Electricity, Brussels
2004), v2.2/20.07.04

65.7 I. Boldea: The Electric Generators Handbook: Syn-
chronous Generators (CRC, Boca Raton 2006)

65.8 M.B. Zammit, D.J. Hill, R.J. Kaye: Designing an-
cillary services markets for power system security,
IEEE Trans. Power Syst. 15(2), 675–680 (2000)

65.9 G. Chicco, G. Gross: Competitive acquisition of pri-
oritizable capacity-based ancillary services, IEEE
Trans. Power Syst. 19(1), 569–576 (2004)

65.10 Y.A. Liu, Z. Alaywan, M. Rothleder, S. Liu, M.A. As-
sadian: A rational buyer’s algorithm used for
ancillary service procurement, Proc. IEEE Power
Eng. Soc. Winter Meet. (2000) pp. 855–860

65.11 AERC: Reliability Standards for the Bulk Electric Sys-
tems of North America (North American Electric
Reliability Corporation, Princeton 2008)

65.12 G. Gross, J.W. Lee: Analysis of load frequency con-
trol performance assessment criteria, IEEE Trans.
Power Syst. 16(3), 520–531 (2001)

65.13 N. Jaleeli, L.S. VanSlyck: NERC’s new control per-
formance standards, IEEE Trans. Power Syst. 14(3),
1092–1096 (1999)

65.14 N. Jaleeli, L.S. VanSlyck: Discussion of analysis of
load frequency control performance assessment
criteria, IEEE Trans. Power Syst. 17(2), 530–531 (2002)

65.15 B. Stojkovic: An efficient approach for the load-
frequency control and its role under the conditions
of deregulated environment, Eur. Trans. Electr.
Power 16, 423–435 (2006)

65.16 P. Havel, P. Horacek, V. Černý, J. Fantík: Optimal
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Vehicle and R66. Vehicle and Road Automation

Yuko J. Nakanishi

Presently in the USA, Europe, Japan, and in other
parts of the world, intelligent transportation sys-
tem (ITS) technologies are being developed and
deployed to increase the intelligence of vehicles.
The two key benefits of these technologies are en-
hancement of safety and mobility of the traveling
public. The intelligence is provided by electronics,
communications systems, software, and human–
machine interfaces and is assisting drivers with
many aspects of the driving task. Drivers may be
warned about potential crashes with other cars,
about objects that are hidden from their vantage
point, and about excessive speeds. Information
about real-time traffic conditions including inci-
dents on a driver’s preferred route, travel times to
specific destinations, and about restaurants, ho-
tels, and other destination points may be provided.
In-vehicle navigation systems can tell drivers how
to get to a destination on a turn-by-turn basis
and may be linked to a central dispatch cen-
ter to summon help automatically in case of an
accident.

The major initiatives and technologies being
developed in the USA – integrated vehicle-based
safety systems, forward collision warning systems,
road departure crash warning systems, vehicle
infrastructure integration – are described and
discussed in this chapter. In addition, how they
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interact with the driver is important in terms of
safety, liability, and acceptance of the technolo-
gies. The human factors elements that should be
considered are presented and discussed in the
chapter as well.

66.1 Background

66.1.1 USA – Intelligent Transportation
Systems (ITS) Background

In the USA, there were 5 973 000 police-reported motor
vehicle traffic accidents in 2006. These crashes resulted
in 42 642 deaths and 2 575 000 injuries. During 2006,
an average of 117 persons died daily as a result of

these crashes. There were another 4 189 000 accidents
involving property damage only [66.1]. While the fatal-
ity rate has decreased from 1.69 per 100 million vehicle
miles of travel (VMT) in 1996 to 1.41 in 2006, these
statistics are still staggering and reflect the very serious
economic and human costs of these accidents. (Na-
tional Highway Traffic Safety Administration (NHTSA,
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http://www.nhtsa.dot.gov/) reports that, in 2000, the
economic costs of traffic accidents were US$230.6 bil-
lion.)

The latest mobility research by the Texas Trans-
portation Institute concluded that traffic conges-
tion continues to worsen in US cities and causes
4.2 billion hours of delays, depletes US $78 billion from
the US economy, and wastes 2.9 billion gallons of fuel.
In 2005, congestion in urban areas caused the average
peak period traveler to spend an extra 38 h of travel time
and consume an additional 26 gallons of fuel, at a cost
of US $710 per traveler [66.2].

Intelligent transportation systems (ITS) is the ap-
plication of electronics, communications, information,
and information technology to transportation systems.
The primary drivers of these technologies are safety
and mobility. Concomitant benefits are efficiency, con-
venience, and accessibility. Highlights of safety and
mobility benefits generated by ITS projects are pre-
sented below [66.3].

Safety benefits:

• In Georgia, the Navigator incident management pro-
gram reduced secondary crashes from an expected
676 to 210 in the 12 months ending April 2004
(2006).• In North Carolina, a work zone equipped with smart
work zone traveler information systems observed
fewer crashes compared with other work zones
without the technology (2005).• In Baltimore, a second train coming warning sys-
tem decreased the frequency of the most common
risky behavior at crossings (i. e., drivers that crossed
the tracks after the protection gates began to as-
cend from the first train before the protection gates
could be redeployed for the second train) by 26%
(2002).• Evaluation indicated that integrating dynamic mes-
sage signs (DMS) and incident management sys-
tems could reduce crashes by 2.8%, and that
integrating DMS and arterial traffic control systems
could decrease crashes by 2%, in San Antonio, TX
(2000).• In Georgia, call boxes installed on a 39 mile section
of I-185 were estimated to eliminate one injury per
year, and one fatality every 5 years (2000).• An advanced curve warning system on an interstate
route in northern California caused over 68% of
drivers to reduce their speed (2000).• In a rural area of Virginia, a collision countermea-
sure system installed on a two-way stop-controlled

intersection reduced vehicle speeds by 2.4 mi/h,
and increased the average projected time to collision
from 2.5 to 3.5 s (2000).• An automated enforcement systems in California
decreased highway–rail grade crossing violations by
up to 92% (1999).• A dynamic truck downhill speed warning system
installed on I-70 in Colorado reduced the average
speed of passing trucks by approximately 5.2 mi/h
(1999).• In Colorado, a downhill truck speed warning sys-
tem installed on I-70 reduced runaway ramp usage
by 24% and contributed to a 13% drop in crashes
involving trucks and excessive speeds (1997).• After a ramp rollover warning system was installed
at three curved exit ramps on the beltway around
Washington, DC, there were no accidents at any
of these sites during the 3 year postdeployment test
period evaluated (1997).• Following deployment of the TransGuide freeway
management system in San Antonio, TX, crash fre-
quency was reduced by 41% and incident response
time decreased by 20% (1997).• Advanced traffic management systems in Amster-
dam and Germany reduced crash rates by 20–23%
(1999).• In Japan, a real-time incident detection and warning
system installed on a dangerous curve on the Han-
shin Expressway decreased the rate of secondary
crashes by 50% (1997).

Mobility benefits [66.3]:

• In Georgia, the Navigator incident management pro-
gram reduced the average incident duration from
67 min to 21 min, saving 7.25 million vehicle-hours
of delay over one year (2006).• In Georgia, the highway emergency response
operator (HERO) motorist assistance patrol pro-
gram and Navigator incident management activities
saved more than 187 million US dollars, yielding
a benefit-to-cost ratio of 4.4:1 (2006).• In Utah, incident management teams in Salt Lake
Valley area decreased incident duration by approxi-
mately 20 min per incident on three major interstates
(2004).• In 2002, the Maryland coordinated highways
action response team (CHART) highway inci-
dent management program reduced delay by
about 30 million vehicle−hours and saved about
5 million gallons of fuel (2003).
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• In Albuquerque, NM, work zone surveillance and
response at the Big I Interchange reduced average
clearance time by 44% (2001).• During the first year of operations at the Big I work
zone in Albuquerque, temporary traffic management
and motorist assistance patrols reduced the average
incident response time to less than 8 min, and no
fatalities were reported (2001).• Modeling performed as part of an evaluation of nine
ITS implementation projects in San Antonio, TX,
indicated that integrating dynamic message signs
(DMS), incident management, and arterial traffic
control systems could reduce delay by 5.9% (2000).• The delay reduction benefits of improved incident
management in the Greater Houston area saved
motorists approximately US $8 440 000 annually
(1997).• In San Antonio, TX, a freeway management
system led to an estimated delay savings of
700 vehicle−hours per major incident (1997).• In Brooklyn, an incident management system on
the Gowanus and Prospect Expressways used closed
circuit television (CCTV), highway advisory radio,
DMS, and a construction information hotline to im-
prove average incident clearance time by about 1 h,
a 66% improvement (1997).

The National ITS Architecture [66.4] provides a com-
mon framework for the planning defining and imple-
mentation of ITS, and defines the required functions, the
physical entities or subsystems where these functions
reside, and the information flows and data flows link-
ing these functions and physical subsystems together.
The National ITS Architecture consists of three layers,
institutional, communications, and transportation:

• Institutional layer: represents the existing and
emerging institutional constraints and arrangements
and addresses policy issues, funding incentives,
working arrangements, and jurisdictional structure.• Communications layer: comprises communication
equipment such as wireless transmitters and re-
ceivers.

a) b) c)

Fig. 66.1 (a) Collision avoidance system. (b) Driver assis-
tance system. (c) Collision notification system

• Transportation layer: presents relationships among
the transportation-related elements, including trav-
eler subsystems, vehicles, transportation manage-
ment centers field devices, and external system
interfaces.

Logical architecture defines ITS processes, process-
to-process data flows, and data elements and is not
technology specific. Physical architecture is the high-
level structure containing major ITS system compo-
nents. Subsystems are the structural elements of the
physical architecture. The subsystems are categorized
into center, traveler, field, and vehicles [66.5].

The intelligent vehicles subsystem is comprised of
collision avoidance systems, driver assistance systems,
and collision notification systems (Fig. 66.1).

Collision avoidance systems (CAS) warn drivers of
impending danger. The vehicle warnings need to occur
early enough for the driver to take action, and must also
be clear and understandable to the driver. Since multi-
ple alarms would be confusing and distracting for the
driver, a management system needs to be present to de-
cide which CAS or driver assistance warning to provide
when the condition warrants it. CAS systems comprise
the following elements:

• Intersection collision warning systems detect and
warn drivers of approaching traffic at high-speed
intersections; these systems use both vehicle- and
infrastructure-based technologies. Once vehicle in-
frastructure integration is in place, other drivers
would also be able to receive warnings about im-
pending violations (Fig. 66.2).• Obstacle detection systems use vehicle-mounted
sensors to detect obstructions, such as other vehi-
cles, road debris or animals, in a vehicle’s path and
alert the driver. An example of a more advanced sys-
tem for obstacle detection and road navigation in
intelligent vehicles is presented in Fig. 66.3.• Lane-change warning systems have been deployed
to alert bus and truck drivers of vehicles or obstruc-
tions in adjacent lanes when the driver prepares to
change lanes.• Lane departure warning systems warn drivers that
their vehicle is unintentionally drifting out of the
lane.• Rollover warning systems notify drivers of heavy
trucks when they are traveling too fast for an
approaching curve, given their vehicles operating
characteristics. This system would also be useful for
light trucks (sports utility vehicles (SUVs)) as well.
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a) b) c)

d) e) f)

Fig. 66.2 (a) The robot approaches an intersection and identifies a waiting car (rectangle marked by a blue diamond).
As the gets closer (b) it detects a second vehicle (rectangle, left of frame), and upon coming to a stop (c) tracks a third
vehicle, which arrives late (rectangle middle of frame). (d) The first vehicle begins moving through the intersection, and
precedence is transferred to the second vehicle, denoted by the teal diamond. (e) The second vehicle begins traversing the
intersection. (f) Upon all clear, the robot takes precedence ahead of the third vehicle and safely navigates the intersection
(courtesy of Tartan Racing, Carnegie Mellon University)

• Road departure warning systems have been tested
using machine vision and other in-vehicle systems
to detect and alert drivers of potentially unsafe lane-
keeping practices and to keep drowsy drivers from
running off the road.• Forward collision warning systems use microwave
radar and machine vision technology to help de-

a) b)

c) d)

tect and avert crashes. Drivers are warned of unsafe
conditions via vehicle displays or audible alerts. If
a driver does not properly apply brakes in a crit-
ical situation, some systems automatically assume
control and apply the brakes in an attempt to avoid
a collision.• Rear-impact warning systems use radar detection to
prevent accidents. A warning sign is activated on
the rear of the vehicle to warn tailgating drivers of
impending danger.

Driver assistance systems (DAS) assist drivers nav-
igate their vehicles safely, enhance their vision, and
control the speed of their vehicles. These systems will

Fig. 66.3 (a) Vehicle navigating down a single-lane road
(lane boundaries shown in blue, current curvature of the
vehicle shown in pink, minimum turning radius arcs shown
in yellow). (b) extracted centerline of the lane (in red).
(c) candidate trajectories generated by the vehicle given
its current state, the centerline path, and lane bound-
aries. A single trajectory is selected for execution, as
discussed. (d) the same scenario from an alternative view-
ing angle (courtesy of Tartan Racing, Carnegie Mellon
University)
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be especially valuable in inclement weather or in other
hazardous conditions. Driver assistance systems com-
prise:

• In-vehicle navigation and route guidance systems
with global positioning system (GPS) technology
may reduce driver error, increase safety, and save
time by improving driver decision in unfamiliar ar-
eas.• Integrated driver communication systems enable
drivers and dispatchers to coordinate rerouting deci-
sions on-the-fly and can also save time and money,
and improve productivity.• In-vehicle vision enhancement improves visibility
for driving conditions involving reduced sight dis-
tance due to night driving, inadequate lighting, fog,
drifting snow or other inclement weather condi-
tions.• Object detection systems warn the driver of an ob-
ject (front, side or back) that is in the path or
adjacent to the path of the vehicle. Currently the
most common application is parking aids for pas-
senger vehicles. Toyota’s intelligent parking assist
(IPA) system uses cameras and sensors to steer the
car for the driver for parallel parking or backing into
a parking space. Obstacle detection sensors for rear
and forward bumpers are available from automakers
or available from individual vendors.• Adaptive cruise control systems maintain a driver
set speed without a lead vehicle, or a specified
following time if there is a lead vehicle and it is
traveling slower than the set speed.• Intelligent speed control systems limit maximum
vehicle speed via a signal from the infrastructure to
an equipped vehicle.• Lane keeping assistance systems can make minor
steering corrections if the vehicle detects an immi-
nent lane departure without the use of a turn signal.• Roll stability control systems take corrective action,
such as throttle control or braking, when sensors de-
tect that a vehicle is in a potential rollover situation.• Drowsy driver warning alerts drivers when they
have become fatigued.• Precision docking systems automate precise posi-
tioning of vehicles at loading/unloading areas.• Coupling/decoupling: intelligent cruise control,
speed control, guidance/steering, and coupling/de-
coupling systems which help transit operators link
multiple buses or train cars into trains each as-
sist drivers with routine tasks that weight on driver
workload.

• Onboard monitoring tracks and reports cargo con-
dition, safety, and security, and the mechanical
condition of vehicles equipped with in-vehicle di-
agnostics. This information can be presented to the
driver immediately, transmitted off-board, or stored.
In case of a crash or near-crash, in-vehicle event data
recorders can record vehicle performance data and
other input from cameras or sensors.

Collision notification systems (CNS) such as GM’s
Onstar system report accidents to emergency respon-
ders or dispatch centers either manually (MAYDAY)
or automatically with automatic collision notification
(ACN). Details about the accident such as its severity
and number of passengers inside the vehicle may also
be reported.

• MAYDAY/ACN products utilize location technology,
wireless communication, and a third-party response
center to notify the closest public safety answering
point (PSAP) for emergency response.• Advanced ACN systems use in-vehicle crash sen-
sors, GPS technology, and wireless communications
systems to supply public/private call centers with
crash location information, and in some cases, the
number of injured passengers and the nature of their
injuries.

Additional information and ITS initiatives in the
USA are provided in subsequent sections of this chapter.

66.1.2 European Union –
Telematics Initiatives

In Europe, telematics is the equivalent of ITS technolo-
gies, and the key benefits being sought by the European
countries are similar. The European Commission seeks
to further reduce road fatalities by 50% by 2010. To
accomplish this, preventive safety systems are being de-
veloped within various Europe-wide initiatives such as
eSafety and PReVENT.

The eSafety effort established by the European
Commission contains nine working groups which focus
on crash-causation analysis, human–machine interface,
and others. First-generation or autonomous systems
within the vehicle act as isolated units with minimal in-
teraction among the units and minimal external input.
The core technologies are:

• Advanced vehicle sensors and communications sys-
tems that integrate with onboard navigation systems• Advanced GPS coordinates with digital mapping
and location-based services
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• Vehicle and infrastructure information, emphasizing
safety and efficiency

Second-generation initiatives such as PReVENT
manage the vehicle’s performance in the context
of the overall system, with the vehicle and infras-
tructure working together to enhance the safety of
motorists [66.6].

PReVENT systems are being designed to be in-
teroperable across European nations and even on
a global basis. PReVENT technologies will predict
the behavior of traffic and other drivers, and include
sensing technologies, in-vehicle digital map and po-
sitioning technologies, and wireless communications
systems. The technologies revolve around provision
of driver-oriented safety applications. A key element
of PReVENT is advanced driver assistance systems
(ADAS), which was originally initiated as a result of the
EUREKA programme for an European traffic of highest
efficiency and unprecedented safety (PROMETHEUS)
project [66.7].

• The 3 year MAPS&ADAS subproject has produced
an ADAS interface, ADAS maps for PReVENT test
sites, and a safety impact assessment of the maps.
This project is needed because access to map data by
applications other than navigation requires a stan-
dard nonproprietary interface.• The ProFusion subproject focuses on sensors and
sensor data fusion. The first preliminary concept
building phase has been completed. The objectives
of the second phase are:
– To develop concepts and methods for sensor

data fusion to improve the reliability and robust-
ness of perception systems

– To define and implement a flexible and modu-
lar architecture for fusion systems with diverse
approaches

– To establish and maintain the Fusion Forum,
which promotes sensor data fusion in driver as-
sistance and active safety systems• RESPONSE 3 will develop a code of practice for

the development and testing of ADAS for European
industry and will address the key issues of reason-
able safety and duty of care by defining safe ADAS
development and testing.• PReVAL subproject will provide PReVENT with
a common evaluation framework and methodology
to assess the impact of various applications.• INSAFES (integrated safety system) is developing
new control functions to improve the functionality
of applications already developed.

• The 3 year WILLWARN (wireless local danger
warning) subproject will generate a safety applica-
tion that warns the driver whenever a safety-related
critical situation occurs beyond the driver’s field
of view. The application will include the develop-
ment of onboard hazard detection, in-car warning
management, and decentralized warning distribu-
tion by vehicle-to-vehicle communication on a road
network• The SASPENCE (safe speed and distance) system
will guide the driver regarding desirable speed and
headway for the given driving conditions.

66.1.3 Japan – ITS Initiatives

In Japan, the focus of ITS efforts has initially been on
in-vehicle information systems, and the benefits sought
have been in terms of safety and the environment. As in
Europe, there has been strong national leadership with
regards to achieving these benefits. In comparison with
other nations, Japan has many vendors of ITS-related
products and services.

The vehicle information and communication system
(VICS) is a real-time system that provides information
including weather, road and traffic conditions, and nav-
igation assistance to in-vehicle navigation systems. The
system has been considered a great success with more
than 9 million subscribers in 2004. While the VICS ser-
vice is free, users pay a one-time setup fee, and purchase
the onboard navigation system. This system serves as
a catalyst for further ITS deployment in automobiles.
Taxi probes equipped with GPS and wiper sensors are
used by the Japan Road Traffic Information Center to
obtain information about the transportation system; the
information is then analyzed and passed along to mo-
torists using VICS. A mobile radio local-area network
in the 2.4 GHz bandwidth was installed by the Japan
Highway Public Corporation and is used to commu-
nicate both data and images to in-vehicle navigation
systems [66.6].

Other technologies that have been developed in-
clude the following:

• Vehicles equipped with cameras to allow drivers
to see objects and roadway features in blind spots.
This technology is an element of advanced cruise-
assisted highway systems (AHS), which provide
information on highway features (curve data or
other roadway information) as well as warnings of
obstacles. AHS warns drivers of impending dangers
and allows a timely response to them.
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• The radar cruise control (with low-speed following
mode) system enables drivers to adjust headway be-
tween their own vehicle and the one immediately
ahead, thereby providing uniform traffic flow and
automatic adjustment of speed based on the actions
of the lead vehicle. Adaptive cruise control provides

the added benefit of mild to increasingly intense
braking if the driver of a vehicle does not respond
safely to a slowing or stopping vehicle ahead.

The remainder of the chapter will discuss specific
ITS initiatives established in the USA.

66.2 Integrated Vehicle-Based Safety Systems (IVBSS)
The Integrated Vehicle-Based Safety Systems (IVBSS)
initiative addresses the subset of accidents caused by
rear-ending, road departures, and lane changes. The
initiative involves the development of objective tests
and criteria for performance of IVBSS, and how best
to communicate an integrated warning to the driver.
IVBSS is expected to have the potential to reduce these
accidents by almost 50%, which translates into about
21 000 lives saved per year.

The IVBSS program will evaluate the safety ben-
efits and driver acceptance of the following crash
warning subsystems [66.8]:

• Forward crash warning, which warns light vehicle
and heavy truck drivers of the potential for a rear-
end crash with another vehicle• Lateral drift warning, which warns light vehicle and
heavy truck drivers that they may be drifting inad-
vertently from their lane or departing the roadway• Lane-change/merge warning, which warns light ve-
hicle and heavy truck drivers of possible unsafe
lateral maneuvers based on adjacent or approach-
ing vehicles in adjacent lanes, and includes full-time
side object presence indicators• Curve-speed warning, which warns light vehicle
and heavy truck drivers they may be driving too
quickly into an upcoming curve

The two main functions of IVBSS are situation
characterization, which determines that a potential
crash threat exists, and threat assessment, which de-
termines whether an alert should be issued for each
warning subsystem. The major elements of IVBSS are
as follows [66.8].

• Sensing subject vehicle information and driver con-
trol inputs: The IVBSS system must obtain certain
information from the vehicle; for example, for rear-
end crashes, vehicle speed, yaw rate, and driver
brake switch are important.• Sensing roadway geometry and characteristics: Ob-
taining information about the roadway (e.g., road

curvature, vehicle axes relative to the lane, position
of the vehicle in the lane, determination of whether
the lane edges are road edges, time rate of change of
the lateral position of the vehicle relative to the road
edge).• Sensing objects and characterizing object type and
motion: To avoid crashes, identification and location
of other vehicles in the same lane and in adjacent
lanes are important.• Estimating road condition parameters: Each warn-
ing function is required to obtain and use available
data that may indicate low road friction.• Sensing driver attributes: In the subsequent year of
the research, individual driver behavior will be in-
tegrated into decisions about the issuance of crash
alerts.

US Department of Transport (DOT)-sponsored ef-
forts have produced driver–vehicle interfaces including
visual and auditory display requirements; specific warn-
ing messages have been identified and are under
development; human factors tests were conducted to
test the interfaces and the system itself; and prototype
hardware was developed for the IVBSS evaluation.

US DOT-sponsored field tests of forward crash
warning (FCW) systems for light vehicles in the Colli-
sion Avoidance Metrics Partnership (CAMP) program
which produced performance criteria for radar-based
FCW crash warning systems [66.9]. Further FCW
crash warning systems research was performed in the
Automotive Collision Avoidance Systems (ACAS) pro-
gram [66.10–12].

66.2.1 IVBSS Systems Architecture

The systems architecture diagram shown in Fig. 66.4
displays the major subsystems along with the sensors
and software, and the hardware interfaces and commu-
nication protocols of the IVBSS.

The five major elements of the architecture (to the
left of the buses) are:
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Fig. 66.4 IVBSS system architecture (after [66.8])

• Gateway: Translates appropriate messages from two
original equipment manufacturer (OEM) data buses
to one of the project CAN buses• Lateral drift warning module: Uses forward vision-
based lane tracking and other signals from the CAN
bus to broadcast LDW (lane departure warning)
alert requests onto the bus• Curve speed warning module: Uses GPS, an on-
board digital map, and other information to broad-
cast CSW alert requests onto a serial link to the

LFAD (light-vehicle module for LCM, FCW, arbi-
tration, and DVI) module• LCM (lane change/merge warning)/FCW/arbitra-
tion/DVI (driver-vehicle interface) module: A chas-
sis that includes processors and other hardware
on which LCM, FCW, arbitration, and DVI are
hosted• Data-acquisition system module: A two-central pro-
cessing unit (CPU) module with peripherals that
records data.
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The additional elements above the three IVBSS
CAN buses include two vision-based modules that as-
sist with LCM functionality on the left and right side
of the vehicle and a third vision-based module that as-
sists FCW target selection and three pairs of short-range
radars communicating with the IVBSS CAN buses
through a radar processing unit (RPU).

66.2.2 Forward Collision Warning (FCW)
System

Forward collision warning (FCW) systems warn the
driver when the vehicle is about to crash into the rear-
end of another vehicle or object. FCW systems use
sensors such as radar, GPS, and vehicle-to-vehicle com-
munications systems in combination with appropriate
algorithms to detect static and moving obstacles and
determine when to issue an alert request. The request
is forwarded to an arbitration subsystem which re-
ceives requests from all driver warning systems and
decides which warning to issue. The two important
driver behavior parameters are: driver brake reaction
time – the time required for the driver to respond to
the alert by braking – and driver deceleration behavior
in response to the alert under a wide range of condi-
tions [66.9].

Figure 66.5 depicts a cooperative FCW application.
The host vehicle, equipped with the FCW system,

can transmit and receive dedicated short range commu-
nications (DSRC) messages while only target vehicle 2

Fig. 66.5 Cooperative forward collision warning applica-
tion (www.nhtsa.gov)

has a similar DSRC messaging system. The host ve-
hicle’s system will scan vehicles in its sensing area,
choose the closest in-path target, and analyze the tar-
get’s dynamics information. If the target is a threat,
a warning will be sent to the driver of the target vehicle.
Currently, FCW updates at 100 ms and have coverage
ranges of 150 m.

The system performance is enhanced by vehicles
that have DSRC due to the additional redundancy pro-
vided in vehicle detection. Redundancy is important
especially in adverse environmental (e.g., snow) con-
ditions. Dynamics information received from the target
vehicle is richer; information about vehicle size, type,
position, and turn-signal status can be transmitted to the
host vehicle. Also, the information is received with low
latency. Earlier detection of the target vehicle cutting
into the host vehicle’s path is possible due to informa-
tion about turn-signal status, steering wheel position,
and yaw rate. Conversely, false alarms may be reduced
by earlier detection of the target vehicle leaving the host
vehicle’s path.

Another benefit of DSRC-equipped vehicles is early
detection of stopped vehicles. Presently, it is not possi-
ble to identify stopped vehicles until it is too late to issue
a warning to prevent an accident. A DSRC-equipped ve-
hicle can warn other vehicles that it is stopped. Once all
vehicles on the road are equipped with DSRC, sensors
would not be needed.

A Forward Collision Warning Requirements Project
sponsored by NHSTA sought to develop a FCW crash
alert timing approach by examining last-second brak-
ing and lane-change maneuvers. One finding was that
differences in last-second braking and steering were de-
pendent on kinematic conditions.

Two braking onset models were developed – one
using linear regression, and the other using logistic re-
gression.

1. The first model develops a deceleration value above
which the driver is assumed to be in alert mode
when the driver is about to brake. The inputs of the
model were the closing speed between the following
and leading vehicle, the lead vehicle deceleration
value, and knowledge of whether or not the lead
vehicle is moving or stationary.

2. The second model is the three-tiered inverse time-
to-collision model which predicts the probability
that a driver is in an appropriate alert condition. The
model contains inverse time to collision which is the
difference in speeds of the following and leading
vehicles divided by the ranges between the vehicles.
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The FCW software modules are as follows:

1. Radar-based scene tracking: Tracks objects with re-
spect to the subject vehicle

2. Path prediction and data fusion: Determines the up-
coming geometry

3. Primary target determination: Determines the in-
lane primary target that is considered the most likely
to pose a crash threat

4. Vision-based primary target validation and charac-
terization: Validates the choice of primary target,
and includes verification that the target is a relevant
vehicle

5. Threat assessment: Given the primary target, de-
cides whether to issue an FCW crash alert request

6. FCW false-alarm management: Manages false
alarms to reduce the nuisance alarm rate using his-
torical data and subsequent driver responses

66.2.3 Road Departure Crash Warning
(RDCW) System

Road departure accidents make up less than one-fifth
of accidents but cause almost 40% of annual highway
fatalities and are often caused by driver inattention,
intoxication or drowsiness. Road departure crash warn-
ing (RDCW) systems warn drivers of impending road
departure crashes due to lateral drift (unintentionally
moving into another lane) or excessive curve speeds.

The Intelligent Vehicle Initiative (IVI) Road De-
parture Crash Warning System Field Operational Test
(RDCW FOT) project conducted under a cooperative
agreement between the US Department of Transporta-
tion and the University of Michigan Transportation
Research Institute and its partners provided valuable in-
sights into driver behavior and the specific benefits of
the RDCW system which may be generalized to sim-
ilar systems. The RDCW system tested in the RDCW
FOT project targeted lane departure crashes as well as
vehicles traveling into curves at unsafe speeds [66.13].

The RDCW system architecture developed for the
project is shown in Fig. 66.6.

The lateral drift warning system (LDW) provided
a set of driver alerts in the form of visual and haptic
seat vibrations when the vehicle started to drift towards
or outside of the lane boundaries; the driver was then
expected to assess the situations and take appropriate
action. The LDW system issued imminent alerts in the
form of a visual icon and audible message in more haz-
ardous conditions (e.g., when striking an object was
imminent).

The key primary sensors used by the LDW system
were forward cameras to identify the lane boundaries
and road edges, brake switch, and turn-signal switch.
Supporting equipment were GPS, a digital map and
database, vehicle speed, yaw-rate gyro, and forward-
and side-looking radars.

The three major changes effected by the LDW sys-
tem on driver behavior were all positive; these changes
were:

1. The rate of turn-signal use during lane changes in-
creased.

2. Lane keeping performance improved: The standard
deviation of lane position decreased significantly:
the number of events in which the outside of the
vehicle’s tire crossed the lane edge or came within
4 inches of the lane edge was reduced by 50%. The
time spent within 4 inch of the lane edge or outside
the lane edge was reduced by 63%.

3. With the warning system in place, the data suggest
that the vehicle returns to the lane more quickly.

The curve speed warning system (CSW) warns
drivers to reduce speed before entering an upcoming
curve. The CSW system uses GPS and a digital map to
determine curve locations and radii. Recent driver ac-
tions such as applying turn signals were incorporated
into the system’s decision to issue an alert. The driver
warnings consisted of visual, audible, and haptic cues
similar to those of the LDW system.

In addition to GPS and a digital map, the CSW
system used vehicle speed and yaw-rate gyro as the pri-
mary sensors, while the supporting equipment consisted
of the camera, brake switch, and turn-signal switch.

66.2.4 Human Factors

Background
Human factors research is an important aspect of vehi-
cle automation systems. Evaluation of driver interaction
with driver assistance systems such as in-vehicle navi-
gation systems, evaluation of different user interfaces
for the systems, and driver understanding of and reac-
tion times to collision warning systems are essential
in the development of a safe and effective technology.
According to NHTSA, driver distraction contributes to
20–30% of crashes, and in-vehicle navigation systems
and other systems that require driver attention will cause
driver distraction. A 2000 NHTSA study confirmed that
entering destinations into navigation systems along with
cellphone dialing and radio tuning were distracting to
the driver [66.14].
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Fig. 66.6 RDCW system architecture (after [66.15]) (PB – push button)

Understanding driver behavior is also important
in minimizing nuisance or false alerts, which not
only cause stress and irritation to the driver but may
also cause driver distraction. For instance intentional
lane changes involve particular actions by the driver
which may resemble actions taken when an accident
is imminent. Therefore precisely differentiating driver
behaviors is necessary.

How is human factors research conducted? Vehi-
cle simulators used by NHTSA, car manufacturers,
research centers, and driver training centers are valu-
able in the initial research and development (R&D) of
vehicle technologies. In the continuum of assessment
methodologies, simulators offer the greatest range of
possible scenarios and driving conditions within a safe
setting and are at the lowest end in terms of noncap-
ital resource expenditures. Modular design simulators

have interchangeable cabs which can be configured for
different vehicle models. Multistation driving simulator
allows one controller/instructor to control multiple driv-
ing stations, enabling simultaneous multiple simulation
runs. Recently Toyota introduced its new simulator that
imitates speed, acceleration, deceleration, comfort con-
ditions, and conditions at intersections. The simulator
is comprised of eight high-precision projectors within
a large dome which has a turntable, tilt mechanism, and
vibration equipment. The dome is on a track that allows
forward, backward, and side-to-side movement. Jaguar
and Land Rover’s engineering facility in the UK also in-
troduced a state-of-the-art simulator that relies more on
virtual reality to create three-dimensional (3-D) vehicle
exteriors and interiors [66.16]. Less sophisticated sim-
ulators might consist of a steering wheel connected to
a monitor displaying roadway images.
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A proving ground is the next step in the develop-
ment and testing process. Before systems are tested on
the road, it is prudent to test them in a more controlled
environment. Most automakers have their own proving
ground or use an independent facility. These facilities,
like simulators, range in size and number of features.
Some facilities may have 50 miles of roadway of vary-
ing types. After the system has undergone additional
modifications and fine-tuning, realistic driving scenar-
ios should be evaluated.

Field testing on actual roadways is resource in-
tensive because multiple vehicles need to be fitted
out with the technologies and then test subjects re-
cruited to drive the vehicles for a certain number of

weeks. Usually baseline data without the use of assis-
tance or warning systems to reveal a driver’s natural
driving behavior are gathered initially and then com-
pared against their behavior after the systems are turned
on.

To be able to generalize test results in field tests,
a sufficient number of test subjects should be se-
lected from a diverse population in terms of age,
gender, and driving experience; testing should be
conducted under a variety of weather and traffic con-
ditions, different roadway geometry, and freeway and
local roadways in urban, suburban, and rural settings;
and, optimally, it should be performed in real-world
settings.

66.3 Vehicle Infrastructure Integration (VII)
In order to connect drivers, roads, and vehicles, the
US Vehicle Infrastructure Integration or VII has been
established. VII is envisioned to be a national communi-
cations infrastructure and will enable vehicle-to-vehicle
and vehicle-to-roadside communications. The dedicated
short-range communications (DSRC) 5.9 GHz system,
a reliable short-range wireless technology, has been
designated for transportation and public safety applica-
tions. What will be required will be the development of
national standards for interoperability, close collabora-
tion among US DOT, state DOTs, and vehicle makers,
the development of key technologies, and the resolution
of political, institutional, legal, economic, and social
issues connected with the infrastructure.

The four phases of the VII initiative are [66.17]:

1. Case and application development planning
2. Proof-of-concept testing
3. Prototype development, testing, and analysis.

Human factor issues will be addressed, real-world
applications refined and expanded, and institutional
challenges considered, such as citizen anonymity,
privacy, and security.

4. The final step is deployment readiness and support,
including identifying the resources, policies, and
governance necessary to move forward.

Phase 1 has been completed, and phase 2 testing
is now underway, with California and Michigan hav-
ing the most VII test-bed infrastructure. Also, a large
demonstration of VII is planned in New York City in
November of 2008 at the 2008 World Congress and ITS
America 2008 annual meeting.

66.3.1 VII Benefits

VII safety benefits are brought about by collision
warning systems on highways and local arterials, inter-
section collision avoidance technology, traffic violation
warnings, and roadway curve warning; for example
a broken-down vehicle on an interstate could send wire-
less messages to an approaching semitrailer truck, and
on to the cars behind it. According to Bob Lange, exec-
utive director of vehicle structure and safety integration
at General Motors Corp, it could even apply the car’s
brakes automatically if the driver behind the truck is dis-
tracted. If there is a potential conflict at an intersection,
the roadside infrastructure could transmit appropriate
messages to the vehicles approaching the intersection,
and the vehicles would then alert the drivers. Similarly,
warnings would be issued if another car is in a vehi-
cle’s blind spot, or if a lane change is required due to
construction work.

Other benefits enhance the mobility of drivers and
their access to desired destinations. In-vehicle naviga-
tion systems direct drivers by voice to their destinations
and provide convenient real-time turn-by-turn direc-
tions. Some systems have voice recognition capability
so that the driver need not manually input the des-
tination, and other systems assist drivers optimize
their trips and can incorporate personal preferences
such as avoiding highways. In-vehicle information sys-
tems assist drivers find destinations such as hotels,
restaurants, and gas stations, and may even have real-
time information comparing gas prices at different
stations. These systems can also help drivers avoid con-
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gested roads by providing real-time incident and delay
information.

Vehicles, acting as information probes, would col-
lect and transmit data about traffic and road conditions
anonymously to the roadside infrastructure, which
would then process the information and send it out to
the vehicles on the road; users of the data could be
charged a subscription fee, making VII a viable busi-
ness opportunity for the private sector. This information
can also be used by transportation planners and traf-
fic management center (TMC) operators for corridor
management tasks.

66.3.2 VII Risks

Historically the majority of potential technology users
will only adopt once the very early users, who are will-
ing to experiment, try and approve a new technology;
cellphones, for instance, took 20 years before achiev-
ing widespread consumer acceptance [66.18]. The VII
infrastructure will take a large amount of resources to
deploy, about US $6–8 billion, which will likely require
Congressional approval or a combination of govern-
ment and private-sector involvement.

The primary risks for VII are the following technical
and market risks.

Technical risks include: the need to integrate mul-
tiple technologies; ensuring connectivity within the
DSRC network, and a determination of how to handle
the data generated by the system; the development of
a technology that will be able to perform real-time ana-
lysis of data from many different input sources. There
is also a question over whether the technologies will be

effective if only a portion of users adopt them. Also,
how the entire country will be mapped, and how VII
can be flexibly applied to local needs, will need to be
determined.

Market risks include the identification of funding for
the system, user acceptance and willingness-to-pay is-
sues, and difficulty in accurately assessing system value
until after the system has been implemented. From
the automakers’ perspective, the introduction of new
features and innovations is always risky, particularly
a safety feature which could increase the likelihood of
lawsuits. Therefore the business case for automakers to
incorporate these systems into their vehicles must be
especially strong.

Because of the uncertainty with regards to which
technologies in which form will receive the greatest
user acceptance, an open architecture would be rec-
ommended. Also, the development and use of industry
standards will be important. Industry standards such as
local interconnect network and media-oriented systems
transport are being created for communication buses to
link electronic control units, subsystems, and sensors.
Automotive open system architecture (AUTOSAR),
a partnership of auto manufacturers, suppliers, and
tool developers, is attempting to become the de facto
standard-setting organization for the auto industry on
a global basis. AUTOSAR seeks to minimize barriers
between functional domains and networks indepen-
dently from the hardware and to manage the increasing
complexity of the technology. AUTOSAR is an open
and standardized global automotive software architec-
ture with the following motto: Cooperate on standards,
compete on implementation [66.19].

66.4 Conclusion and Emerging Trends

While fully automated driverless vehicles and flying
cars are many years away, ITS technologies have been
increasing the capabilities, intelligence, and safety of
the automobile. An early generation of such vehicles
can be seen in Figs. 66.7 and 66.8. The percentage
of total vehicle value accounted for by electronics and
software is currently 15% for compact cars, 28% for
luxury cars, and 47% for hybrid cars, and is expected
to rise yearly. The continuing need for mobility and

Fig. 66.7 Defense Advanced Research Projects Agency
(DARPA) car at the Intelligent Vehicle Conference 2008,
Eindhoven
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safety enhancements will ensure the growth of the value
of electronics and software; the increase is estimated
to be about 150%, from US $187 billion in 2002 to
US $464 billion in 2015 [66.20].

Much progress has already been made in deploy-
ing individual ITS technologies, and many mobility
and safety benefits are already being experienced.
The National ITS Architecture has been the unifying
framework allowing the disparate transportation tech-
nologies to work together; and vehicle infrastructure
integration will be the engine by which vehicle-to-
vehicle and vehicle-to-roadside communications will
take place. Once the Integrated Vehicle-Based Safety
Systems initiative is completed and the safety-oriented
ITS technologies are implemented, even more safety
benefits are expected to be realized.

Fig. 66.8 Carnegie Mellon entry to the DARPA 2007
Urban Challenge competition, Boss, Tartan racing robot
(courtesy of Tartan Racing, Carnegie Mellon University)
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Air Transporta67. Air Transportation System Automation

Satish C. Mohleji, Dean F. Lamiano, Sebastian V. Massimini

The air transportation system infrastructure is
comprised of communication, navigation, surveil-
lance, and air traffic management systems, and
is known as the National Airspace System. This
chapter describes the current very high-frequency
and high-frequency modes of communication,
very high-frequency omnidirectional range, dis-
tance measuring equipment, and instrument
landing systems for navigation/guidance to the
aircraft, and primary, as well as secondary radars,
for surveillance. The two primary functions of
the ground-based air traffic management sys-
tem, viz. traffic flow management for strategic
air traffic planning and air traffic control for
safe movement of aircraft, are discussed in
detail. This chapter also addresses the limited
role of automation in both the aircraft cockpit
and the ground-based air traffic management
system.
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The US civil air transportation system today handles
over 700 million passengers and 40 billion revenue ton
miles of cargo annually that require about 23 million
aircraft operations. Each aircraft operation represents
a flight from take off to touch down between its
departure and destination airports. This number is fore-
casted to reach a level of 35 million operations by the

year 2025. Although the air transportation system has
recorded a very high level of safety over the years, the
continued growth in demand for air traffic services has
created operational inefficiencies, which result in signif-
icant flight delays and lost revenue for the users. Today,
a majority of decisions in the aircraft and in the ground
control system are manual. The human decision making
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is intensive for the pilots and controllers in terms of their
workloads, and will become unmanageable as traffic
levels grow. In order to deal with the traffic growth, the
future air transportation system will require increased
automation of air/ground functions to enhance safety,
capacity, and flight efficiency while reducing delays and
workload.

The performance of the air transportation system
is measured by four key metrics relating to safety, ca-
pacity, flight efficiency/delays, and workload. Because
aircraft safety is of the utmost importance, the US Gov-
ernment has established regulations that require the
aircraft to maintain a minimum separation distance from
other aircraft. These separation minima vary with the
phases of flight. Explanations of the separation min-
ima and their influence, as well as limitations on flight
operations, are provided. How the use of automation
could in the future overcome these limitations is also
discussed.

Efforts are underway to define concepts for the next-
generation (NextGen) air transportation system in the
USA, and the Single European Sky air traffic man-
agement (ATM) research project in Europe. The Joint
Planning and Development Office, mandated by the US
Congress, is charted to develop NextGen concepts for
the years 2025 and beyond. The goals and requirements
of the NextGen system are presented. Also discussed
is the ongoing research and development of new satel-
lite technologies, including data link and satellite-based
navigation and surveillance, as well as the needed au-
tomation of ground-based decision support functions.
It is expected that enhanced automation in the aircraft
and in the ground system will provide safe and efficient
services to a significantly higher number of aircraft op-
erations in the future.

The civil air transportation system is an essential
component of the global economy. It is required for
timely movement of people and cargo. Until now, air
travel has been the safest mode of transportation per
passenger mile. Because of the cost, air transportation
has not been the primary mode of transportation for
long-distance travel in most countries, even though it
has been widely used in the USA. However, the demand
for air travel around the world is now increasing at a fast
pace to meet multinational commerce needs. For glob-
ally harmonized aircraft operations, the International
Civil Aviation Organization (ICAO), in collaboration
with National Civil Aviation Authorities (CAA), has
established standards and operating procedures to be
followed by all aircraft operators and air traffic service
providers.

In the US, the National Airspace System (NAS) is
a complex system of human-centric systems providing
communication, navigation, and surveillance (CNS),
and air traffic management (ATM) services to air-
craft flying passengers and cargo. During 2006, over
700 million passengers used NAS, and the demand for
air travel is expected to increase beyond one billion pas-
sengers by the year 2015. The annual cargo revenue ton
miles exceeded 40 billion in 2006 [67.1], and is contin-
uing to grow with the significant demand for goods and
services.

In order to meet the challenges of greater demand
for air travel, it is imperative to have an air trans-
portation system that not only maintains or enhances
safety, but also provides efficient flight operations.
The current aircraft operations and the air traffic con-
trol (ATC) services are primarily manual open loop,
where the pilots in the aircraft and controllers on the
ground interactively make decisions based on the avail-
able information. The safety of the aircraft in the
air is provided by adhering to the established dis-
tance separation rules or separation minima in both
the horizontal and vertical domains. Thus, although
safety is assured, these separation requirements be-
tween aircraft often adversely impact the efficient use
of airport and airspace capacity, thereby resulting in
flight delays and creating extensive workload for the
humans operating the system. With the ever-growing
demand for air traffic services, as these capacity re-
sources become scarce, there is a need to develop
closed-loop feedback control NAS capabilities that can
provide automated decision support to maximize capac-
ity, enhance flight efficiency, and reduce pilot/controller
workload by minimizing reliance on cognitive decision
making.

This chapter describes the current NAS CNS/ATM
infrastructure, and the extent of the role that automation
plays in specific aircraft- and ground-based functions
for managing and controlling traffic. The limitation of
these functions is discussed with their impact on flight
safety, airspace/airport capacity, aircraft operational ef-
ficiency, and operator workload. The requirements for
the future air transportation system are presented, not
only to overcome the shortcomings of the current sys-
tem, but also to meet the service demands of future users
effectively. The ongoing application of automated key
functions to meet the future system requirements are
presented to address hybrid automation/human decision
making in the cockpit and on the ground.

The scope of the contents presented here is limited
to an understanding of how the automated functions-
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generated information helps manual decisions today,
and how automation will generate most decisions (ex-
cept those that are safety critical) in the future for
strategic planning and tactical operations during all
phases of flight. Any consideration of the use of au-

tomation in design and control of the aircraft (except
for safe navigation and efficient energy management),
or a discussion of the US Government programs to
upgrade and automate ground systems, is beyond the
scope of this chapter.

67.1 Current NAS CNS/ATM Systems Infrastructure

The current NAS infrastructure is comprised of a CNS
system architecture, and the ATM system that is de-
pendent upon an integrated system of airports and
ATC facilities. The ground-based ATM system includes
data/information acquisition and processing as well as
display capabilities supporting people in making deci-
sions to manage and control aircraft operations. The
CNS architecture deploys:

1. Very high-frequency (VHF) voice/data communica-
tion over the continental USA, and high-frequency
(HF) communication in the polar region and over
the ocean for air/ground communication

2. VHF omnidirectional range (VOR) and dis-
tance measuring equipment (DME): ground-based
navaids for navigation over pre-established routes,
with precision landing guidance to primary airports
provided by the instrument landing system (ILS),

NDBNDB

Navigation
ground-based NAVAIDS

ATM

Surveillance
radar

Communication
voice

Airline
dispatch

VHF
voice

VOR/DME
VHF/HF

voice

TRACON/ATCT
ATC

ILS

Fig. 67.1 NAS CNS/ATM infrastructure

and nonprecision landing guidance available from
VORs and nondirectional beacons (NDB)

3. Surveillance to locate and track the aircraft pro-
vided by the primary and secondary surveillance
radars (SSR). The weather radars detect and pro-
vide weather and wind information in some aircraft
cockpits and to the ground system.

The ATM system has two distinct functions: traffic
flow management (TFM) and ATC. The TFM func-
tion is involved in strategic planning of flight operations
across the entire NAS based on the forecasted weather
and traffic conditions throughout the airspace and at
all major airports. This is to balance the expected de-
mand with the airspace/airport capacity resources in
order to maximize operational efficiency and minimize
delays. There are, on average, 55 000 daily operations
in the NAS. The ATC function provides tactical control
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of airborne aircraft and is designed to help controllers
maintain safe separation between aircraft. At an instant
of time, the ATC function controls up to 6500 aircraft
operations during peak traffic conditions [67.1]. The
NAS-wide TFM function is located in the air traffic
control system command center (ATCSCC), whereas
the regional and local TFM functionality is provided
by the traffic management units (TMU) in the 20 air
route traffic control centers (ARTCC) and the termi-
nal radar approach control (TRACON) facilities located
at the primary airports. The ATC functions for aircraft
movements at the airport surface and during depar-
tures/arrivals are handled by 400 air traffic control
towers (ATCT) located at the airports. The ATC func-
tions to separate aircraft up to about 30 nmi (nautical
miles) from the primary airport are provided by 185
TRACONs, and for flights through the rest of the
airspace by the ARTCCs. The TFM functions interface
with the flight operators through the airline dispatch
offices or the airlines operation centers (AOC) and
flight service stations (FSS). The ATC functions require
direct interaction between the ATC facilities and the air-
craft [67.2,3]. Figure 67.1 shows schematically the NAS
CNS/ATM infrastructure.

The US Federal Aviation Administration (FAA)
has classified the national airspace into six categories
in accordance with the ICAO airspace classifications.
Airspace classified as class A, B, C, D or E is des-
ignated as controlled airspace, where ATC services
are available, including air/ground communications,
navigation aids, and aircraft-to-aircraft separation assur-
ance. Class G airspace is uncontrolled airspace where
the ATC system is not responsible for managing traffic.

Fig. 67.2 US VHF voice radio network

The following provides details on controlled airspace
classifications:

• Class A: Class A airspace covers from 18 000 ft
mean sea level (MSL) to 60 000 ft MSL.• Class B: Class B airspace exists at 29 high-traffic-
density airports in the US where the aircraft are
subjected to positive ATC, i. e., the aircraft need
ground control clearances to operate. Class B
airspace includes all airspace around these airports
from the surface up to 12 000 MSL and spreads out
to about 30 nmi.• Class C: Class C airspace exists around 120 air-
ports in the US that have control towers and radar
approach control. This class of airspace has two
concentric circular areas with a radius of 5 and
10 nmi around the airport, and extends up to 4000 ft
above ground level (AGL).• Class D: Class D airspace is a circular area of radius
5 nmi around the airport and extends up to 2500 ft
AGL at airports with an ATCT.• Class E: Class E airspace covers the volume of
airspace below the class A airspace from surface
to 18 000 ft MSL, and excludes airspace covered by
classes B, C, and D.

67.1.1 Air/Ground Communications Systems
and Functions

Today the ATC communications are primarily two-way
voice capabilities over a radio system, which allow
the controllers and pilots to coordinate tactical flight
maneuvers needed for safety. Fundamental to the com-
munication is the spectrum that supports it. For the ATC
communications, this spectrum is coordinated world-
wide, and is defined in several distinct bands, each used
for specific purposes. Due to its long-range propagation
characteristics, HF communications at frequencies be-
tween 3 and 30 MHz have been used in oceanic and
remote polar operations for many years. VHF spectrum
in the 117.95–137 MHz band is set aside for opera-
tions in well-traveled airspaces that use a line-of-sight
radio infrastructure. Additional frequencies are set aside
for satellite communications, defined and protected for
aeronautical communications in the 1.5 and 1.6 GHz
bands [67.4].

In the US, a network of VHF radio sites, shown
in Fig. 67.2, provides the terrestrial infrastructure over
which the voice communications operate. Specific
frequencies in the band are provisioned to avoid in-
terference between the operating airspaces, based on

Part
G

6
7
.1



Air Transportation System Automation 67.1 Current NAS CNS/ATM Systems Infrastructure 1185

(67.1), that governs the radio line-of-sight distance (D)
from the aircraft to the radio horizon

D = K
√

h , (67.1)

where D = distance (in nautical miles), h = height (in
feet) of the aircraft station, and K = 1.23, a constant
corresponding to an effective Earth’s radius of 4/3 of
the actual radius.

These voice channels either support a single op-
erational ATC position on a specified control fre-
quency, providing half-duplex party-line communica-
tions among the controllers and the pilots in a specific
airspace, or provide one-way broadcast information for
weather or traffic conditions on designated informa-
tion frequencies, as shown in Fig. 67.3. Air-to-air and
emergency frequencies are also specially provisioned
for in the VHF band. A continuously monitored emer-
gency frequency has been established worldwide at
121.50 MHz, and an air-to-air channel has been desig-
nated for use at 123.45 MHz.

Beyond today’s voice communications, digital tech-
nologies are used for data links in the ATC environment,
allowing for data communication from an automated
ATC system, that can closely integrate and incorpo-
rate directly with the aircraft systems. One of the first
aeronautical communication data links to operate was
the aircraft communications addressing and reporting
system (ACARS) introduced in the late 1970s. The
ACARS operates at 2.4 kbps, and provides short mes-
sages indicating aircraft on, out, off, in (OOOI) events
relating to the aircraft leaving the gate, taking off, land-
ing, and arriving at the gate, to help airlines manage
their aircraft. This system also operates in the VHF
band, and has been expanded to include more ap-
plications, including a predeparture clearance (PDC)
function for ATC and a digital broadcast automated ter-
minal information service (ATIS). Succeeding ACARS,
a digital link, called VHF digital link (VDL) mode 2,
was defined and standardized through the ICAO, to pro-
vide more capacity and higher speed (31.5 kbps) for
airline and ATC operations. Other data link systems that
have also been defined and standardized through the
ICAO include:

• VDL mode 3, which integrates a digital ATC voice
capability with the data link• VDL mode 4, which can also provide surveillance
functions• Mode-S data link, which integrates data commu-
nications with the surveillance information such

Controlled
airspace

Control
frequency

Information
frequency

Air/air
frequency

Fig. 67.3 VHF communications environment

Fig. 67.4 Worldwide SATCOM use in ATC – shaded in green

as from automatic dependent surveillance-broadcast
(ADS-B).

In the 1990s, worldwide satellite communications
networks for aviation first became available through
the commercial satellite service providers, including
Inmarsat and Iridium. Satellite communication is dis-
placing the long-range HF voice communications for
ATC in many areas of the world and is also providing
reliable long-range data links in low-density air traf-
fic environments, such as oceanic airspace as shown
shaded green in Fig. 67.4.

New air/ground communications capabilities will
provide faster and greater information sharing among
ATC systems and aircraft using the above technologies,
thereby improving the safety and efficiency of air traffic
operations.
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As new digital radio communications systems
enable aircraft’s control processors to coordinate in-
formation with the ground control systems, radio
communications will become an even more critical
component of managing air traffic control.

The air/ground communications system is a criti-
cal component of the ATM system, because it provides
aircraft control information (e.g., instructions and clear-
ances to the aircraft) and in some cases feedback
information (e.g., aircraft position to the ground) to al-
low safe and efficient transit of air traffic through an
airspace. Depending on the operational environment
and specific equipment being employed, other functions
and information can be provided over the communi-
cations systems, such as broadcast information to the
pilots on local terminal weather conditions and run-
way operations, meteorological information for weather
models or pilot-reported turbulence information. Given
the ability of an aircraft to operate anywhere in the NAS,
the systems on an aircraft must be able to interface with
the ATM system, and the pilots must interact with the
ATC system wherever they fly.

67.1.2 Navigation and Guidance Systems

Until recently, the VOR/DME or the VOR tactical air
navigation (TACAN) (VORTAC) system has been the
primary guidance system for navigation. Because of
its line-of-sight limitation, the VOR/DME navigation
is not available everywhere in the NAS, especially in
remote mountain, polar, and oceanic regions. With the
availability of broadcast signals from Earth-orbiting
satellites as a part of global positioning system (GPS),

ILS transmitters

Glide slope
antenna

Localizer
antenna

Middle
marker Outer

marker

Fig. 67.5 Instrument landing system (ILS)

aircraft equipped with GPS receivers can navigate
point-to-point anywhere.

VOR/DME Navigation Systems
The VOR/DME [67.5, 6] is a short-range navigation
system that has been internationally standardized and
is in use throughout the world. To achieve a common
civil–military system for en route navigation in the
US, the distance measurement element of VOR/DME
is provided by the military tactical air navigation
(TACAN) system. The collocation of VOR and TACAN
constitutes a VORTAC ground facility, providing VOR-
bearing information to civil users, the TACAN-bearing
information to the military aircraft, and distance in-
formation to both. At present, there are 775 VORTAC
facilities in the US, 145 VOR/DMEs, and 90 VOR-only
ground stations. A few more VOR ground stations have
been procured by individual organizations that add to
the total number of VORs listed above.

The VOR system has been the standard air naviga-
tion system to provide aircraft with bearing information
with respect to a ground station. The VOR ground
station transmission is in the VHF band from 108 to
117.95 MHz, divided into 50 kHz channels modulated
by a 30 Hz signal and by a subcarrier of 9960 Hz, which
is frequency-modulated (FM) at 30 Hz. The phase of
the two 30 Hz signals is adjusted such that the phase
coincidence occurs at magnetic north.

The VOR receiver employs a simple superhetero-
dyne front-end followed by an envelope detector and
narrow-band filters to separate the individual signal
components. The FM signal is demodulated to recover
the 30 Hz signal, and the two 30 Hz signals are applied
to a phase comparator. The phase difference between
these signals corresponds to the magnetic bearing of the
aircraft from the ground station. A course selector (i. e.,
phase shifter) is added to one of the inputs to the phase
comparator to permit the pilots to select any desired
bearing between 0 and 360◦.

The DME system is an electronic range measur-
ing system which provides slant range information
to the aircraft. DME is a two-way ranging method
with a ground station operating as a transponder. The
airborne interrogator transmits pulse pairs at a given
ground station frequency and pulse-pair spacing. The
ground station detects the presence of the pulse pair
when it exceeds some detection threshold. The time of
detection of the half-voltage point on the first pulse is
used as a time reference for reply. A fixed 50 μs delay
is introduced to account for internal delays. This delay
can also be used to provide an electronic offset of the
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DME zero range. The reply pulse pair is translated in
frequency by 63 MHz. The interrogator determines its
slant range by measuring the time between transmission
and reception. The interrogator’s transmissions are ran-
domized to permit separation of its range data from that
of the other interrogators.

Instrument Landing Systems
The ILS is a radio navigation system that provides
an equipped aircraft with the horizontal and vertical
guidance required for conducting precision landing ap-
proaches to the runways in lower-visibility conditions.
As shown in Fig. 67.5, the ILS consists of two direc-
tional transmitters with a localizer and a glide slope
aligned with the runway centerline. The horizontal
guidance is provided by a VHF band localizer and the
vertical guidance is provided by an ultrahigh-frequency
(UHF) band glide slope transmitter. The distance infor-
mation is provided by the DME, or by low-frequency
(LF) marker beacons located at a certain distance from
the runway end (threshold), as shown as middle and
outer markers in Fig. 67.5. In the NAS, there are ap-
proximately 715 airports capable of providing precision
instrument approaches. There are three categories of
ILS equipment used under different levels of visibility
conditions, depending upon when the pilots can see the
runway (lights) from a certain height above the ground,
called the decision height:

• Category I: Visibility minima as low as 1/2 statute
mile within 200 ft (60 m) height above touchdown• Category II: Visibility minima as low as 1/4 statute
mile within 100–199 ft (30–60 m) height above
touchdown• Category III: Visibility minima potentially as low
as zero feet within 0–99 ft (0–30 m) height above
touchdown.

Although the ILS has proven to be a safe and
effective landing aid worldwide, the technology has
a number of limitations. First, it is relatively expen-
sive to purchase and install the equipment. The antennae
require large clear areas free of metal or metallic re-
flections, i. e., aircraft taxiing on the airport must be
restricted in their position in order to avoid interfer-
ence with the ILS signal. The ILS equipment must be
routinely checked in flight to ensure that it meets the
required specifications.

Satellite Navigation Systems
There are currently two satellite navigation constella-
tions: the US GPS and the Russian global navigation

satellite system (GLONASS), although only GPS is
widely used outside of Russia. The implementation
of the third and fourth constellations, GALILEO and
COMPASS are currently being planned by the Eu-
ropean Union and China respectively. Only GPS is
discussed in this section, since it is the only operational
system widely used by civil aviation.

Each satellite from these constellations continu-
ously broadcasts a signal that carries ephemeris infor-
mation allowing an accurate calculation of the satellite
position and a code allowing for the accurate measure-
ment of the signal propagation time from the satellite
to the aircraft. A suitably designed receiver can acquire
and track this signal and use the broadcast informa-
tion, as well as so-called pseudorange measurements
derived from the signal propagation time, to compute an
accurate position solution every second. Such position
solutions, however, do not meet all aviation require-
ments because their integrity is not assured. Integrity
is a measure of trust in relying on the accuracy of the
navigation system information, where the system alerts
the user when the system is unable to contain the posi-
tion error within an acceptable limit for safe operation.
Several forms of augmentation have been developed
in order to obtain the integrity required for aviation.
Forms of augmentation that are currently used include
a receiver-based technique called receiver autonomous
integrity monitoring (RAIM) or aircraft-based augmen-
tation system (ABAS), which uses redundant informa-
tion from the number of satellites in view to ensure
the integrity of the position solutions. Two other aug-
mentation systems are the satellite-based augmentation
system (SBAS) and the ground-based augmentation
system (GBAS). Each system uses a ground infrastruc-
ture to derive corrections and integrity bounds for the
satellite signals. The SBAS and GBAS differ in the
type of correction and integrity information, as well as
the means used to communicate that information to the
user receivers. The SBAS is intended to provide service
over wide areas and broadcasts the information from
the geosynchronous satellites. The GBAS is intended to
provide service over terminal areas by broadcasting the
information from VHF ground transmitters. A hybrid
augmentation system called ground regional augmen-
tation system (GRAS), currently being developed in
Australia, provides navigation service over wide areas
using a network of VHF ground transmitters.

There are three main types of aircraft receivers for
GPS and augmentations. These receivers provide po-
sition solutions to other parts of avionics, such as the
flight management system (FMS) and the navigators,
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Fig. 67.6 The wide-area augmentation system (WAAS)

which include displays and controls that provide navi-
gation guidance information to the pilots. Certified air-
craft GPS receivers with RAIM can be used for en route
navigation, terminal area navigation, and nonpreci-
sion approaches for landing operations. In addition,

Navigation satellites

SBAS signal
(ranging source only)

SBAS satellite
GPS satellites

Ranging sources

GBAS 
reference
receivers Status

information

VHF data broadcast (VDB) signal
differential corrections, integrity
data and path definition data

GBAS ground
facility

Fig. 67.7 The local-area augmentation system (LAAS)

the SBAS aircraft receivers can be used for vertically
guided approach and landing operations, called the pro-
cedures with vertical guidance (APV) approaches. The
primary APV in the USA is the localizer performance
with vertical guidance (LPV) approach. GBAS aircraft
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receivers can be used for category I precision approach
operations in addition to the terminal area navigation.

The SBAS uses a network of ground stations to
receive GPS signals. The signals are forwarded to
a master station, where atmospheric and other errors
are identified, and a grid of corrections is created. This
grid is transmitted to the user through a geosynchronous
satellite. The user receiver can then interpolate be-
tween the corrections and improve the accuracy and
integrity (i. e., the assurance, within specifications, that
the navigation position is free from error) of the GPS
signal. US operations use a wide-area augmentation
system (WAAS), which can provide corrected horizon-
tal and vertical guidance throughout the USA and parts
of Canada and Mexico. WAAS was commissioned in
2003. A schematic of WAAS is shown in Fig. 67.6. The
Japanese have developed the multifunction transport
satellite (MTSAT) satellite-based augmentation system
(MSAS), which is an SBAS that provides coverage in
the Asia–Pacific region. Similarly, the European Union
has developed the European geostationary navigation
overlay service (EGNOS) that provides SBAS cover-
age over Europe and Africa. MSAS was commissioned
in 2007 and EGNOS is expected to reach initial oper-
ational capability in 2009. The Indian government is
developing the GPS and GEO augmented navigation
(GAGAN) system, which will provide SBAS coverage
over the Indian subcontinent. All of these SBASs are be-
ing developed under common international standards,
so the receivers will be able to use any one of these
systems.

The GBAS uses a ground station located on or near
the airport to receive the GPS signals and to correct
for errors. The correction information is forwarded di-
rectly to the aircraft via a VHF data link. The US GBAS
system is called the local-area augmentation system
(LAAS) and is shown in Fig. 67.7. Since the GBAS
or LAAS station is located on the airport and near the
approach path, there is no interpolation required. The
LAAS may have the potential to provide category III
service for the approach and landing, while the WAAS
will be restricted for landing guidance to category I ser-
vice. Air Services Australia is also developing a GBAS
for certification in 2009.

67.1.3 Modes of Navigation

VOR/DME Mode of Radial Navigation
There are three types of VOR/DME facilities in the US.
The difference among the facilities is related to the vol-
ume of airspace around each facility that is protected

from interference from another facility. This airspace is
known as the standard service volume (SSV). The three
types are listed below:

• Terminal (T): 25 nmi radius from 1000 to 12 000 ft• Low (L): 40 nmi radius from 1000 to 18 000 ft• High (H): 40 nmi radius from 1000 to 14 500 ft,
100 nmi radius from 14 500 to 18 000 ft, 130 nmi ra-
dius from 18 000 to 45 000 ft, 100 nmi radius from
45 500 to 60 000 ft.

Coverage below 1000 ft is defined for reduced radii
that are altitude dependent. Only H and L facilities
are used for en route navigation. All facilities may be
used for terminal area maneuvering and nonprecision
approaches. Within the SSV, the pilots are assured of
a signal with adequate power protected against interfer-
ence from other facilities transmitting on the same or
adjacent frequencies.

The present NAS en route navigation procedures for
a majority of aircraft involve flying along VOR radials
in or out of the ground station. The low-altitude victor
airways and the high-altitude jet routes are defined by
these radials like the highways in the sky.

Flights at or above 24 000 ft MSL are not authorized
without a DME whenever the instrument flight rules
(IFR) require VOR equipment (US regulations permit
substitution of an approved GPS receiver for a DME re-
ceiver in most cases). The DME equipment is installed
in most commercial aircraft and in a large percentage
of corporate and some general aviation aircraft. Smaller
aircraft flying at lower altitudes may not need a DME.
Also, many aircraft owners are replacing DME receivers
with GPS receivers.

Area Navigation (RNAV)
and Required Navigation Performance (RNP)

The RNAV mode of navigation permits aircraft with ap-
propriate equipment to fly any desired path from point
to point without the need to overfly ground stations
within the coverage of the station limits using either
VOR/DME or DME/DME guidance.

RNP provides additional assurance of adherence to
the desired navigation path. The US is planning to tran-
sition to full RNAV operations, with RNP operations
where beneficial.

DME/DME RNAV is considered possible in those
areas where the radii defining the DME arcs from at
least two stations intersect at an angle between 30 and
150◦. RNAV using DME/DME is more accurate than
RNAV using VOR/DME, particularly at long ranges.
The DME/DME-RNAV is feasible over most of the
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USA, although some areas will not have appropriate
coverage using DME/DME at some altitudes. Aircraft
using satellite navigation have service available over the
entire USA and can fly RNAV routes and procedures
anywhere in the USA.

Approach and Landing
The instrument approach procedures to a runway in-
volve landing during instrument meteorological condi-
tions (IMC), and allow the approaches to be abandoned
when a landing cannot be completed, such as when the
weather is too bad to land, another aircraft is on the run-
way, or some other reason. The instrument approaches
are generally divided into two categories: nonprecision
approaches, which have only horizontal guidance; and
vertically-guided approaches, which have both horizon-
tal and vertical guidance. In a nonprecision approach,
the aircraft flies along a published path and descends to
remain above the published minimum altitudes during
the approach. The aircraft uses its barometric altimeter
to determine the minimum altitudes. The last segment of
the approach is called the final segment. The final seg-
ment starts at the final approach fix (FAF), continues to
a missed approach point (MAP), and is usually aligned
with the centerline of the landing runway. The pilot is
required to see the runway visually prior to landing. For
a nonprecision approach, the aircraft departs the final
approach segment and flies along the published horizon-
tal path. The pilot descends to the published minimum
altitudes. When the runway is in sight, the aircraft con-
tinues to land. If the runway is not in sight by the
MAP, then the aircraft executes a missed approach. Af-
ter a missed approach, an aircraft may attempt another
landing approach, or may proceed to an alternate air-
port. Nonprecision approaches can use VOR, NDB, or
the global navigation satellite system (GNSS), of which
the US GPS is currently the only operational component
for civil aviation.

For a vertically-guided approach, the aircraft de-
parts the final approach fix, but has a vertical and
horizontal guided path. Vertically-guided approaches
typically align the aircraft on a stabilized glide path, and
allow the aircraft to continue on the stabilized path until
just before landing. The stabilized vertically guided ap-
proach is generally considered superior and safer than
the nonprecision approach, which often require vertical
maneuvering when the aircraft is near the runway, such
as after the runway has been acquired visually by the
pilot.

Studies have shown that the controlled flight
into terrain (CFIT) accident rates are lower for the

vertically guided approaches than for the nonpreci-
sion approaches. In addition, the visibility minima
for vertically-guided approaches are also generally
lower. This has led to a general desire to provide
vertically-guided approaches (both APV and precision
approaches) to all or most runway ends in the US.

Many commercial aircraft have GPS receivers
and sophisticated barometric vertical guidance sys-
tems. These aircraft can fly lateral/vertical navigation
(LNAV/VNAV) and RNP approaches, using GPS for
horizontal guidance and approved barometric verti-
cal navigation approaches for vertical guidance. The
LNAV/VNAV approaches do not have sufficient accu-
racy or integrity to meet Category I minima, but do
provide useful vertical guidance. The US has published
over 1577 LNAV/VNAV and 234 RNP approaches, pri-
marily to the runways serving commercial aircraft (as
of January 2009).

The augmentation systems discussed earlier have
the potential to provide vertically guided approaches to
more airports and runways at a lower cost. Currently,
an ILS must be installed on each runway end where
vertical guidance is desired. However, approaches us-
ing GPS/barometric vertical navigation, LNAV/VNAV,
or WAAS may be permitted without any ground navi-
gation infrastructure. In addition to the LNAV/VNAV,
the FAA is currently developing LPV approaches to
most instrument runways. The LPV approach is pri-
marily a WAAS vertically guided approach, and has
a requirement of visibility minima equivalent to an ILS
category I approach. The FAA has published over 1445
LPV approaches (as of January 2009), and plans to pub-
lish approximately 300 LPVs per year.

The LAAS system will use the GNSS landing sys-
tem (GLS) approach. The GLS approach is equivalent
to a category I ILS approach, but could also attain cate-
gory II and category III performance. One LAAS station
can serve each runway end at the airport, so there is
a potential for reducing the ILS infrastructure and sav-
ing costs with LAAS. The LAAS system has not yet
been commissioned, so no GLS approaches have been
developed at this time.

67.1.4 ATC Surveillance Systems
and Aircraft Tracking

ATC surveillance refers to the process of determin-
ing where aircraft currently are in a given volume of
airspace. Aircraft tracking refers to the process of cor-
relating successive measurements of various aircraft po-
sitions with the identified flights, thereby forming a his-

Part
G

6
7
.1



Air Transportation System Automation 67.1 Current NAS CNS/ATM Systems Infrastructure 1191

tory or track of positions, where each flight has recently
been. Time-averaging the successive changes in a given
aircraft’s track position yields an estimate of that air-
craft’s current velocity as well. Given the aircraft’s cur-
rent position and velocity, its next position can be pre-
dicted for the purpose of surveillance data correlation.

ATC Surveillance Radar Systems
ATC surveillance systems locate weather and aircraft,
which enable the ground controllers to separate aircraft
safely by providing pilots with surrounding aircraft and
weather advisory information. They involve both the
ground and aircraft components. Two types of systems
are currently used for aircraft surveillance:

• Search or primary radar (radio detection and
ranging)• Beacon or SSR.

The primary radar is so called because it was the
first radar system developed and fielded for ATC. The
secondary radar was the second radar system devel-
oped and fielded, and is used as the major radar for
ATC surveillance today. Whenever the secondary radar
fails, the primary radar serves as a backup. The pri-
mary radar also fills in the coverage for secondary radar
dropouts. The primary radars detect two-dimensional
(2-D) horizontal position of aircraft by sensing radar
energy reflected from the surface of the aircraft. Al-
though the primary radars provide aircraft position in
terms of range and azimuth, other relevant data about
an aircraft’s identification and its altitude are not avail-
able. The primary surveillance is noncooperative, i. e.,
it detects aircraft position without the aid of an aircraft-
based transmitter/receiver unit, termed a transponder.
The primary surveillance systems are used to detect all
airborne objects, including aircraft with such failures as
loss of electronic power or failure of the transponder.

The secondary surveillance came about in an
attempt to overcome some of the limitations and
deficiencies of primary surveillance. The secondary
surveillance is cooperative, because it requires the
aircraft transponders in order to detect aircraft, to pos-
itively identify aircraft, and also to receive altitude
reports of aircraft, depending on the transponder mode.
The SSR requires the aircraft to be equipped with
a transponder. The SSR ground station transmits radio
frequency at 1030 MHz pulses from a rotating antenna.
Upon receiving the ground signal, the transponder trans-
mits a reply on a different frequency 1090 MHz. The
aircraft range (ρ) and bearing (θ) are determined from
the time delay and radar antenna direction [67.7]. Most

airports and TRACONs in the USA use short-range
radar or an airport surveillance radar (ASR). These
radars provide surveillance coverage up to 60 nmi and
30 000 ft. The ARTCCs use air route surveillance radars
(ARSR), which have a range of about 200 nmi and cov-
erage up to 60 000 ft. A mode C transponder transmits
altitude information.

The digital terminal radars using monopulse tech-
nology are ASR-11 and mode select sensor (mode S),
and the en route ARSR are ATC beacon interrogators
(ATCBI-6). The terminal radars provide position infor-
mation updates every 4–5 s, and the en route radars
update every 10–13 s. Generally the primary radar and
the SSR antennae are collocated to detect 2-D aircraft
positions consistently. The primary airport surveillance
is provided by an airport surface detection equipment
(ASDE-3), and the secondary surveillance by ASDE-X
using multilateration techniques.

Ground Automation Systems and Functions
The en route and terminal automation systems convert
target position (ρ, θ) into Cartesian coordinates, and
correlate targets with the aircraft tracks. A track main-
tains state data for an aircraft across the radar scan
updates. The tracker derives additional data such as the
aircraft ground speed and heading for display. The ve-
locity (speed and heading) information is also used in
the aircraft track prediction, and by higher-level au-
tomation functions such as conflict alert (CA) and min-
imum safe warning altitude (MSAW), discussed later.
The tracks can be automatically or manually initiated by
the controller. All IFR aircraft are required to file a flight
plan. When there is flight plan data available in the sys-
tem, a track is automatically associated with the flight
plan so that the flight data, such as the aircraft identifi-
cation, is included with the speed, heading, and altitude
in the displayed alphanumeric tag (in the form of a data
block on the controller’s display). If a target correlates
with a track, the target position is used to update the
position of the display symbol, which the controllers
use for aircraft separation. If no target information is
received in a scan, then the predicted track position is
used to update the aircraft position on the display.

The terminal automation system initially included
only single-radar displays, where all target data were re-
ceived from only a single controller-selected radar site.
The latest automation system upgrades provide a mo-
saic display selection to the controllers. The mosaic
partitions the surveillance area into a grid with differ-
ent cells assignable to different radar sites. The en route
automation system includes an ARTCC facility-wide

Part
G

6
7
.1



1192 Part G Infrastructure and Service Automation

mosaic display. The automation system processes dig-
itized radar weather messages and handles display
formatting. The map messages are converted into dis-
play messages with x, y coordinates, and transmitted to
the display channel along with the radar flight target
data for display.

67.1.5 Aircraft Tracking

The ground ATC automation system provides aircraft
position, velocity, and altitude information to the con-
trollers to help them ensure safe separation between
aircraft based on established separation minima. These
minima are based on the accuracy and frequency or
update rate of aircraft position data and altitude dis-
played to the controller. Moreover, each aircraft must
be positively identified and accurately displayed. The
NAS tracking system and the automated radar terminal
system (ARTS), as a part of en route and terminal au-
tomation systems, respectively, process radar position
inputs to track aircraft and display information to the
controllers.

The aircraft tracking function computes the position
and velocity of all tracked aircraft within the ARTCC’s
radar coverage, and provides the means for maintain-
ing identity information (in alphanumeric form) with
the appropriate search and beacon radar targets on the
radar controller’s display. Because of the cooperative
nature of ATC, flight plan information concerning the
planned route of flight, aircraft speed, altitude, and as-
signed beacon identity code are used in the processing
by this function. The current tracker used in both the
en route and terminal automation systems is a linear
α, β tracker. With the position update rates mentioned
earlier, the tracker lags in detecting positions accurately
during aircraft maneuvers. The future automation sys-
tem enhancements will include a seven-state interactive
multiple model (IMM) Kalman filter tracker including
x, y, z, ẋ, ẏ, ż, and turn rate to improve accuracy of posi-
tion and velocity determination not only during straight
and level flight, but also during maneuvers.

The accuracy of position and velocity determina-
tion by the tracking function is crucial in maintaining
the desired separations between aircraft. Thus, in the
future, as the aircraft surveillance and tracking accu-
racy improve, they could support reduction of minimum
separation requirements, thereby not only helping to
maintain safety but also to increase airspace/airport ca-
pacity. The ongoing deployment of standard terminal
automation replacement system (STARS) uses a mul-
tisensor (instead of a single sensor in ARTS) IMM

Kalman filter tracker to significantly improve the accu-
racy of position and velocity estimation.

Automatic Dependent Surveillance-Broadcast
(ADS-B)

The radar systems discussed above provide indepen-
dent surveillance for detecting aircraft. In order to
enhance not only the accuracy of position/velocity de-
termination, but also to increase coverage NAS-wide
(current limitation of radars in remote/mountain areas
in the USA), the ADS-B system provides cooperative
surveillance by broadcasting the GPS-derived position
information once every second using onboard naviga-
tion equipment. The ADS-B broadcasts include aircraft
identification, position, velocity, and intent (future air-
craft positions) within 100 nmi. Other aircraft equipped
with an ADS-B receiver can process and display the
aircraft in their vicinity on a display called the cock-
pit display of traffic information (CDTI). The ADS-B
receivers on the ground can also receive the aircraft
broadcast information. The large commercial aircraft
use a 1090 MHz mode S extended squitter, and the
smaller high-end general aviation aircraft use a univer-
sal access transceiver (UAT) 978 MHz for transmitting
ADS-B information. The aircraft and the ground sta-
tions receive information from all line-of-sight aircraft.

ADS-B is currently being used in the State of
Alaska, where there is limited radar coverage. Efforts
are underway to provide ADS-B information along the
US east coast from New Jersey to Florida. In spite of
higher accuracy and update rate, the use of ADS-B as
a single surveillance system has limitations. Any loss of,
or errors in, the GPS signals could adversely impact the
aircraft detection. Therefore it is also necessary to con-
tinue using primary and secondary surveillance radars
complemented by ADS-B. The future automation and
tracking system will derive a unique single track for
each aircraft using ADS-B and radar measurements by
using data fusion techniques.

67.1.6 Air Traffic Management Functions

Traffic Flow Management
The TFM function is responsible for managing the NAS
airspace/airport capacity resources by efficiently bal-
ancing the demand for air traffic services with available
system capacity. The TFM monitors expected demand
to produce safe, orderly, and expeditious flow of traf-
fic to minimize delays due to congestion and adverse
weather. The ATCSCC has the authority to direct strate-
gic planning of TFM initiatives on a national basis, and
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is the final approving authority for all regional interfa-
cility TFM initiatives. It has four key responsibilities:

• Monitor air traffic demand, status of airports and
airspace, and forecasted weather across the USA• Coordinate with regional and local facilities to
plan and implement traffic flow constraints (aircraft
ground delays, ground hold/stops, altitude restric-
tions, rerouting etc.)• Assess NAS performance for long-term improve-
ments• Provide a central point of contact for the NAS users.

The TFM initiatives include:

• For more than 6 days in advance, plan strategies
to identify long-term system demands and airspace
choke points, as well as recommend operational and
procedural changes• From 6 days to 1 day in advance, predict near-term
traffic loads and use weather forecasts to develop
strategies for balancing traffic demand and capacity• On the day of operations, analyze the impact of
planned constraints based on flight schedules and
predicted weather, as well as collaborate with the
users for dealing with the constraints and de-
mand/capacity imbalance• After the day of operations, analyze the archived
operations data to assess effectiveness of the traffic
flow initiatives.

The regional (ARTCC) and local (TRACON) TFM
functions deal with daily and hourly operations by bal-
ancing the demand with the predefined sector (segments
of airspace within the jurisdiction of each facility)
capacity.

As part of TFM automation, the enhanced traffic
management system (ETMS) provides NAS-wide in-
formation on traffic loads at capacity-limited resources
such as the airports, routes, route merge points (fixes),
and airspace sectors. The two components of the TFM
automation system are the traffic situation display,
which provides a map-oriented display for showing
aircraft positions, routes, and weather data, and the
monitor/alert function, which alerts when the traffic
demand in sectors or at fixes is predicted to exceed pre-
determined threshold values. A flight schedule monitor
provides capabilities to predict airport congestion, and
supports planning and monitoring of ground delays as
a part of ground delay program (GDP).

Air Traffic Control Services
The primary task of the ATC function is to safely guide
and separate aircraft flying under IFR, i. e., monitor
and maneuver aircraft to keep them separated by the
established separation minima and provide navigation
guidance in the airspace where there is no navigation
coverage. The following are specific clearances issued
by the controllers to service flights from gate to gate:

• Taxi/runway assignment: when the aircraft is ready
to depart, the ATC function issues a clearance for
the aircraft to start taxiing on an assigned taxiway
and wait before the entry to the assigned runway
with a clearance to take off. Similarly the aircraft
are given landing clearances to specific runways.• Departure/arrival guidance: unless the aircraft are
capable of flying RNAV procedures from/to the air-
ports, the controller provides navigation guidance in
the airspace around the airport where there is no
navigation guidance available in the form of vec-
tors. These are compass headings that the pilots are
required to fly under ground system monitoring. In
addition, the controllers issue altitude changes and
speed adjustments to prevent conflicts by maintain-
ing the required distance spacings between aircraft
for safety. For departures, the navigation guidance is
provided from radar contact (when an aircraft has
been positively identified on the radar display) until
the aircraft is able to navigate on its own. For ar-
rivals, the guidance is provided from the entry into
the terminal airspace, or from the termination fix of
a standard terminal arrival route (STAR), to the final
approach course for landing.• Separation from other aircraft: once the aircraft are
en route, the controllers ensure that each aircraft
is safely separated from all other aircraft in accor-
dance with the prescribed rules. When the desired
minimum separation is expected to be violated, the
controllers issue altitude/heading/speed clearances
to increase separation.• Safety alerts: controllers provide the aircraft with
low-altitude or obstruction warnings based on in-
formation provided by MSAW; wake turbulence
cautionary advisories, in case lighter aircraft are
following a heavy aircraft; and information on haz-
ardous weather, such as wind shear, using Doppler
weather radars and low-level wind-shear alert sys-
tem (LLWAS).
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67.2 Functional Role of Automation in Aircraft
for Flight Safety and Efficiency

As digital computers have become smaller, faster, more
powerful, and more robust over the past decades, air-
craft have benefited from their use in the cockpit to
automate key functions. In the late 1970s and early
1980s, for example, automation was aimed primarily
at reducing the pilot workload of managing complex
aircraft systems such as electrical, hydraulic, fuel, and
pressurization. This led to the elimination of the flight
engineer position in the aircraft. Automation in modern
aircraft has been effectively applied to enhance flight
safety and efficiency. Although the enhanced ground
proximity warning system and the predictive wind-
shear detection system alert the pilots to stay away from
the terrain and dangerous weather conditions, the traf-
fic alert and collision avoidance system (TCAS) is the
most significant capability in the cockpit for warning
pilots about the presence of other aircraft in the vicinity.

The TCAS has its hardware and software integrated
with the other systems in the aircraft cockpit. Its pur-
pose is to avoid midair collisions, acting as a last-minute
safety net when normal aircraft separation measures
have failed. The TCAS issues radio interrogations that
query ATC transponders carried onboard most aircraft.
Measuring the time of the replies enables the calcula-
tion of each aircraft’s slant range. The tracking of an
aircraft’s slant range every second yields the aircraft’s
closure rate. The reply also provides the aircraft baro-
metric altitude, which can be compared to that of its
own.

There are two different versions of TCAS for use on
different classes of aircraft. The first, TCAS I, indicates
the bearing and relative altitude of all aircraft within
a selected range (generally 10–20 miles). With color-
coded symbols and aural alerts, the display indicates
which aircraft pose potential threats. This constitutes
the traffic advisory (TA) portion of the system. TCAS I
does not offer solutions to resolve the conflicts, but does
supply pilots with important data so that they can de-
termine the best course of action. The determination of
a potential collision threat is time based, rather than
based on a fixed distance, as is used by the ground
automation functions. The calculation of the time to
potential conflict τ is given by

τ = −(r − k2/r)

ṙ
, (67.2)

where r is the tracked range, ṙ is the estimated relative
divergent range rate, and k is a constant for a given al-

titude. Another time calculation is used for the vertical
plane.

TCAS uses a modified τ , which predicts the time to
a specified minimum distance. This distance allows for
some lateral acceleration, without which TCAS could
provide inadequate warning time.

In addition to a traffic display, the more compre-
hensive TCAS II also provides pilots with vertical
resolution advisories (RA) when needed. The system
determines the vertical profile of each aircraft dur-
ing climbing, descending, or level phase of flight. The
TCAS II then issues an RA advising the pilot to exe-
cute an evasive maneuver necessary to avoid the other
aircraft in the form of climb or descend, or limiting ver-
tical rates. If both aircraft are equipped with TCAS II,
then their systems coordinate to ensure compatible RAs.

As the cost of fuel has risen, automation is also used
to enhance the efficiency of flight operations by employ-
ing thrust and energy state management techniques. The
FMS on a modern transport-category aircraft takes in-
puts from a wide range of sensors, and couples these
with data from a comprehensive navigation and flight
performance database. The FMS then generates an op-
timum flight profile in order to achieve the operator’s
objectives of minimizing direct operating costs, which
are made up of flight time and fuel-related costs.

The FMS includes a flight management computer
system (FMCS) coupled with a flight guidance system,
a thrust management system, and an electronic flight
instrument system (EFIS) to provide total flight man-
agement capabilities. The FMCS consists of two flight
management computers (FMC) and multiple control
display units (MCDU) to provide pilot interface for data
entry/review. The FMC provides flight planning and
performance management, navigation database storage
and retrieval, precise navigation and guidance, and in-
terface with other aircraft systems. Using the current
computed vertical profile data from the performance
function, the guidance function compares actual and
desired altitude and altitude rate, and generates pitch
and thrust commands as input to the flight guidance
and control (autopilot) and thrust management systems,
respectively. These systems include autopilots, flight di-
rectors, and an autothrottle. Each autopilot uses a flight
control computer (FCC), which signals movement of
aircraft ailerons and elevators. The autopilot captures
and holds the selected altitude when in vertical speed,
altitude change, or vertical navigation mode. The au-
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tothrottle adjusts the throttles to achieve the desired
speed. The EFIS function of the FMC provides dynamic
and background data to the EFIS symbol generator as
well as selection of navaids.

The FMCS functions include:

• Flight plan management: provides on board flight
planning from a global database including prede-
fined routes.• Guidance: by integrating precise position and on-
board flight planning information, provides three-
dimensional (3-D) navigation plus speed or four-
dimensional (4-D) navigation including 3-D and
time. Lateral guidance provides precise path con-
trol and smooth maneuvers at turning points.
Vertical guidance provides precise vertical path
control.• Performance management: provides optimum speed,
altitude, and thrust settings to minimize operational
costs. A choice of economy or alternative flight
modes is also available.

The aircraft operator, for example, can select at the
outset what is most important to the airline’s bottom

line for that particular flight (operating at minimum fuel
cost, operating with minimum flight time, or a blend
between the two). The FMCS then determines the op-
timum vertical profile and speed schedule for the flight,
taking into account all known factors such as en route
winds, temperatures, and aircraft weight. The FMCS
constantly refines its output to account for any change
in actual winds or temperature. The wind field data
that provides the FMCS with information on future
waypoints is easily uplinked to the aircraft using an
air–ground data link. If the flight is not constrained by
the ATC restrictions, the flight profile dictated by the
FMCS will be the optimum. In the case when the ATC
constraints are imposed, the FMCS will still provide an
optimum profile within those constraints.

In many implementations of the modern FMS, the
management of the speed and altitude profiles effec-
tively replace the shortcomings of the non-FMS relic
of look-up performance tables and rules of thumb. The
FMCS outputs can be fed directly to the aircraft autopi-
lot/flight director system (APFDS), thereby reducing
workload for the pilot and making him/her better aware
of the progress of the flight flown by the automation
system.

67.3 Functional Role of Automation in the Ground System
for Flight Safety and Efficiency

In the ground automation system, two functions,
MSAW and CA, provide safety alerts to the controllers
in all ARTCCs and most TRACONS. The MSAW
checks aircraft tracks for current and predicted conflicts
with a terrain, and the CA checks for aircraft-to-aircraft
conflicts. Both functions alert the controllers through
display indications and audible outputs. The user re-
quest evaluation tool (URET) is an automation system
deployed in the ARTCCs to detect potential conflicts
20 min in advance in order to help controllers take early
decisions to resolve aircraft-to-aircraft and aircraft-to-
airspace conflicts.

67.3.1 Minimum Safe Altitude Warning

The MSAW function is used to detect the proximity of
aircraft to a terrain or surface obstructions. It uses two
subfunctions for detecting hazards. One subfunction de-
tects the proximity of an aircraft on the final approach
for landing to the required minimum descent altitude
or the decision height for the approach. The second

subfunction is used to detect whether the aircraft is in
hazardous proximity to a terrain outside the approach
areas. The location of the aircraft is compared against an
internally defined digital map containing the heights of
the highest obstructions within the defined areas. When
a hazard is detected, the automation system produces
a visual alert by displaying a flashing symbol near the
affected aircraft. The automation system also sets off an
alarm when a hazard is detected.

67.3.2 Conflict Alert

The CA function detects an imminent loss of separation
between two controlled aircraft that could lead to a po-
tential mid-air collision. It can detect conflicts both for
those aircraft that are traveling in a straight line and for
those that are executing turns in a maneuver. When an
alert is detected, the automation system displays a flash-
ing symbol next to the positions of the aircraft that are in
jeopardy. The CA function also sets off an aural alarm
to warn the controller that a conflict has been detected.
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Potential conflicts, defined by a horizontal separa-
tion parameter and an altitude separation parameter,
are detected by projecting a volume of airspace con-
structed about each track along its velocity vector from
its present position to a position some time in the future.
En route CA function typically uses a horizontal param-
eter of 4.8 nmi, an altitude of 1000 ft, and a projection
time parameter of 120 s. The corresponding terminal
CA function uses the horizontal parameter of 1.2 nmi,
375 ft vertically, and a projection time of 40 s. The
CA function considers only the aircraft tracked by the
ground automation systems with valid altitude informa-
tion. If another aircraft is found within the volume of
the projected airspace for a given subject aircraft, a po-
tential conflict is declared and an indication is given on
the displays for the sector(s) controlling the aircraft.

67.3.3 User Request Evaluation Tool

The URET [67.8] replaces flight progress strips with
electronic flight information, thereby reducing the need
to maintain and mark strips. In addition, URET notifies
the controllers of aircraft-to-aircraft separation prob-
lems and aircraft-to-special activity airspace problems.

The URET is a decision support function that com-
bines real-time flight plan and en route automation track
data with site adaptation, aircraft performance charac-
teristics, and winds and temperatures aloft to construct
four-dimensional (4-D) flight profiles, or trajectories for
both predeparture and active flights. For the latter, it also
adapts itself to the observed behavior of the aircraft,
dynamically adjusting predicted speeds, climb, and de-
scent rates based on the performance of the flight as it
is tracked through the en route airspace. The URET’s
predicted trajectories are used to continuously detect
potential aircraft conflicts up to 20 min into the future,
and to provide strategic notification to the appropriate
controllers. These trajectories also provide the basis for
the NAS trial flight planning capability. The trial flight
planning process allows the controllers to check if a de-
sired change in an aircraft flight plan would result in

potential conflicts with other aircraft later, before such
a change in the flight plan is approved.

67.3.4 Traffic Management Advisor

The traffic management advisor (TMA) is a deci-
sion function supported by the en route automation
in the ARTCCs to assist traffic management person-
nel and controllers in optimizing arrival traffic flows
to capacity-constrained airports. The TMA uses air-
craft trajectory models, real-time radar track data, flight
plan data, and wind data updated every 12 s to compute
optimal schedule arrival times at the TRACON entry
(meter) fixes. The TMA algorithms consider IFR sep-
aration minima for the airspace and final approaches
to the runways, desired airport acceptance rates, and
other ATC constraints. They determine the delays for
the aircraft while they are still in the en route airspace
controlled by the ARTCC so that the desired airport
acceptance rates are not exceeded.

The TMA is intended to enhance the efficiency
of flight operations and increase throughput relat-
ing to airport capacity during periods of peak traffic
demand [67.9]. The aircraft-specific time delays are
displayed to the controllers. It is at the controller’s dis-
cretion to maneuver the aircraft to achieve the required
delays. The TMA is intended to help controllers land
more aircraft per unit time, and redistribute the unavoid-
able delays for aircraft from the lower (near the airport)
to higher altitudes in the ARTCCs for fuel efficiency
and reduced direct operating costs. Additionally, the
TMA is expected to reduce flight time for aircraft by re-
ducing holding and vectoring outside of the TRACON
airspace. This is achieved by coordinating and optimally
sequencing flights to the runways arriving from differ-
ent directions.

The MSAW and the CA functions have been imple-
mented in both the en route and terminal automation
systems for a number of years. The URET and TMA
functions are being deployed, and all ARTCCs will have
them in use in the near future.

67.4 CNS/ATM Functional Limitations with Impact
on Operational Performance Measures

As stated earlier, the current CNS/ATM functions pro-
vide information to the pilots and controllers, and most
of the decisions in the aircraft and on the ground are
made open loop manually. The primary requirement is
to conduct safe flight operations by following a set of

separation rules either by maintaining a safe distance
between the aircraft or safe altitude separation. The
controllers manually trying to achieve these separations
between aircraft by relying on tracked aircraft position
and velocity information often permit larger separations
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Separation minima

Spacing buffers
Flight safety

• Operational deviation
• Operational errors

Airport capacity

• Wake vortex separations

Controller workload

• Task load
• Complexity

Aircraft operational efficiency

• Flight delays

• Radar separation
• Lateral separation
• Departure/arrival separation
 - Single runway
 - Multiple runways

Impact
• Deviating from optimum paths needed
 for aircraft delays
• Additional clearances to maneuver
 aircraft

Fig. 67.8 Impact of separation min-
ima on operational performance

than the required minimums by adding a safety buffer.
The use of distance separations larger than the desired
minimum reduces capacity, especially at airports. With
fewer aircraft permitted to depart and land than the sep-
aration minima would otherwise allow, delays due to
the reduced capacity add operating costs for the users.
In order to delay aircraft in the air while trying to meet
the safe separation objectives, the controllers deviate
aircraft from their desired optimum paths by issuing ad-
ditional clearances to maneuver the aircraft by changing
their paths, altitudes or speeds. Any deviations from the
desired minimum flight profiles increase workload for
both the controllers and the pilots, who have to manu-
ally fly the aircraft during these maneuvers, while the
controllers continue to monitor aircraft compliance to
the changes.

Figure 67.8 illustrates the impact of separation min-
ima on the operational performance measures relating
to flight safety, airport capacity, aircraft operational ef-
ficiency, and controller workload, which are discussed
below.

67.4.1 Current Separation Minima
for Controlled IFR Aircraft

For all controlled aircraft using IFR, the radar-tracked
position, velocity, and altitude information are used by

the controllers to keep the aircraft separated using the
separation minima rules presented in Table 67.1. The
separation requirements apply in all controlled airspace,
except during the departure and landing phases of flight.
These are based upon the radar resolution accuracy
and update rate in the horizontal domain, and on the
accuracy of the altimeter in the vertical domain. In ad-
dition to the radar tracking capabilities, the longitudinal
or in-trail separation minima on the final approaches
also depend upon the aircraft wake turbulence. All air-
craft generate a wake, which is a disturbance caused
by a pair of counter-rotating vortices trailing from the
wing tips. The strength of these vortices depends upon
the size/weight of the leading aircraft and affects the
trailing aircraft by imposing rolling moments exceeding
the roll-control capability of the aircraft behind. Be-
cause of this wake turbulence effect, the controllers are
required to use larger separations for trailing aircraft
behind larger or heavier aircraft, including a Boeing
B-757. These rules directly impact the capacity of the
NAS [67.10, 11].

Minimum Lateral Separation
between Adjacent Routes

Two aircraft navigating on different airways must have
their route centerlines separated laterally by 8 nmi
as long as the aircraft are less than 51 nmi from
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Table 67.1 Separation minima

Flight phase Separation minima Requirements Controlling factor

En route airspace 5 nmi horizontal Below 60 000 ft, if multiple radar sensors (mosaic
mode) used or either aircraft is more than 40 nmi
from antenna, and 60 nmi if mode S surveillance
is used

Radar resolution
accuracy and update rate

En route path width 8 nmi Adjacent route separation minima Navigation mode and
system accuracy

Terminal airspace 3 nmi horizontal Below 18 000 ft, if radar in single-sensor mode and
both aircraft within 40 nmi of antenna

Radar resolution
accuracy and update rate

All airspace 2000 ft vertical Above 29 000 ft Altimeter accuracy

1000 ft Above 29 000 ft (RVSM∗) or all aircraft at or be-
low 29 000 ft

RVSM certified altimeter
above 29 000 ft

Successive arrivals –
Same runway or parallel run-
ways spaced < 2500 ft apart

Longitudinal:
3.0 nmi

Radar in single sensor mode and both aircraft
within 40 nmi of the antenna

Radar resolution
accuracy and update rate

2.5 nmi On final approach, if runway occupancy time is
50 s or less and no wake turbulence effect

Runway occupancy time

4/5/6 nmi Behind a heavy aircraft or B757 (depends on trail-
ing aircraft type)

Wake turbulence

Parallel approaches –
Independent ILS approaches to
dual runways

Simultaneous opera-
tions once established
on final approach

Runways ≥ 4300 ft apart
Require ASR

Blunder recovery

Runways 3400–4300 ft apart
Require final monitor aid or PRM

Radar resolution
accuracy and update rate

Runways 3000–3400 ft apart
Require PRM and 2.5◦ localizer offset

Localizer resolution ∗∗

Parallel approaches –
Dependent ILS approaches to
dual runways

2.0 nmi diagonal
between aircraft on
adjacent runways

Runways ≥ 4300 ft apart Blunder recovery

1.5 nmi diagonal
between aircraft on
adjacent runways

Runways 2500–4300 ft apart Wake turbulence is an
issue below 2500 ft
runway spacing

Successive departures –
Same runway or parallel run-
ways spaced < 2500 ft apart

1.0 nmi Courses diverge by 15◦ or more (not behind
heavy/B757)

Radar separation
Wake turbulence

2.0 nmi increasing to
3.0 nmi

Courses do not diverge Radar separation

Wake vortex separa-
tion:
– Distance (see above)
– Time (2 min)

Behind a heavy/B757 aircraft Radar separation
Wake turbulence

Simultaneous departures –
Parallel or nonintersecting
runways

Simultaneous
operations

Parallel runways separated by 2500 ft or more and
courses diverge by 15◦ or more

Radar separation
Wake turbulence

Non intersecting runways with courses diverge
15◦ or more

Departure and arrival –
Same runway

2.0 nmi increasing to
3.0 nmi

Within 40 nmi of the radar antenna Radar separation
Radar resolution
accuracy and update rate

2.0 nmi increasing to
5.0 nmi

Not within 40 nmi of the radar antenna
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Table 67.1 (cont.)

Flight phase Separation minima Requirements Controlling factor

Departure and arrival –
Same runway

2.0 nmi increasing to
3.0 nmi

Within 40 nmi of the radar antenna Radar separation
Radar resolution accu-
racy and update rate

2.0 nmi increasing to
5.0 nmi

Not within 40 nmi of the radar antenna

Departure and arrival –
Parallel or nonintersecting run-
ways

Simultaneous
operations

Thresholds are even ∗∗∗
Runway thresholds are at least 2500 ft apart
Missed approach and departure courses diverge by
at least 30◦
Missed approach by a heavy jet cannot overtake
departing aircraft

Radar separation
Wake turbulence

∗ Aircraft equipped with required vertical separation minimum (RVSM) certified altimeter;
∗∗ RNAV/RNP arrivals may reduce lateral deviations and enable arrivals to runway with separation less than 3400 ft without the need

to offset one of the approaches;
∗∗∗ Staggered thresholds increase or decrease the runway separation required

a VOR/DME station. When the aircraft are more than
51 nmi from the navaid, the airways should diverge at
an angle of 4.5◦ from the navaid. If both aircraft are fly-
ing in RNAV mode, a constant 8 nmi lateral separation
could be maintained.

67.4.2 Flight Safety Assessment Metrics

In spite of millions of operations over the years, there
have been an insignificant number (1198 from 1959 to
2006) of passenger aircraft accidents [67.12] as a result
of controllers enforcing the above separation minima.
US and Canadian operators were involved in only
one-third of these accidents. However, due to system
inaccuracies and human judgment, aircraft sometimes
come closer to each other than the established sep-
aration minima. In order to minimize the number of
separation violations, the controllers add an extra buffer
to the desired separation, especially during the land-
ing phase of flight where wake turbulence could be
critical to aircraft safety. Even with the increased sep-
aration between aircraft due to the added buffer, there
are still flights that occasionally end up with less than
the desired minimum separations. In order to assess
and analyze the causes of reduced separations, the
following two performance measures are determined
from the recorded operational data or controller/pilot
reports [67.13]:

• Operational errors: an occurrence attributable to an
element of the ATC system in which less than the
applicable separation minima results between two
or more aircraft, or between an aircraft and the
terrain or obstacles (e.g., operations below the min-

imum vectoring altitude, equipment/personnel on
runways, or aircraft lands or departs on a runway
closed to operations after receiving air traffic autho-
rization)• Operational deviations: an occurrence attributable
to an element of the ATC system in which the appli-
cable separation minima, as referenced above, in the
operational error were maintained, but the aircraft
penetrated the airspace that was delegated to another
airspace sector or facility without prior coordination
and approval; or an aircraft, vehicle, equipment, or
personnel encroached upon a landing area that was
delegated to another position of operation without
prior coordination or approval.

The ATC system continues to work on mitigating the
causes of the above errors and deviations.

67.4.3 Determination of Airport Capacity

Even though the traveling public is the ultimate user
of the NAS resources, from an operational perspective,
what matters most is the actual number of flight op-
erations that the CNS/ATM system is able to handle
without delays. The separation rules no doubt are in-
tended to ensure safety, but they also directly relate to
airport capacity. These separation requirements limit the
number of operations when the traffic demand is heavy.
Often airspace congestion is caused by traffic demand
exceeding the airport capacity. Consequently, maximum
utilization of airport capacity is paramount to keeping
the flight delays to a minimum. The allowable opera-
tions at an airport depend upon a number of separate el-
ements including the surrounding airspace, the runways
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and taxiways, the gates and parking apron, and the ter-
minal building (including ticket counters, security gates,
and baggage claim areas). Any one of these elements
could limit the number of passengers that can be ac-
commodated per unit time (hourly, daily) at an airport.

The airport capacity is defined as the maximum
sustainable runway throughput of aircraft arrivals and
departures on a long-term basis, given continuous sus-
tained traffic demand. Although the actual throughput
may be different in a given hour, due to short-run
variations in aircraft mix, control procedures, etc.,
the measure of theoretical capacity is relevant for
comparison of operational performance at airports,
or developmental alternatives to enhance capacity at
a given airport. The following factors are part of the
airport capacity estimation process [67.14]:

• Aircraft characteristics:
– Final approach speed
– Runway occupancy time (ROT) – mean and

standard deviation (the ROT for arrivals is the
average time interval from the time an aircraft
crosses the runway threshold to the time when it
exits the runway)• Aircraft fleet mix (percentage of different aircraft

types and/or weight classes)• Separation minima (as discussed in Table 67.1):
– Minimum arrival separations (arrival–arrival)
– Minimum arrival/departure separation for the

shared runway
– Minimum departure separations (departure–

departure)
– Minimum interarrival separation (minimum re-

quired separation distance plus a performance
buffer for safety)

Safe interarrival separation

Performance spacing puffer

Required minimum separation (by weight class)

Trailing aircraft
Lead aircraft

95%

Fig. 67.9 Interarrival time determination

Table 67.2 Wake vortex interarrival separation (nmi)

Arr–Arr separations at threshold

Leading aircraft type

Heavy B757 Large Small

Trailing Heavy 4 4 2.5 2.5

aircraft B757 5 4 2.5 2.5

type Large 5 4 2.5 2.5

Small 6 5 4 2.5

Aircraft weight classes

Heavy Maximum takeoff weight > 255 000 lb

B757 Boeing 757

Large 41 000–255 000 lb

Small ≤ 41 000 lb

• Relative percentage mix of arrivals and departures,
or an arrival/departure ratio, for a given time period• Performance spacing buffer.

As mentioned earlier, a buffer is added for safety
to the required minimum separation distance between
successive arrivals. This buffer reflects the variations
in aircraft performance, as well as the manual control
process for turning aircraft for the final approach. The
buffer was estimated based on data collected in the USA
in the 1970s, but is still used in estimating capacity for
the airports. This buffer was determined to be a nor-
mally distributed interarrival error of 18 s (1σ ) to reflect
the spacing error at the threshold [67.14]. The mean in-
terarrival separation is assumed to be 1.65σ above the
minimum desired separations. This 5% approximation
is a modeling construct only to account for a num-
ber of factors primarily relating to speed variability. It
does not imply that 5% of the actual aircraft pairs in-
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trail lack minimum desired separation. Although it is
possible that the actual interarrival spacing could be rep-
resented by other distributions, the FAA airport capacity
model has always used a normal distribution. The model
is intended to provide an estimate of airport capacity
for relative comparison purposes. It is not intended to
estimate an actual controller’s ability to achieve a cer-
tain level of arrival throughput. Table 67.2 shows the
required separation minima between successive arrivals
based on the wake vortex considerations for different
weight classes of aircraft. Figure 67.9 shows the delin-
eation of interarrival time (IAT) given by

IAT = Desired minimum separation+1.65σ

Final approach speed of trailing aircraft
.

(67.3)

Airport Capacity for Arrival Operations
on a Single Runway

The arrival capacity [67.15] is computed by determin-
ing the average time between successive arrivals, and
inverting this time to find the maximum number of ar-
rivals per hour

Capacity

= 3600

Average time separation between arrivals

= 3600

TAA
. (67.4)

The required time separation for each aircraft class
pair (TAA(i, j)) is determined by comparing the arrival
runway occupancy time of the lead aircraft i and the
IAT over the runway threshold for the aircraft pair ij,
and selecting the larger of these two values. The fre-
quency with which each aircraft class pair would occur
is assumed to be the product of their individual frequen-
cies, e.g., the frequency of occurrence of the class pair
i, j = %i × % j/10 000. Therefore, the average time sep-
aration between arrival pairs is computed as the sum
over all class pairs of the product of TAA(i, j) and the
frequency with which the pair is expected to occur

TAA =
∑
i, j

TAA(i, j) × %i × % j/10 000 . (67.5)

In determining the arrival runway occupancy time
and the landing time between arrivals, the airport capac-
ity estimation process used is an airport capacity model
(ACM) that considers the variability of aircraft, pilots,
and controllers, as expressed by the standard deviations
of arrival runway occupancy time and arrival–arrival
time separation. In addition, to determine the time be-
tween arrivals over the runway threshold, the ACM

considers the final approach velocities of the aircraft
pair and the length of the common final approach path.
If the velocity of the trailing aircraft is less than the
velocity of the lead aircraft, the specified minimum
arrival–arrival separation is considered at the merge
point of the two approach paths.

Airport Capacity for Departure Operations
on a Single Runway

The capacity of a departure-only runway is given by

Capacity

= 3600

Average time separation between departures

= 3600

TDD
. (67.6)

The required time separation for each aircraft class
pair (TDD(k, l)) is determined by comparing the depar-
ture runway occupancy time of the lead aircraft k and
the time separation between departures (from the run-
way threshold) for the aircraft pair kl. The larger of
these two values is assumed to be the required time sep-
aration at the runway threshold for this pair of departure
aircraft classes. The average time separation between
departures is computed as the sum over all class pairs
of the product of TDD(k, l) for each aircraft class pair
and the frequency with which the aircraft class pair is
expected to occur

TDD =
∑
i, j

TDD(k, l) × %k × %l/10 000 . (67.7)

Airport Capacity for Mixed Arrival/Departure
Operations on a Single Runway

To insert departures between arrival pairs, the airport
capacity model imposes the following requirements:

• The departures cannot roll if an arrival is already on
the runway• The departures cannot roll if:
– An arrival is within some specified distance of

the runway threshold, or
– The departure cannot clear the runway before

the arrival comes over the threshold.• The departure–departure separation minima must
also be met to insert multiple departures between an
arrival pair.

By employing these conditions, the model computes
the probability of inserting one, two, or three departures
between each arrival pair. The interleaved departure ca-
pacity is then determined from these probabilities and
the aircraft mix.
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Fig. 67.10 Annual controlled aircraft operations

Airport Capacity for Dependent Arrivals
and Departures on Two Runways

The model can also compute the capacity for a pair of
runways when departures on one runway are dependent
on the arrivals to the other runway. The departures can-
not be released if an arrival is within a specified distance
from the runway threshold, but can be released as soon
as the arrival touches down. It is not necessary to wait
until the arrival has exited the runway.

The logic for computing the departure capacity of
this configuration is similar to that used for a single
runway. After the interarrival times are obtained, the
probability of performing one, two, or three departures
in each interarrival gap is calculated. The departure–
departure separation minima are enforced, not just
between the departures in the same interarrival gap,
but also between the departures in the adjacent gaps.
This is rarely necessary for mixed aircraft operations
on a single runway, because the time required for an
arrival operation is usually greater than the departure–
departure separation minima.

67.4.4 Aircraft Delays
to Measure Operational Efficiency

Ideally all aircraft operators would like to fly the most
wind-favored airway or a direct route if they are RNAV
equipped, from the origination airport to the destination
airport. This is generally feasible during light traffic pe-
riods when the airports are not operating at capacity.
During medium to heavy periods of traffic demand, the
airport capacity limits the number of departures and ar-
rivals, which result in delays. As shown in Fig. 67.10,

the number of annual controlled IFR aircraft operations
(including air carrier, commuters, air taxi, and high-end
general aviation aircraft) is expected to grow from a cur-
rent 23 to 35 million by the year 2025. Unless means
are explored to increase capacity, especially at the ma-
jor airports, delays will continue to increase, thereby
impacting the aircraft operational efficiency that will
significantly increase the users’ direct operating costs.
Fig. 67.11 shows the increase in average delays per air-
craft in the NAS at 35 major airports. As shown in the
figure, the average delay per flight will increase from the
current 10 to 63 min by the year 2025, almost six times,
as demand continues to grow, if the NAS continues
to operate as it does today. This will have an unac-
ceptable economic impact on the airlines, which may
find it almost impossible to run the operations needed
to meet the demand. Consequently, it becomes imper-
ative for government service providers to find ways
to enhance airport capacity without compromising on
safety.

67.4.5 Measuring Controller Workload

The primary role of a controller is to process a signifi-
cant amount of information and make timely decisions
to maintain safe and efficient flow of traffic. This in-
volves acquiring traffic information by continuously
monitoring traffic, perceiving potential separation vio-
lation problems, and deciding when and how to resolve
these problems. In order to perform these functions,
the controllers are involved in a number of tasks: mon-
itoring traffic situations on radar displays, entering
data through a keyboard, conducting mental assessment
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of potential conflicts, communicating with other con-
trollers/facility people, and communicating clearances
(routine and conflict resolution) with the pilots. Thus,
a human response to these number of tasks is used to
measure workload [67.16], which has both physical and
mental components. Perceiving and resolving potential
aircraft conflicts, especially during heavy traffic, require
more cognitive resources than handling other routine
tasks.

The workload (mental) primarily depends upon the
time interval between detecting a separation violation
and dealing with it. The earlier a decision is made to re-
solve the conflict, the less the workload for a controller.
In congested airspace, especially where the aircraft are
continually maneuvering (climbing, descending, turn-
ing, and changing speed), the controller workload is not
only affected by the number of aircraft under control,
but also by the impact of their changing geometrics,
which creates complexity [67.17]. The complexity not
only depends upon the level of peak traffic, but also
upon the specific traffic situations, e.g., the number
of aircraft on independent, converging or intersecting
paths in horizontal and vertical domains. Rightly per-
ceiving problems resulting from complexity requires
timely detection and resolution of these problems, in ad-
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Fig. 67.11 Operational delays impacting flight efficiency

dition to communicating the resolution clearances to the
pilots. This often turns out to be a very stressful pro-
cess that has a major impact on the workload of the
controllers.

In the future, it is envisioned that automation will
accurately detect, resolve, and communicate actions
directly to the aircraft over a data link (rather than cur-
rently by voice) in order to significantly reduce the
controller workload, as traffic continues to grow.

67.5 Future Air Transportation System Requirements
and Functional Automation

In November 2005, the European Consortium of Mem-
ber States signed to define the vision and goals of the
Single European Sky ATM research (SESAR), and to
develop, validate, and implement SESAR concepts to
meet air traffic demand beyond year 2020. The US
108th Congress and the President mandated the de-
sign and deployment of an air transportation system to
meet the nation’s needs in 2025 by passing and signing
into law Vision 100 – Century of Aviation Reautho-
rization Act (Public Law 108-176). The transformed
air transportation system should be responsive to the
social, economic, political, and technological changes,
and should meet the future needs for safety, capacity, ef-
ficiency, and security. The legislation established a joint
planning and development office (JPDO), which is sup-
ported by the Department of Transportation (DOT), the
FAA, the Department of Defense (DoD), the Depart-
ment of Commerce (DOC), the National Aeronautics
and Space Administration (NASA), the Department of

Homeland Security (DHS), and the Office of Science
and Technology Policy (OSTP) in the White House.
The JPDO published the next-generation (NextGen)
air transportation system integrated plan [67.18] defin-
ing the objectives for the 2025 air transportation
system. The following objectives relate to the spe-
cific requirements for safety, capacity, and operational
efficiency:

• Maintain the aviation record of safety as the safest
mode of transportation• Improve the level of safety as demand continues to
grow• Enhance airport capacity to satisfy future growth in
demand up to three times the current level• Minimize the impact of weather and other traffic
disruptions on NAS operations• Reduce the transit time from domestic curb-to-curb
by 30%.
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67.5.1 Automation Approach
to Meet Future Air Transportation
System Requirements

Increased level of automation in the aircraft and in the
ground system will help to meet the above stated re-
quirements for the NextGen air transportation system.
In order to improve safety, enhanced aircraft situational
awareness in the cockpit and in the ground system will
be needed to minimize operational deviations and er-
rors. To maximize capacity and flight efficiency, the
future airspace design will have to support each air-
craft filing its own desired 4-D flight plans including
route, altitudes, and expected times at key waypoints,
while the ground automation system will ascertain that
these flight plans are conflict free. This would require
the ground automation system to accurately estimate
aircraft trajectories correlated in space and time, and
precisely predict conflicts in order to negotiate any
change in their flight plans with the users. Ground-based
conflict-free flight planning, with the aircraft adher-
ing to the agreed trajectories, will reduce the need for
tactical controller intervention, which would minimize
workload. As such, future research should concentrate
on developing means to automate the air/ground func-
tions to enhance safety and capacity while reducing
flight delays and workload. In order to achieve this, an
automation approach is as follows.

Safety
The automation predicts aircraft conflict problems and
provides decision support to the controllers in resolving
them.

Capacity
No doubt the building of new runways and airports
increases airport capacity, but it is a time-consuming
process to address the environmental and adjoining
community issues required to add new runways to
the major airports or build new airports. Although
the airports authorities in the US are considering the
construction of a few new runways, and a couple of
new airports outside Chicago and Las Vegas, the ma-
jority of future capacity improvements will have to
come from using new technologies and automation
by:

• Reducing separation minima, including route
widths• Reducing performance spacing buffers• Developing automated RNP approaches.

Flight Efficiency and Delays

• Automation supports departure/arrival planning• For strategic end-to-end flight planning, automation
deals with system uncertainties.

Workload

• Automation handles routine ground/air clearances• Transfer some ground-based decisions to the air-
craft with automation assisting aircraft in self-
sequencing, merging, and spacing.

67.5.2 Development of Automated
Functional Capabilities

Relying on automation decision support and new tech-
nologies, the following functional capabilities are going
through exploratory research and potential development
to meet the above requirements for the future air trans-
portation system.

Automated Problem Resolution
to Enhance Safety

As discussed earlier, the URET function in the ground
system provides the en route controllers with an
automated conflict detection capability, which uses
predicted aircraft trajectories to continuously detect po-
tential aircraft separation problems up to 20 min into the
future, and accordingly alert the appropriate controllers.
This function is being enhanced so that the ground
automation provides the controller with solutions or
resolutions of aircraft conflicts with other aircraft, seg-
ments of airspace, and hazardous weather cells. The
MITRE Corp. center for advanced aviation system de-
velopment (CAASD) is developing such a capability,
called problem analysis resolution and ranking (PARR).
When the URET detects a conflict, the PARR examines
strategic vertical, lateral, and speed change options to
resolve these conflicts.

The PARR may be initiated for a specific aircraft
with one or more problems, or for a specific problem. In
these cases, the PARR examines a variety of resolution
dimensions and directions. If initiated for an aircraft, the
PARR generates resolutions which maneuver only that
aircraft. If initiated for an aircraft-to-aircraft problem,
the resolutions for each of the two involved aircraft are
generated.

For a given aircraft to be maneuvered, the PARR
searches for problem-free trajectories to resolve all
problems with that aircraft (within URET’s 20 min
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lookahead horizon) in an operationally acceptable man-
ner, without introducing any new problems. The search
process examines, in turn, maneuvers in each of the fol-
lowing five dimensions/directions, thus yielding up to
five resolutions for that aircraft:

1. Select an altitude above the altitude of the problem
2. Select an altitude below the altitude of the problem

aircraft
3. Turn aircraft left of the route
4. Turn aircraft right of the route
5. Increase or decrease speed.

Each resolution requires only one maneuver [67.19].
The completed PARR resolutions are ranked, color-

coded, and displayed on the URET plans display; for
example, conflicts predicted with violation of separa-
tion minima are coded red. This provides the controllers
with information to set priorities in dealing with the
problems. After the aircraft follow the resolution ma-
neuvers, and there is no more problem, the aircraft
return and continue on their original flight trajectory.
The PARR could also generate resolutions around haz-
ardous weather areas.

It is expected that the PARR function will signif-
icantly enhance safety. The safety enhancements are
important, since the relaxation of ATC restrictions in
the future could lead to more complex traffic patterns.
The PARR would assist in maintaining or enhancing
safety in two ways. First, the PARR provides an automa-
tion capability with which the controllers can obtain an
improved, strategic situational understanding, e.g., by
quickly assessing which altitude, speed, or direct-to-fix
alternatives are problem free. Second, the resolutions
provided by PARR allow the controller to easily imple-
ment strategic, problem-free resolutions, which would
allow more time for decision-making and coordination
for handling other pilot requests.

Reducing Separation Minima
to Enhance Capacity

The airport capacity for a single runway depends upon
the weight-class-based wake vortex separations be-
tween successive aircraft in-trail on a final approach,
the length of the final approach to capture the ILS local-
izer, runway occupancy times, and a spacing buffer for
safety. For operations on parallel runways and routes,
the lateral separation depends upon the ability of the
aircraft to fly close to their desired path centerline.

The established IFR separation minima apply dur-
ing poor visibility (less than 3 nmi) and/or lower cloud
cover ceiling (less than 1000 ft). When the visibility and

the ceiling are higher than these conditions, the aircraft
fly VFR when the pilots are able to see other aircraft
and the runway before turning onto the final approach,
a situation called, see and be seen. For these visual op-
erations, the aircraft are observed to land with much
smaller separations than the established IFR separation
minima without compromising any safety, but yielding
a much higher capacity. This is because the aircraft are
not constrained by the required longer ILS straight-in
approaches and a fixed glide slope. Therefore, by fly-
ing shorter final approaches and variable glide slopes,
the aircraft encounter less impact of wake vortices, and
as such could use less in-trail separations. The follow-
ing future avionics technologies will help reduce the
current wake vortex separation minima by permitting
aircraft to operate as VFR under all weather conditions.
The required navigation performance capabilities in the
aircraft will support reduction of lateral separations be-
tween routes. A future terminal automation function
discussed later will reduce spacing buffers by reducing
the impact of flight uncertainties.

Aircraft Technologies
for Electronic VFR Operations

Although there have been no separation minima es-
tablished for the current VFR operations, there is
sufficient data available to define them, if the air-
craft could operate like VFR during IFR conditions.
The following technologies will help pilots operate as
VFR at night and during poor weather and visibility
conditions.

Using ADS-B information from the aircraft in the
vicinity of the subject aircraft, the CDTI displays the
position of other aircraft on a screen in the cockpit.
The head-up display (HUD) is mounted on the aircraft
instrument panel below the windshield to monitor the
external environment (aircraft and airport). The HUDs
provide microwave and infrared (IR) images to the pi-
lots. The use of these wavelengths allows pilots to see
the runways in poor visibility by penetrating fog or
other adverse weather conditions. The enhanced vision
system (EVS) enhances a pilot’s situational awareness
during approach and landing, when the visibility is poor,
using an IR camera displaying a picture of the surface
below.

The synthetic vision system (SVS), with its ability
to let pilots see terrain, obstacles, and runways in poor
visibility conditions, is designed for use by high-end
business jets for situational awareness and safety. A 3-D
view allows the pilots to see rendering of terrain ahead
using information from onboard obstacle, terrain, and
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Fig. 67.12 Required navigation performance (RNP) concept

airport databases and tracked flight path. The naviga-
tion display shows the intended aircraft flight path with
a view that provides real position over the terrain with
respect to the flight plan.

Required Navigation Performance
In order to reduce the requirement for lateral separa-
tion between aircraft on parallel routes, or to conduct
simultaneous approaches to closely spaced parallel run-
ways, the aircraft would need to have a RNP capability.
The RNP enables aircraft not only to fly RNAV point-to-
point, but also to stay within certified route containment
limits with an onboard monitoring and alerting function.
This function enhances the pilot’s situational awareness,
and alerts the pilot when there is a gross deviation from
the route centerline, thereby permitting closer route
spacing without ground ATC intervention.

Figure 67.12 shows the RNP concept and the lat-
eral components of the aircraft navigational error. The
RNP is a measure of navigation performance accu-
racy and integrity (i. e., route containment and time to
alarm) necessary for aircraft operations within a defined
airspace. As shown in the figure, an aircraft certified
for a given RNP value, e.g., RNP X, must navigate
with a total system error (TSE) not to exceed 2X nmi
with a probability of 10−5 per flight hour, defined as
the cross-track containment limit. When exceeding this
limit, the monitoring function will generate an alert
for the pilot to correct back to the desired course. The
RNP X value defines the bound of lateral deviation with
a probability of 95% of flight time.

The TSE is the deviation of the aircraft’s true po-
sition from the desired course or the centerline of the
route of the flight path programmed in the FMS. The

TSE is a combination of errors from the following con-
tributing factors:

• Navigation system error• RNAV computation error• Display system error• Course error and flight technical error (FTE).

The airborne equipment accounts for data and com-
putational latencies, equipment response time, and
navigation sensor error characteristics for its interfaces.
The TSE value assumes a flight director or an au-
topilot operation that allows the use of either GPS or
DME/DME as navigation sources for position determi-
nation. The aircraft are capable of RNP 0.3 aided by
a flight director in the aircraft, and RNP 0.11 with a cou-
pled highly accurate automatic flight control system
(AFCS). The en route path lateral separation require-
ment could be reduced to 4 nmi from the current 8 nmi
for aircraft with RNP 1. RNP 0.11 would permit in-
dependent parallel runway operations with significantly
reduced runway spacing.

Automation Functions
to Improve Flight Efficiency and Reduce Delays

Probabilistic Traffic Congestion Management. The
current TFM function balances air traffic demand
against airspace constraints and airport capacity tak-
ing into consideration the forecasted weather condi-
tions [67.20]. A variety of flow control actions are used
to deal with the airport capacity constraints. These in-
clude weather avoidance routes, miles in-trail (MIT)
restrictions to deal with traffic congestion at fixes
and the ground delays generated by the ground de-
lay program to establish expected departure clearance
times (EDCT) for flights. Planning for these actions
requires predictions of both the traffic demand and
the airspace (sector) capacity. Since the TFM deci-
sions are typically made 30 min to several hours in
advance of the anticipated congestion, these predic-
tions are subject to significant uncertainty. However,
the magnitude of this uncertainty is not known, pre-
sented, or understood. As a result, traffic management
decisions are often overly conservative, and may be
taken at inappropriate times depending upon the accu-
racy of prediction data. The traffic demand uncertainties
arise from many sources. The flight schedules un-
dergo constant changes in response to daily events,
and such changes often occur between the time of de-
mand prediction and the time for which demand is
predicted. These include flight cancelations, departure
time changes, and initiation of previously unscheduled

Part
G

6
7
.5



Air Transportation System Automation 67.5 Future Air Transportation System Requirements and Functional Automation 1207

flights. This latter category is increasing in the USA, as
air taxi and executive jet operations are becoming more
prevalent.

Several new techniques and technologies are re-
quired to provide probabilistic TFM decision support.
First, prediction uncertainty must be known and quan-
tifiable. Second, a metric is needed for rating the
goodness of the candidate solutions. Third, decision-
making algorithms are needed to develop congestion
management solutions, given the prediction uncertainty
and the goodness metric. Finally, there are significant
human factors issues to be resolved due to the combina-
tion of information uncertainty and complex automated
processes.

Effective TFM decision making in the presence of
uncertainty or probabilistic TFM, should have the fol-
lowing characteristics:

1. Rather than attempting to resolve all possible con-
gestion problems, incremental actions are taken to
keep traffic congestion risk at an acceptable level,
while retaining flexibility to take further actions as
the situation becomes more certain

Departure planning and the
minimization of taxi times
requires coordination bet-
ween all of these stakeholders
and information on flights
15–30 minutes prior to push-
back untill take-off

Knowledge of real-time
flight position after push-
back improves accuracy of
recommended plans

Accurate prediction of push-back times is key
factor in efficient ground movement planning

Taxi clearance
Take-off clearance

Wheels-off

Departure queuing

ARTCC

TMU: Issue

Update status
and

push-back
clearance

Ramp
control
tower

Airport
terminal

Gate

Ramp area

TMU:
Issue
TFM initiatives

TFM initiatives

To host computer:
Issue or amend

Flight plan

Update airport
operational status info

Update active runways

and configuration

TRACON

AOC

ATCT

Fig. 67.13 Required coordination during departure process

2. Predicted traffic congestion areas are continually
reevaluated for further control action

3. NAS users are informed of predicted congestion,
so that they can proactively reduce schedule risk
if desired (e.g., by replanning flights through less
congested airspace)

4. Probabilistic congestion predictions are presented
to traffic planners and users in an intuitive way, in
order to maintain good situation awareness.

Multicenter Traffic Management Advisor. The TMA
function implemented in the en route automation host
computer systems (HCS) regulates or meters traffic ar-
riving from different directions within a single ARTCC
to a major airport. The development of multicenter
traffic management advisor (McTMA) led by NASA
is being built upon the TMA hardware and software
baseline. The McTMA is an automation decision sup-
port function, which extends time-based metering from
a single ARTCC/single airport arrival traffic flow plan-
ning to multi-ARTCC operations dealing with traffic
flow problems at critical bottlenecks in the en route
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airspace and merging of departure traffic with over-
flights. This function employs a distributive scheduling
algorithm to develop flexible collaborative metering
plans taking into consideration the ATC constraints at
airports and in the en route/transition airspace spread
across a region comprising a number of ARTCCs. The
distributed scheduling provides a dynamic look-ahead
capability and a provisional landing slot reservation sys-
tem to continuously monitor and feedback upstream
adjustment of flight times. This is required to deal
with demand/capacity imbalance at the point of conges-
tion [67.21].

Departure Planning and the Role of Airport Sur-
face Automation. Most of the traffic flow management
constraints are applied at the airports when the traffic
demand exceeds either the en route capacity or the ca-
pacity at the flights’ destination airport. Consequently,
these restrictions are imposed on departing flights so
that a particular flight departs at a specific time in order
to fit into a specific place in the stream of traffic, or to fit
into a specific arrival time slot at the destination airport.
The management of these departure time constraints can
make the airport surface air traffic control task much
more complex. A surface automation function is needed
to take all of these constraints into account for efficient
departure planning. The airport surface automation sys-
tem will also help reduce airport accidents, although
small in number (13 from 1997 to 2007), by provid-
ing timely and accurate information on aircraft positions
both to the ground system and the cockpit.

Figure 67.13 illustrates the exchange of informa-
tion between the various facilities to manage departing
flights in order to use capacity at major airports effec-
tively. The airport ramp control tower provides each
aircraft with a clearance to push back from the gate. The
desired airport runway configuration to use is given by
the tower, so that each departing flight could exit the
ramp at an appropriate time. The ATCT is responsible
for providing clearances for the aircraft to taxi safely
from the ramp area to the departure runway, and to
take off at appropriate times so as to meet all traffic
flow constraints and safe separation requirements. The
TRACON provides the ATCT with the relevant traf-
fic flow constraints upstream, as does the ARTCC. The
AOC provides the initial flight plan and manages the
dispatch of each flight under its control.

The airport departure capacity is a function of the
sequencing of flights to each departure runway. Aircraft
in the heavy weight class require more spacing behind
them than smaller aircraft. Therefore, clustering heavy

aircraft together could significantly increase runway ca-
pacity. Dynamically managing arrivals and departures,
by building extra arrival runway slots when necessary to
absorb extra arrival demand, also improves the overall
effective use of airport capacity.

In order to facilitate all of the above interrelated de-
cisions, the airport surface automation system should
provide the following four functions, and the informa-
tion generated must be provided in real time to all of the
decision-makers shown in Fig. 67.13:

• Surface aircraft and vehicle surveillance• Automated transfer of controller clearance and
flight intent information• Detection of potential airport surface conflicts• Automation decision support function to assist the
ramp control tower and the ATCT to best use the
available runway and taxiway capacity.

Surface aircraft and vehicle surveillance, as well as
the automated clearance and intent information trans-
fer, are the two key functions that enable the other two
functions listed above. Information about the current
position of each aircraft and the vehicle located on an
airport’s taxiways and runways, integrated with the po-
sitions of the aircraft immediately around the airport,
provide the ATCT and the ramp control tower with the
ability to see all of these objects, even when the physi-
cal line of sight is obstructed by low airport visibility
conditions (fog). They also provide the necessary in-
put to the surface conflict detection function, which uses
the known positions of each aircraft and vehicle and in-
fers the future path of each aircraft and vehicle (e.g., the
cleared taxi path), in order to detect potential conflicts.
When a conflict is predicted, the automation function
generates an alarm for the controller to alert the pilot to
take an action to avoid the conflict.

The surface automation decision support function
provides the traffic flow managers and the air traffic
controllers in the ATCT and the ramp control tower with
recommendations on actions such as:

• When to change the runway configuration to mini-
mize the loss of capacity during the changeover• In what order to best maximize the taxiing aircraft
movement through the exit spots at the edge of the
ramp area• In what order to best queue aircraft to maximize run-
way capacity given the traffic constraints, the size of
the aircraft, and other factors• How best to introduce arrival slots between the
departure slots to minimize arrival and departure
delays.
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The approaches to develop these automated deci-
sion support functions have already been discussed in
detail [67.22, 23].

Terminal Automation for Arrival Planning and Con-
trol [67.24]. Over the years, two terminal automation
functions, viz. metering and spacing (M&S) and the
final approach spacing tool (FAST), were developed
and went through extensive validation and field testing.
However, these functions were not accepted by con-
trollers, because the automation-generated information
was either too constraining or inconsistent with the hu-
man decision process. These functions were intended
to complement en route metering function (TMA) to
accurately establish landing sequences and times to en-
hance airport capacity. The crux of the problem was
a discrepancy between the TMA-planned nominal flight
trajectories and the actual trajectories flown by aircraft
tactically changed by TRACON controllers to achieve
desired separations between aircraft.

The TMA establishes desired meter fix times for
the traffic going to an airport while they are still in
the en route airspace by establishing landing sequences
and times based on prestored aircraft trajectory data
and wind information over the terminal airspace. The
en route controllers try to meet these meter fix times
within a specified tolerance (1 min) by maneuvering the
aircraft before they reach the meter fixes. Once the air-
craft enter the terminal airspace, the terminal controllers
merge traffic generally coming from four different di-
rections to maintain the required separations, as well as
guide the unequipped aircraft in the terminal maneuver-
ing areas, if there are no navaids. As such, they end up
changing the en route metering system planned paths
and landing time schedules. This affects the flight plan-
ning and operational efficiency for aircraft all the way
to touchdown by first getting delayed in the en route
airspace and then getting further delayed in the terminal
area.

A terminal automation arrival planning and control
function is needed to complement the en route planning
function in order to predict arrival schedules accurately.
This is essential for realizing maximum efficiency ben-
efits for the users by flying optimum paths, and for
the service providers to manage diverse aircraft traffic
with minimum air–ground communications. This func-
tion should minimize the variations between the aircraft
flight planning and actual operations by first defining
routes all the way to touchdown and then establishing
landing sequences and schedules using accurate flight
time estimates.

The basic requirement for establishing an efficient
terminal area flight plan for each aircraft is that it should
be based on minimum flying time from the entry (me-
ter) fix to the runway. In order to achieve the earliest
permissible landing times:

1. The plans should be based on the shortest paths
2. Continuous descent from meter fixes to touchdown
3. The aircraft are assumed to fly highest permissible

speeds over each flight segment
4. The routes from different directions towards final

approach (s) are adequately separated to avoid con-
flicts during merging of traffic

5. The landing times for successive aircraft ensure
adequate separations based on wake vortex consid-
erations.

Once the landing times are established, they should
be integrated with the en route planning of flight times
such that, when the aircraft arrive at the meter fixes
within a desired tolerance, they should be able to con-
tinue on the established 3-D profiles without any need
for path deviations to maintain separations. The en route
metering process ensures delivery of aircraft at the me-
ter fixes within the expected time variance.

In most major terminal areas today, the aircraft,
using four-corner post configuration, navigate over
established STARs from the meter fixes to about
10–15 nmi radial distance from the airport. Depend-
ing upon the direction of arrival, the aircraft either fly
a downwind path and then turn onto a base leg, or turn
directly onto the base leg, before intercepting the fi-
nal approach as shown in Fig. 67.14. Since there are
mostly no established routes in the base-leg region, the
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Fig. 67.14 Terminal merge-free route design for flight planning,
with permission from IEEE
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controllers merge the traffic coming from the opposite
directions over the two base legs, and then again merge
the traffic flying over the two base legs from the op-
posite directions onto the final approach to a single
runway. Merging of aircraft at two or three points, while
keeping them separated, results in inefficient, large path
deviations and significant workload for both the pilots
and the controllers.

In order for most of the aircraft to stay on the min-
imum path for maximum flight efficiency with short
delays, aircraft-derived speed control should be used
as the primary means to compensate for aircraft per-
formance deviations and wind forecast uncertainties. In
order to achieve this, the terminal route design should
eliminate the need for the controllers to merge traffic
at multiple points except on the final approach(es). As
such, the routes should not only be the shortest, but
all merge points should also be eliminated. As shown
in Fig. 67.14, the aircraft arriving from the direction
opposite to the direction of landing (meter fix 1) fly
a downwind path from the end of the STAR turning
onto a base leg 5 nmi long before intercepting the lo-
calizer course. For smooth capture of the localizer, the
aircraft intercept the final approach course at an angle of
30◦ or less over a path segment of 2.5 nmi to allow for
smooth turns from the base leg to the localizer course.
The aircraft also need to capture the localizer for final
approach course about 2 nmi from the outer marker in
order to be stabilized over the glide slope to the runway.
This defines the minimum path in the base-leg region.
The aircraft arriving from the other direction (meter
fix 2) turn directly onto the base leg before capturing the
localizer course. In order to create a merge-free route
design, the base legs are separated by 6 nmi to keep the
aircraft not only safely separated when arriving from
different directions, but also to allow for some margin of
airspace to deal with pop-up aircraft, missed approaches
or large aircraft deviations (as shown dotted in the fig-
ure). A mirror image of the design in Fig. 67.14 could be
applied to the other two fixes, either to the same runway
or to a parallel runway. The figure also shows a path
in case the runway assignment is changed. In the fu-
ture, if some other than ILS precision landing guidance
is available, the base-leg and final approach paths could
be shortened for curved approaches customized for each
aircraft depending upon its avionics capabilities.

After entering the terminal area, most aircraft are
required to reduce speed to 250 kt before they attain
an altitude of 10 000 ft. From there on, depending upon
the aircraft performance characteristics, the aircraft typ-
ically go through two speed reductions (speed 1 and

speed 2 in Fig. 67.14) before reducing to their final
approach speeds. The automation function could deter-
mine timing or location of these speed reductions to
compensate for flight time variances from the desired
landing times without requiring the aircraft to divert
from the above-defined minimum paths.

The NextGen concept for the future air transporta-
tion system considers 4-D navigation as one of its core
elements. In order for the aircraft to operate in a 4-D-
navigation mode, a 3-D flight profile is established from
take-off to landing with estimated times of arrival at key
decision points along the path. The aircraft are required
to stay on the predefined 3-D paths and meet the times
at these points by adjusting speeds along the flight seg-
ments using the onboard required time of arrival (RTA)
function with automated thrust management. Because
of the time compression at the end of flight during the
arrival/landing phase, any path deviation along the way
would be counter to the goals of 4-D navigation.

Air/Ground Automation with Aircraft
Self-Separation to Reduce Workload

Air traffic controllers today are involved in a number of
routine ground–air communications, such as changing
frequency, when the aircraft transition from one con-
troller airspace to another’s. In the future, the ground
automation system will directly communicate routine
information over a data link to the aircraft FMS. In ad-
dition, the primary responsibility of the controller to
separate aircraft could be shared with the appropriately
equipped aircraft, which could self-separate under cer-
tain situations as discussed below. The increased use of
automation both in the ground system and in the air-
craft cockpit will help reduce workload for both the
controllers and the pilots.

Before aircraft are committed to the final approach,
the controllers direct the aircraft to maintain specific
in-trail spacing when following each other, or when
the aircraft merge from different directions on a com-
mon point in airspace, and then follow each other in
a single stream of traffic. This process requires a se-
ries of clearances, as well as monitoring of aircraft
conformance to the directions from the ground. This
is workload intensive for both the pilots and the con-
trollers. In the future, with the aircraft equipped with
ADS-B, CDTI, FMS, and RNP, including a monitor-
ing and alerting capability, the aircraft will have the
ability to maintain separation from other equipped air-
craft. Flight-deck-based merging and spacing concepts
are being explored in which a strategic setup is estab-
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lished by the ground system followed by cockpit-based
self-separation [67.25].

NASA has defined an automated airspace concept
that uses ground-based automated airspace computer
system (AACS) to generate conflict-free air traffic con-
trol advisories and send trajectories via a two-way
data link to the FMS of equipped aircraft. With traf-
fic situational awareness provided by CDTI, the pilots
could assume separation assurance responsibility dur-
ing certain traffic conditions. Although the selection
of data link and data transmission protocols to meet
these requirements is uncertain at this time, mode S,
ADS-B, and VDL2 are likely candidates for this con-
cept. The automation of separation assurance function
will also mitigate a number of ATC constraints that
limit the efficiency and capacity of the current ATM
system [67.26].

The joint FAA/Eurocontrol Cooperative Research
and Development Committee defined the principles
of operation for the use of airborne separation as-
surance systems (ASAS) taking into account US and
European perspectives for global applications [67.27].
The primary guiding principle is based on cooper-
ative involvement of both the pilots/aircraft systems
and the controllers/ATM system in assuring separation
among aircraft. Four specific ASAS applications de-
fined are:

1. Airborne traffic situational awareness to enhance pi-
lots’ knowledge of surrounding traffic

2. Airborne spacing to permit pilots to maintain
a given spacing with designated aircraft

3. Airborne separation when the controller delegates
separation assurance responsibility to the pilots

4. Airborne self-separation when the pilots achieve
separation from other aircraft in accordance with the
desired separation standards and rules of flight.

These concepts make use of aircraft capabilities-
based performance to establish different control mecha-
nisms for different segments of airspace. The equipped
aircraft assume responsibility for self-separation and for
monitoring and alerting in most airspace, except where
there are high-density traffic operations. Most FMS us-
ing GPS for navigation alert the pilots when navigation
performance exceeds RNP criteria. This UNABLE RNP
alert is based on probability and not on measured error,
and is only a part of the required monitoring and alerting
process. A flight technical error relative to the computed
path is displayed to the pilot for monitoring lateral and
vertical deviations. A corrective action is required if ei-
ther the lateral or vertical deviation exceeds the lateral
RNP limit, or 75 ft in vertical, respectively. The GPS
meets the monitoring and alerting requirements of ac-
curacy and integrity through RAIM alerts tied to the
RNP value for each phase of flight. This means that
the separation assurance responsibility is ground based
in the airspace where the traffic density and flight un-
certainties are high, whereas some separation assurance
responsibility could be delegated on a pairwise basis to
aircraft during light traffic. In other airspace segments,
both the aircraft and the ground automation share re-
sponsibilities, with the aircraft responsible for tactical
flow management and separation assurance, while the
ground system is responsible for strategic traffic flow
management.

67.6 Summary

The current US air transportation system has an excel-
lent record for safety of aircraft flying in accordance
with the IFR separation requirements. The NAS relies
on VHF for voice communication between the pilots
and the air traffic controllers, ground-based VOR/DME
systems for navigation, primary and secondary radars
for surveillance, and ground-based automation for flight
and radar data processing at local, regional, and na-
tional ATC facilities. During 2006, over 700 million
passengers flew in the NAS, and the cargo revenue
ton miles exceeded 40 billion. The NAS manages about
55 000 operations daily, with about 6500 flights in
the air during peak demand. The density of traf-

fic is creating congestion at airways and airports,
thereby creating bottlenecks resulting in flight delays,
which cost the airlines millions of dollars in lost
revenue.

With the demand for air traffic services continu-
ing to increase, future delays will increase significantly
unless the NAS is transformed. Satellite-based CNS
technologies offer the opportunities to enhance safety,
airport capacity, and flight efficiency. The new genera-
tion of aircraft has already acquired avionics compatible
with satellite-based CNS technologies, with increased
automation provided by the FMS. However, the ground
system infrastructure needs to be modernized using
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satellite-based CNS technologies and automation of de-
cision support functions.

This chapter describes the current CNS and ATM in-
frastructure, which includes VHF/HF communications,
ground-based navigation systems, viz. VOR, DME
and ILS, and primary/secondary radars for surveil-
lance. Upcoming satellite-based CNS technologies are
also discussed, e.g., VHF data link for data commu-
nication, GPS/WAAS for navigation, and ADS-B for
surveillance. How these technologies will enhance air-
craft operations with direct air/ground communications,
RNAV point-to-point navigation, and improved aircraft
tracking for automated decision support is elaborated in
order to provide an understanding of the major techno-
logical transformation expected in future NAS.

The functional role of automation in the aircraft and
the ground system is addressed in terms of their limited
use today, as most of the decisions in the cockpit and
on the ground are human-centric. The two major func-
tions of the ATM system in NAS, viz. TFM and ATC,
and their limitations are addressed. Most of the automa-
tion functions such as MSAW/conflict alert/URET are
primarily used for aircraft safety. Limited automation
functional capabilities exist, such as TMA and ETMS,
to deal with capacity, flight efficiency, and workload,
although a number of newer aircraft have FMS to help
aircraft fly efficiently.

The metrics to measure CNS/ATM systems’ per-
formance are aircraft safety, airport capacity, flight
efficiency with its impact on delays, and pilot/controller
workload. The established government regulations re-
quire the aircraft to follow other aircraft with specific
separation distance minima in various phases of flight.
Because of human decision making, the controllers of-
ten plan for larger than the required IFR separation
distance rules to ensure safety, although this adversely
affects capacity, resulting in increased delays and work-
load. A detailed explanation of the factors used in
defining the above performance measures is provided

here to develop a clear understanding of the CNS/ATM
system operational elements that the new technologies
should improve, and the functions which should be
automated for the air transportation system of the fu-
ture.

This chapter also provides highlights of the future
CNS/ATM capabilities for the NextGen system for the
year 2025 and beyond, with its goals and objectives.
How the enhanced automation could meet the require-
ments of the future system for increased safety and
capacity, as well as for reducing delays and workload,
is also discussed.

In order to realize some of the goals of the fu-
ture air transportation system, research is going on
to develop new capabilities such as RNP, CDTI, and
EVS in the cockpit, and automated functions such as
PARR, McTMA, probabilistic TFM, and automated de-
parture/arrival management for the ground-based ATM
system. The new aircraft technologies will provide the
aircraft with an ability to operate in poor-visibility
conditions just like they operate in good-visibility
conditions to reduce separation minima and increase
capacity. The enhanced automation in the cockpit and
in the ground system will be better able to deal with
the system uncertainties to improve flight efficiency and
reduce delays, as well as provide both the pilots and
the controllers with accurate and timely decisions to
help reduce their workloads. Moreover, some sharing of
separation assurance responsibility between the pilots
and controllers would result in equitable distribution of
workload for ensuring safety of flights.

Because of the limited space here to cover the vast
scope of the current air transportation system functions
and capabilities and ongoing research to develop the fu-
ture system, this chapter provides a tutorial at a high
level. For specific details of any feature of the current
or future systems, it is recommended that the readers
seek information on the US FAA or the ICAO websites
(www.faa.gov or www.icao.int), respectively.
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Flight Deck Au68. Flight Deck Automation

Steven J. Landry

A review of flight deck automation is provided
with an emphasis on examples and design prin-
ciples. First, a review of historical developments
in flight deck automation is provided. Current
examples of control automation, warning and
alerting systems, and information automation
are then provided. A discussion of human fac-
tors, integration, safety, and certification issues
are then discussed. The chapter provides guid-
ance to managers, engineers, and researchers
tasked with studying or building flight deck
systems. In particular, the chapter provides
an appreciation of the challenges of build-
ing such systems, and the challenges facing
those who will build the flight decks of the
future.
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68.1 Background and Theory

Both the USA and European countries are currently re-
searching and developing automation, procedures, and
concepts in order to transform their respective air-traffic
systems [68.1, 2]. This transformation will significantly
affect aircraft flight decks for many decades. As the
shape of this next-generation air-traffic system devel-
ops, sophisticated automation will be needed to take
advantage of the new infrastructure. This need poses
many challenges, including: how to take advantage of
a likely massive increase in the amount of available in-
formation, how to increase automation in a complex
human-integrated system without reducing safety, and
how to ensure that collisions between aircraft do not
occur in the face of significantly increased density.

This chapter is designed to provide guidance to en-
gineers and researchers who will develop technologies
for new flight decks. These engineers and researchers
will need to understand the challenges of developing
automation for a flight deck, including technological,
regulatory and certification, and human factors issues.
As will be discussed, much has been accomplished from
the early days of automation. There have been signif-
icant technological advances (such as satellite digital
communications), but the utilization of these technolo-
gies in flight decks has been relatively slow. Regulatory
agencies are conservative in approving the introduc-
tion of unproven technologies, and there are many
integration issues associated with bringing new au-
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tomation into complex socio-technical systems such as
aviation.

First, a brief review of historical developments
in flight deck automation is provided. Next, several
specific types of automation are discussed: control
automation, warning and alerting systems, and infor-
mation automation. This is followed by a discussion of
guidelines for flight deck automation development. This
discussion centers on human factors issues, system in-
tegration issues, safety, and certification. Lastly, several
emerging concepts that appear to be the most critical for
the US and European efforts are discussed.

68.1.1 Historical Developments
and Principles

The very earliest flight decks had no automation per se,
and only rudimentary instruments to monitor the en-
gine, magnetic heading, and orientation (with respect
to the horizon). Later additions included barometric al-
timeters to indicate altitude, airspeed indicators (for the
prevention of stalls), and sideslip indicators. It was not
until flight at night and in conditions of poor visibil-
ity was needed in the 1930s that more sophisticated
navigation instrumentation became available.

Quite likely the first piece of significant air-
craft automation, however, was introduced in 1914 by
Lawrence Sperry. Sperry, utilizing the concept of the
gyrocompass invented by Hermann Anschütz-Kaempfe
(and subsequently patented by Sperry’s father in the
USA), developed a gyroscopic stabilizer for an aircraft,
and attached it to the control surfaces of a Curtiss B-2
biplane. In a demonstration in France, Curtiss and his
mechanic (Emil Cachin) climbed out on the wings as the
now-pilotless plane passed in front of crowds of specta-
tors, thereby demonstrating the first autopilot [68.3].

Sperry’s autopilot used the principle that a spinning
gyroscope has a strong tendency to maintain its orienta-
tion regardless of the orientation of the containing body.
Therefore, deviations of the orientation of an aircraft
from the neutral positions (as given by the axis of the
spinning gyroscope) can be determined. This signal can
then be used to drive the control surfaces of the air-
craft according to specific control laws (which will be
discussed later in the chapter). Sperry was able to pack-
age this in a device that measured 18 in × 18 in × 12 in,
and weighed only 40 lb (whereas his father’s gyro-
compass was so large it could only be used on large
warships) [68.4].

Sperry’s invention was the first of what will be
called control automation, whose purpose is to replace

human control of the aircraft with machine control.
If, in considering automation, only mechanical systems
that replace human functions are considered, then there
are roughly two other categories of automation in air-
craft – warning and alerting systems and information
automation, although many systems straddle these clas-
sifications.

Warning and alerting systems replace the pilot’s
function of manually monitoring for hazardous condi-
tions. For example, airspeed indicators were developed
mainly so that pilots could ensure that they maintained
sufficient airspeed to prevent a stall, which is a haz-
ardous condition where the wings no longer produce
enough lift to counteract the weight of the aircraft
(which therefore begins to fall). In most modern aircraft,
this monitoring function is replaced by a stall warning
device, which alerts the pilot to an impending stall with-
out the pilot having to monitor airspeed and compare it
with a memorized stall speed.

The first warning and alerting systems automation
was likely an off flag for a particular instrument, warn-
ing of that instrument’s failure. Warning and alerting
systems proliferated rapidly starting in the 1960s and
1970s, with the Boeing 707 (rolled out in 1954) origi-
nally having only a few simple warning devices (such
as engine fire warning systems), the Boeing 747 (de-
ployed in 1969) having few (if any) more (although
many have been added to it over its life), and the Boe-
ing 777 (whose maiden flight was in 1994) being the
first built with numerous warning systems as standard
equipment.

Information automation provides pilots with access
to information that they would otherwise have to lo-
cate manually or calculate themselves. For example,
pilots will follow written checklists for various portions
of flight, and have procedures to ensure that checklist
items are completed. In some aircraft, checklists are
presented in electronic format, with the system ensuring
that checklist items are completed.

Probably the first information automation intro-
duced was the flight director. This automation provided
intercept guidance for pilots, who previously would
have had to determine appropriate intercept angles for
a desired course (and glideslope – the desired descent
angle to the runway).

World War II saw a dramatic increase in the use
and sophistication of aircraft, with that trend continu-
ing through the present day. In the early 1950s, a blue
ribbon panel was convened by the US government to
study research needs in aviation. This panel was chaired
by Dr. Paul Fitts, who was one of the pioneers of ap-

Part
G

6
8
.1



Flight Deck Automation 68.2 Application Examples 1217

plying engineering and psychology together to improve
aviation safety. The Fitts report provides a convenient
milepost for the state of automation and automation
research at the time [68.5].

68.1.2 Modern Automation

Modern flight decks include a great deal of automation
of all three types (control, warning, and information)
mentioned previously, although this is highly dependent
on the type of aircraft. At the top of the sophistica-
tion ladder (for civilian aircraft) is the modern airliner,
while there are still aircraft flying today that have the
same level of sophistication and instrumentation as the
earliest aircraft.

The most sophisticated commercial aircraft have
three-axis autopilots that are driven by a combination
of inputs from a gyroscopic inertial navigation system,
global positioning system, and flight management sys-
tem into which is loaded the desired flight route in three
(sometimes four) dimensions. These autopilots can nav-
igate to any point on the globe, and can be programmed
to arrive at a precise time. Moreover, these autopilots
have the capability to control the airplane without hu-
man intervention from the time it is driven onto the
departing runway by the pilot until it reaches a point
just off the arriving runway in any weather conditions.

These aircraft also have numerous alerting and
warning systems, including systems that detect colli-

sion dangers (with other aircraft and with the ground),
unsafe configurations (such as gear not extended for
landing), control surface overspeed warnings, engine
fire warnings, wind shear alerts, alerts for deviations
from assigned/desired altitude, and others. These sys-
tems, which usually utilize relatively simple sensors,
often contain complex algorithms. Aircraft manufac-
turer and company procedures dictate specific responses
to these alerts.

Modern airliners also contain a great deal of
information automation as well. Among the infor-
mation automation commonly found in today’s com-
mercial aircraft are weather and ground-proximity
radar, navigation displays, electronic messaging capa-
bility utilizing communications satellites, and engine
indicating and crew alerting systems (EICAS) dis-
plays. EICAS displays are a highly integrated set of
displays covering a great deal of different informa-
tion, including engine temperature, engine pressure,
oil temperature, electrical system status, pressurization
system status, hydraulic system status, and fuel system
status.

In the next section, examples of these applications
will be discussed. This will be followed by a discussion
of guidelines for automation development, specifically
human factors issues, system integration issues, safety
principles, and certification and equipage issues. Fol-
lowing that is a discussion of principles for automation
development.

68.2 Application Examples

Many examples of flight deck automation were men-
tioned in the previous section. In this section, specific
examples of control automation (autopilots, envelope
protection automation, and automation for uninhab-
ited aerial vehicles), warning and alerting systems
(system monitoring, hazard monitoring, and collision
avoidance), and information automation (automated
checklists, cockpit display of traffic information, and
data communications) are discussed in more detail.

68.2.1 Control Automation

Aircraft are controlled through manipulation of three
rotational axes, as shown in Fig. 68.1, along with con-
trol of the thrust produced by the engines. Each of
the control surfaces used to manipulate the rotational
axes utilizes the same principle as wings – increasing
camber of a surface moving through a fluid (i. e., the at-

mosphere) results in pressure differences between the
upper and lower control surfaces. These pressure differ-
ences produce a force that tries to move the surface in
the direction of lower pressure.

Control surfaces are connected by mechanical, elec-
trical or hydraulic means to controls that can be
operated manually by the pilots. The control surface
for pitch is the elevator, typically located on the hori-
zontal stabilizer near the tail of the aircraft. Manually,
the elevator is controlled by pulling or pushing the con-
trol yoke (or joystick). The control surfaces for roll are
ailerons, located near the end of each wing. Ailerons are
controlled by turning the yoke (or moving the joystick
to the left or right). Yaw is controlled by the rudder,
which is located on the vertical stabilizer, again near
the tail. The rudder is operated by stepping on pedals
located near the pilots’ feet. Throttles control the thrust
of each engine.
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Fig. 68.1 Yaw, pitch, and roll axes (after [68.6])

These axes are somewhat independent, although not
entirely. For example, stepping on the rudder pedals in-
troduces yaw, which in turn produces a rolling moment.
Increasing power through the use of the throttles results
in a pitch change; if pitch is held constant an increase in
power results in an increase in speed.

The null setting of each of the control surfaces is set
through the use of trim, which is operated electrically
(or sometimes hydraulically). Trim, however, can also
be used to manipulate the control surfaces instead of
moving the ailerons, rudder or elevator directly. In some
cases trim is a smaller version of the related control sur-
face (for example, typically the ailerons have small tabs
which can be moved independently of the ailerons and
act as the trim control surface). In other cases, the null
position of the entire control surface is set by the trim
(for example, typically the elevator null position is set
by trim).

Disturbances

Controller Plant

P (s)
u yer

C (s)

F (s)

Sensor

Output
Reference

value

Fig. 68.2 Basic feedback control loop

Autopilots
Modern-day autopilots control all three rotational axes
of an aircraft (pitch, roll, and yaw), as well as the thrust.
They accomplish this through mechanical, hydraulic or
electrical linkages with the trim surfaces and with the
throttles. This type of control provides smoother, more
accurate positioning of the control surfaces than through
cable linkages, although manual movement of the con-
trols can produce larger movements in a shorter period.

The input to autopilots can be thought of as a devi-
ation from a desired rotational angle or speed, although
this may have to be derived from a desired ground track,
altitude, speed, vertical speed (i. e., rate of descent or
climb), bearing from a navigation aid or other form of
information more directly applicable to navigation. The
specific methods by which error signals are translated
into control movements are proprietary secrets of au-
topilot and aircraft manufacturers, so only a generalized
description is given here.

In basic control theory, an input (such as error from
a reference) can be transformed into an output through
a transfer function, which is commonly specified as
a function of the frequency of the signal. Such a sys-
tem is shown in Fig. 68.2, where the transfer function
H(s) is given by (68.1) if plant disturbances are ignored

Y (s) =
(

P(s)C(s)

1+ F(s)P(s)C(s)

)
r = H(s)r . (68.1)

A simple controller can be constructed using a simple
integrator and delay. For such a controller, the transfer
function would be given by (68.2), where the time delay
is given by τ , the gain is given by k, and the integrator
is represented by the s in the denominator

H(s) = k e−τs

s
. (68.2)

In such a controller, the behavior of the system would
be to dampen out the error signal, as shown in Fig. 68.3.
In such a controller, the error signal from (t – delay)
seconds ago is used, resulting in some delay in the
response of the controller. That delay leads to the over-
shoot shown where the error crosses zero just after 0.5 s.
The error is fully damped after 3.25 s.

Modern autopilots use very sophisticated algorithms
in place of the simple transfer function shown in (68.2).
Generally, automatic control in aircraft is considered
a multilevel system, consisting of a guidance loop,
a control loop, and a stability augmentation loop. The
guidance loop controls the navigation of the aircraft
by initiating commanded state changes in particular se-
quences to achieve a navigation goal. The control loop
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Fig. 68.3 Step response of simple integrator with delay
(gain = 3, delay = 0.2 s)

ensures that the commanded states are adhered to by
initiating control movements to dampen out errors be-
tween the actual and commanded states. Most aircraft
also have a stability augmentation loop that dampens
out undesirable aircraft modes. One such mode is Dutch
roll, which is a tendency for aircraft to slightly yaw and
roll out of phase continuously in flight.

Autopilot types are categorized in terms of the con-
ditions under which they can be used for approach and
landing. Specifically, the categories shown in Table 68.1
can be used to classify autopilots.

Pilots control the autopilot mode of operation
through a mode control panel (MCP), such as the one
shown in Fig. 68.4. Using this panel, pilots select which
axes the autopilot should control, and the form of con-
trol that the autopilot should use. This form of control
is set as the mode of the autopilot. Modes that con-
trol the pitch axis usually include attitude hold, altitude
hold, vertical speed, and descent angle. Modes that con-
trol the horizontal axis include control-wheel steering,
heading hold, and course hold. Autopilots also gener-
ally have airspeed hold, mach hold, and specialized ap-
proach modes such as glideslope capture and autoland.

Fig. 68.4 Mode control panel (after [68.7])

The typical autopilot has several dozen independent
modes, each having complex dependencies with other
modes. Some modes are incompatible, and the system
must be designed to prevent these from being simultane-
ously selected. There are also combined modes, where
the autopilot will transition into a second mode at some
point as programmed into the automation.

The autopilot can be controlled manually by the pi-
lot through the mode control panel, or can be set through
the flight management computer (FMC). The desired
horizontal trajectory (a sequence of latitudes and lon-
gitudes) of the aircraft can be stored in the FMC, which
then automatically controls the appropriate modes of the
autopilot. The vertical profile as well as times to cross
positions or altitudes can also be entered.

These complexities make operating the autopilot
and understanding its operation difficult. In fact, several
fatal aircraft accidents have been attributed to autopi-
lot mode confusion, which will be discussed later in the
chapter.

Autopilots, as automation that literally controls the
aircraft, is safety critical, and therefore faces rigorous
scrutiny before being certified by the national aviation

Table 68.1 Aircraft autopilot categories and weather re-
quirements

Category Approach and landing
weather minimums required

I 60 m/200 ft ceiling

800 m/0.5 statute mile visibility

550 m/1800 ft runway visual range

II 30 m/100 ft ceiling

(usually with autoland) 350 m/1200 ft runway visual range

IIIa 200 m/700 ft runway visual range

(usually with autoland)

IIIb 50 m/150 ft runway visual range

(IIIa with auto-rollout)

IIIc 0 ft runway visual range

(IIIb with auto-taxi)
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authorities. For this reason, developers of autopilot soft-
ware tend to reuse or add onto existing certified code,
or have it generated automatically by systems that can
mathematically verify the code.

Envelope Protection
Airbus aircraft have a significantly different automa-
tion design philosophy than Boeing aircraft (or many
other aircraft manufacturers). While Boeing believes
that automation should never be allowed to irreversibly
override the pilot, Airbus believes that automation
should protect the aircrew from entering unsafe flight
regimes [68.8, 9].

This results in automatic envelope protection in Air-
bus aircraft. Short of deactivating the system, envelope
protection makes it virtually impossible to exceed the
design limitations (G-forces, maximum speeds) or enter
unsafe flight regimes (stalls, excessive angle of attack –
the angle of the aircraft to the relative wind). Since Air-
bus aircraft use fly-by-wire (the control yoke activates
the flight surfaces through an electrical signal rather
than mechanical or hydraulic linkages), the envelope
protection automation can intercept these signals and,
for example, reject control inputs that would result in
excessive accelerative forces on the airframe.

However, the transitions in and out of flight modes
that activate or deactivate certain envelope protections
are opaque. This results in additional potential for mode
confusion, and has been cited as a causal factor in sev-
eral accidents [68.10, 11]. There is also the possibility
that the aircraft is put into situations unforeseen by the
designers.

Both of these situations occurred on an Airbus A-
300 flight into Nagoya, Japan in 1994 [68.12]. The
aircraft was on approach (being flown manually) when
it was inadvertently switched into a go-around mode.
When the autopilot was activated, it attempted to
abandon the approach by climbing and accelerating.
However, the pilots, not knowing the aircraft was in
this mode, attempted to continue the approach by push-
ing forward on the control yoke, commanding a pitch
down. The autopilot, utilizing the pitch trim, counter-
acted these commands by running the pitch trim to the
full-up limit. As the plane pitched up from the autopilot
pitch command, the pilots disconnected the autopilot,
but engaged the autothrottles. In response to reaching
the maximum angle of attack, flight envelope protec-
tion engaged, initiating full thrust, causing the plane to
pitch up an additional amount and stall. The pilots were
unable to recover from the stall in time and the aircraft
crashed, killing 264.

This is not to say that the Airbus philosophy is infe-
rior; records are not kept of how many accidents were
prevented by having flight envelope protection. Rather,
the Airbus philosophy has introduced a new type of er-
ror, perhaps trading this off against the possibility of
other types of human error.

Although Boeing aircraft do not have strict flight
envelope protection, there is a soft envelope protec-
tion on its fly-by-wire aircraft. In this form, the system
warns the pilot of an approaching limit by increasing
the amount of force required to move the control.

Uninhabited Aerial Vehicles
Uninhabited aerial vehicles (UAVs) represent a new
class of aircraft, and UAV use is expected to increase
significantly in the future. UAVs can range from a so-
phisticated remote control vehicle (with virtually no
onboard automation) to a fully autonomous vehicle with
onboard intelligence for navigation and other functions.

Unless one includes guided weapons, UAVs are
not fully autonomous. Humans must, at least, provide
the system with goals and rules for conduct. In most
systems, humans are also involved in monitoring and
some aspect of the control loop. Control of the ve-
hicle may be only at the outermost loop (navigation
commands), at one of the inner loops (guidance or
control) or some combination. For example, the US
military’s Predator drone requires manual flight for
takeoff and landing, but can follow a programmed set
of waypoints autonomously. The Global Hawk UAV,
however, can takeoff, fly a programmed route, and land
autonomously.

UAVs are in extensive use within the military,
although their use appears to have been slowed some-
what by development problems and high accident
rates [68.13]. Some of these problems relate to the
young age of the technology, but some also involves
human error. The operation of a UAV is not unlike
the operation of a motionless flight simulator, where
vestibular and somatosensory cues are absent. The ab-
sence of these cues makes fine control difficult, such
as required when landing a UAV on an aircraft car-
rier. Since replacing these sensory cues seems nearly
impossible, the emphasis has been on providing more
autonomy to the vehicle.

One of the main challenges for incorporation of
UAVs into the airspace system is that systems may not
be able to deal adequately with a malfunction and still
ensure separation from other aircraft. For example, in
the case of a communications failure, the UAV must
be able to successfully divert to a recovery field on its
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own while maintaining separation from other aircraft.
Currently, validated technology does not exist for such
a function. As a result, in the US national airspace sys-
tem, the Federal Aviation Administration (FAA) has
required a lengthy approval process to fly a UAV in con-
trolled airspace, and the UAV must remain under visual
control of an operator.

68.2.2 Warning and Alerting Systems

In addition to control automation, there has been a pro-
liferation of warning and alerting systems onboard
modern commercial aircraft. Early aircraft had limited,
individual alerting systems. As the number of these
increased, corresponding to the increase in complex-
ity of the aircraft, the location of many of the visual
alerts were consolidated into an annunciator panel, and
a master caution warning was added in a highly visible
location to indicate that one (or more) of the alerts had
activated.

On aircraft that have multifunction displays (MFDs)
instead of individual gages (also called glass cockpits),
the master caution and annunciator panels are often in
a less central location. Since the most important alerts
can be displayed directly on the MFDs, a master cau-
tion and annunciator panel are typically used for less
important or infrequent alerts.

Systems Monitoring
Aircraft are complex vehicles, with numerous systems
that require monitoring. Engines, the auxiliary power
unit (APU), air conditioning, pressurization, electrical
systems, hydraulic systems, pneumatic systems, fuel
systems, and mechanical systems (such as landing gear)
all need to be monitored, and can have failures that
are independent from the other systems. On older-
generation aircraft, many of these systems (e.g., fuel,
electrical, pressurization, and hydraulic) were moni-
tored and controlled by a dedicated flight engineer;
a typical flight engineer panel is shown in Fig. 68.5.

On these aircraft, each system was segmented on
the panel, and often was laid out in a pattern mimick-
ing the physical layout of the components. For example,
the fuel controls (the lower left portion of Fig. 68.5)
mirrored the physical location and geometry of the dif-
ferent fuel tanks, cross-flow valves, and boost pumps.
This was accomplished to help the flight engineer con-
trol the system with fewer errors and to speed diagnosis
of problems.

When new aircraft were being built in the 1970s, it
was desired to automate most of the control of these sys-

tems and to eliminate the flight engineer position. The
reasons put forward for this change were to eliminate
human error and to reduce crew cost. This change meant
that the pilots would be required to handle any mal-
functions in these systems, and that systems monitoring
equipment would have to be altered for use by the pilots,
who would not be able to dedicate time to continuous
monitoring or extensive diagnosing of failures.

The new systems monitoring automation is com-
monly placed on an overhead panel, outside of the
normal view of the pilots. Alerts on the front panel
(within normal view of the pilots) provide an indication
that the pilots should check the overhead panel.

Hazard Monitoring
Pilots must be aware of several different hazards, apart
from systems malfunctions. Pilots must monitor for
dangerous weather (such as wind shear and thun-
derstorms), high terrain, and other aircraft. Systems
devoted to avoiding collisions will be discussed sepa-
rately in the next section.

In 1968, a Lockheed Super Electra penetrated
a thunderstorm [68.14]. In the resulting turbulence, the
aircrew lost control of the aircraft, and overstressed the
aircraft (beyond its design limits) in an attempt to re-
cover. The aircraft broke up in flight, killing all 82
persons on board. In 1977, a Southern Airways DC-9
flew into an intense thunderstorm, losing both engines
due to heavy rain and hail [68.15]. The engines could
not be restarted, and the aircrew attempted to make an
unpowered landing on a rural highway. Sixty-two of the
87 people onboard were killed in the ensuing crash.

Modern commercial aircraft all are required to have
onboard weather radar to avoid these situations. The
system uses common weather radar technology to dis-
play areas of precipitation to flight crews.

For aircraft on which weather radar is functioning
and available, such incidents do not appear in acci-
dent report databases. However, private aircraft are not
required to have weather radar on board, and such inci-
dents are still unfortunately common. Weather radar can
accurately paint areas of heavy precipitation, enabling
pilots to avoid them (and the associated turbulence and
lightning). While encounters with such severe weather
still occur, they are usually the result of getting too close
rather than flying directly into the most severe part of
the weather.

A more common risk associated with thunderstorms
(for commercial aircraft) is windshear. A windshear is
a sudden change in the speed or direction of the wind;
downdrafts are similar but involve a shaft of cold air
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Fig. 68.5 Flight engineer’s panels from a C-141B

sinking rapidly toward the ground. Both types of wind-
shear are extremely dangerous in that they can quickly
change the lift profile of the aircraft, and have been the
cause of numerous fatal accidents.

One of these accidents occurred in 1975. An East-
ern Airlines Boeing 727 crashed on landing at Kennedy
Airport in New York, killing 112 of the 124 persons
onboard [68.16]. The aircraft encountered windshear
on final approach, and impacted the ground 2400 ft
short of the runway. This incident spurred the US Fed-

eral Aviation Administration (FAA) to have a low-level
windshear alerting system (LLWAS) developed, and
prompted airlines to install onboard windshear alerting
systems.

The original LLWAS worked by detecting vector
differences in wind through pole-mounted anemometers
placed at midfield of the airport and at five locations
around the airport. The system alerted if a 15 kt vec-
tor difference in the winds was detected, but was prone
to false alarms [68.17]. Current LLWAS systems utilize
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12–32 sensors, placed at points based on the geometry
of the airport and typical convective weather activity,
and use more sophisticated algorithms for detecting
windshear and microburst activity.

Simple flight deck windshear alerting systems work
by monitoring actual and predicted winds entered into
the flight management computer. This capability is
often augmented by monitoring the groundspeed of
the aircraft. Systems have also been developed to use
forward-looking infrared radar, Doppler radar or other
systems to predict windshear.

Another hazard that aircraft need to avoid is terrain.
As a result of a spate of accidents labeled controlled
flight into terrain (CFIT), instrument manufacturers cre-
ated a ground-proximity warning system (GPWS). The
intent of this system is to detect when an aircraft is ap-
proaching the terrain in an unsafe manner (i. e., when
not intending to land).

GPWS, and the later enhanced GPWS (EPGWS),
utilizes as its primary inputs a radar altimeter (which
measures height above ground level – AGL), the baro-
metric altimeter, landing gear position, vertical speed,
and airspeed. The EGPWS also utilizes a terrain
database and the current aircraft position.

The hazardous condition that the GPWS was at-
tempting to detect was unsafe closure to terrain. Several
states of the aircraft were used to determine whether
this condition existed, including the altitude of the air-
craft, the descent rate of the aircraft, and the status of the
landing gear and flaps (to detect when the aircraft was
intending to land). Values of these states were combined
to produce envelopes of safe operation with respect
to terrain; operation outside of these envelopes would
constitute a hazardous situation. An example envelope
(from a GPWS installed on a US Air Force C-141B) is
shown in Fig. 68.6.

The output of the GPWS is either nothing (if
a hazardous condition is not detected) or an alert (if
a hazardous condition is detected). In the earlier mod-
els of the GPWS, an alert consisted of a red light on
the GPWS panel and a whooping tone followed by
a computerized voice that annunciates pull up several
times. This very distinctive alarm was intended to pro-
vide pilots with clear guidance regarding the presence
of a hazard and the desired response.

Unfortunately, a number of incidents in which pi-
lots silenced the alarm without complying with the
mandated response have occurred, resulting in aircraft
crashing into terrain. These incidents were particularly
troublesome since the aircraft was perfectly capable,
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Fig. 68.6 Ground-proximity warning system envelope (mode 1)

and all the pilots needed to do to avoid crashing was
to comply with the alert’s desired response.

One supposed reason for this was that the system
produced spurious or false alerts [68.18, 19]. These
alerts caused trust in the automation to be eroded, result-
ing in pilots’ failing to comply with the alert response.
For example, if the system failed to detect that the land-
ing gear was down, the GPWS would sound when the
aircraft approached the ground for landing, even if the
descent was controlled. In these situations, the pilots
would realize that the landing gear was down and ignore
the alert.

However, even if the landing gear was down, the
GPWS may sound if the aircraft is descending in an un-
safe manner (such as would be the case if the aircraft
were out of position such that terrain posed a threat to
the aircraft). In such a case, merely checking the state
of the landing gear would be insufficient. If the pilots
assumed that the GPWS was malfunctioning due to it
misreading the state of the landing gear, an accident
may result.

To assist the pilot with sorting out why the alert was
occurring, additional voice alerts were provided as part
of the EGPWS, which would help indicate which con-
dition was detected by the system. In addition to pull
up, the system would also state glideslope (if the air-
craft were deviating from the desired descent glideslope
for landing), terrain (if terrain closure were detected),
and combinations of these alerts would become increas-
ingly salient if the condition persisted. The low number
of such incidents over the last decade suggests that this
system has considerably reduced instances of failure to
adhere to the ground-proximity warning system.

Part
G

6
8
.2



1224 Part G Infrastructure and Service Automation

Collision Avoidance
Avoiding collisions with other aircraft is a shared
responsibility between flight crew and air-traffic con-
trollers. When operating visually (under visual flight
rules – VFR), controllers are not required to provide
any assistance and pilots must see-and-avoid other air-
craft. When operating primarily on instruments (under
instrument flight rules – IFR), controllers continuously
monitor the separation of aircraft using processed radar
returns, manually monitoring and projecting the posi-
tions of aircraft, intervening when potential conflicts are
identified.

In addition to see-and-avoid, aircraft collision
avoidance systems (ACAS) have been developed. These
systems utilize information transmitted from aircraft
equipped with an appropriate transponder system to
determine relative bearing and closure rate. Should
the closure rate and relative trajectories exceed some
thresholds, an alert sounds, warning the pilot of a po-
tential collision.

A particular implementation of ACAS is the traffic
collision avoidance system (TCAS), whose current im-
plementation is version II. Version I of TCAS (TCAS I),
is mandated for aircraft with more than 10 but fewer
than 31 seats; TCAS II is used for aircraft with more
than 30 seats. TCAS II, which requires that a particular
type of transponder (mode S) is in use on the aircraft,
coordinates resolution maneuvers if both aircraft are
equipped.

TCAS systems detect the transponder signals of
nearby aircraft (out to 14 nmi), determining their hor-
izontal range, bearing, and vertical separation from
a series of interrogations of the transponders of nearby
aircraft. Closure information is calculated from a series
of interrogation responses, which is then translated into
the time to closest point of approach (CPA).

TCAS has two types of alerts: traffic advisories
(TAs) and resolution advisories (RAs). TAs are used
to assist the pilot in identifying aircraft that are prox-

Table 68.2 Alert threshold for TCAS II version 7 (after [68.20])

Actual altitude Sensitivity τ (s) DMOD (nmi) Threshold altitude (ft)
(ft) level TA RA TA RA TA RA

Below 1000 2 20 – 0.3 – 850 –

100–2350 3 25 15 0.33 0.2 850 300

2350–5000 4 30 20 0.48 0.35 850 300

5000–10 000 5 40 25 0.75 0.55 850 350

10 000–20 000 6 45 30 1 0.8 850 400

20 000–42 000 7 48 35 1.3 1.1 850 600

above 42 000 7 48 35 1.3 1.1 1200 700

imate and may pose a collision danger. No response is
required to a TA. RAs warn the pilot of a near-imminent
collision danger; specific instructions are included with
the alert to avoid the collision. This instruction is a ver-
tical maneuver that has been calculated to avoid the
collision. In TCAS II, if both aircraft are equipped,
these maneuvers are coordinated.

TCAS must contend with both multipath problems
and a condition called garble. Multipath refers to one
message being received multiple times – once directly
from the aircraft, other times after the message is re-
flected off the ground or other obstacles. TCAS must
know which of these is the original signal. Garble refers
to the overlap of signals. Since the messages are 21 μs
long, several messages can overlap; TCAS must still be
able to decipher messages under these conditions.

TCAS must also balance the probability of miss-
ing a detection (MD) against likelihood of a false alarm
(FA). As mentioned previously, FA has a deleterious ef-
fect on automation trust; however, one also would like
all hazardous situations to be detected. In TCAS, the
sensitivity level (SL) of the system can be modified to
change the tradeoff point between MD and FA.

A sensitivity level of 1, in which the aircraft does not
issue any alerts, can be selected by the pilot, or occurs
whenever the system goes into standby mode (for exam-
ple, when the mode S transponder fails). The pilot can
also select a SL of 2, where the system only transmits
TAs. Sensitivity levels 4–7 are selected by the system
automatically, depending on the altitude of the aircraft.
As the altitude of the aircraft increases, the sensitivity
level goes up. With higher sensitivity levels, the system
alerts sooner.

TCAS uses both a time to CPA (τ) and the abso-
lute horizontal and vertical separations between aircraft.
The primary determinant of the alerts is τ , but when clo-
sure rates are very low, aircraft can come very close to
one another without violating τ (imagine aircraft on al-
most parallel courses, slowly converging). If τ (both the
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vertical and horizontal τ) of a proximate aircraft is less
than the thresholds, the alert sounds. Otherwise, if the
closure rate is low, the alert will sound if both the hor-
izontal and vertical separation is less than the DMOD
(which is short for distance modification) and altitude
thresholds, respectively. These thresholds for SL 3–7
are shown in Table 68.2.

68.2.3 Information Automation

Information automation is distinguished from other
types of automation as it is intended to provide in-
formation to support reasoning by the operator (as
opposed to supporting rule-based or skill behavior). In-
formation automation includes the most recent forms of
automation.

Automated Checklists
Electronic versions of checklists have been introduced
quite recently, including in the Boeing 777 [68.22, 23].
These checklists reproduce, on a display, the steps of the
checklist. As items are completed, they are presented
as completed after the item is actually completed (as
checked by automation, if possible).

Cockpit Display of Traffic Information (CDTI)
A display of nearby aircraft is part of the ACAS system.
Such systems show aircraft within a certain range that
may pose a collision or separation risk. Along with rel-
ative bearing, their relative altitude, identification, and
sometimes speed are shown.

A number of researchers have examined how such
displays may be utilized to improve the situation
awareness and conflict avoidance capabilities of pi-
lots [68.24–27]. Some have gone as far as suggesting
that such displays can be utilized (in part) to enable
flight-deck-based separation, as opposed to separation
assured by centralized ground authorities such as air-
traffic controllers [68.28, 29].

In such displays, all aircraft within the range se-
lected for the display are shown, including all pertinent
information such as altitude and speed. An example is
shown in Fig. 68.7.

There are some issues with CDTI, however. These
issues include displaying three dimensions on a two-
dimensional display, perspective issues, and clutter.

Because aircraft fly in three dimensions, air traffic
is nominally a three-dimensional task. However, air-
craft in cruise are stratified; they fly at altitudes in the
whole thousands (35 000 ft, 36 000 ft, etc.). Because of
this, except when climbing and descending between

Fig. 68.7 NASA flight deck display of traffic information
(after [68.21])

these altitudes, an aircraft’s altitude is essentially a cat-
egory rather than a state. Moreover, it is treated as such
by flight crews and controllers, who refer to aircraft
above 18 000 ft (below which climbing and descend-
ing is more frequent) as being at a particular flight
level (FL), which are measured in hundreds of feet.
So an aircraft at 35 000 ft is referred to as being at
FL350.

In addition, the scales of horizontal and vertical sep-
aration are different by almost an order of magnitude.
Vertical separation is given in thousands of feet; hor-
izontal separation is given in nautical miles (just over
6000 ft). It is not even possible to display these scales
simultaneously on a display and have the information
be adequately discernable. In order to create a three-
dimensional display of traffic, one scale or the other
must be distorted. For these reasons, air-traffic control is
not typically addressed as a three-dimensional problem.

Designers of CDTI must also consider issues of per-
spective in displaying traffic. Each perspective distorts
or obscures some aspect of the situation. A top-down
view (typically used in navigation displays) completely
eliminates relative vertical position, which is then of-
ten replaced by a text display of altitude. In general,
there is ambiguity in position information along the line
of sight of the display [68.30]. A display oriented to
the pilot’s perspective (referred to as immersed) elim-
inates information to the side, from behind, and from
above the aircraft. This results in a keyhole view of the
world [68.31].
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Researchers have shown that having the viewpoint
outside the flight deck provides the best performance
for mapping between the world and display [68.32]. In
doing so, the principles of pictorial realism (the display
should be pictorially analogous to the real world) and
integration (related information should be integrated on
the same display) can be followed [68.33].

Heads-Up Displays
Heads-up displays (HUDs) and helmet-mounted dis-
plays (HMDs) were first introduced in military aircraft
to reduce the amount of time a pilot spent looking in-
side the flight deck. By positioning frequently accessed
information on a display that one could see through to
the world behind, pilots need only change the depth
of focus to extract information from the world or the
instrument, rather than moving the head, eyes or both.

Such displays are now finding their way into com-
mercial aircraft (and even automobiles). The advantages
of such a display are clear. For example, one can
easily integrate real-world information with displayed
information. Also, the HUD enhances the operator’s
ability to alternate between information at different
depths [68.34].

However, several disadvantages should also be
considered by designers. First, by superimposing infor-
mation on the world background, the danger of clutter
increases. However, researchers have shown that pilots
are able to ignore the background information so that
no additional workload is imposed on the pilot [68.35].
Also, should unexpected events occur, it appears that the
HUD may reduce the capacity of the operator to detect
these events, although it is not entirely clear why this is
the case [68.36].

Data Communications
Currently, most communication between air-traffic con-
trol and flight deck utilizes voice channels over
radiofrequencies. On commercial aircraft, communica-
tion between a company’s dispatch (called the airline
operation center – AOC) and an aircraft mostly happens
over data channels utilizing satellite communications.

There have been proposals to replace some or all of the
air-traffic voice radiocommunications with data com-
munications (datacomm). Datacomm is similar to email
in that the messages are transmitted digitally and dis-
played as text, rather than transmitted across voice
channels.

One of the main reasons for this change is fre-
quency congestion. All aircraft under the control of
a particular air-traffic controller monitor and commu-
nicate on the same frequency. In dense airspace, such
as close to the airport, the number of aircraft and the
amount of maneuvering results in a high volume and
rate of communications. Since by regulation each air-
traffic communication must be read back by the pilot
of the aircraft for which the instruction was intended,
this volume can exceed the channel capacity. In such
cases controllers may even continue to the next instruc-
tion without waiting for (or getting) the read back of the
previous instruction.

In addition, many errors are associated with com-
munications read back. Pilots may read back the
clearance correctly but fail to recall it correctly, or they
may read back an incorrect clearance that is subse-
quently not noticed by the controller. Cases in which
the wrong aircraft has read back the clearance have also
occurred. It is expected that datacomm would alleviate
many of these communications errors.

In addition to equipment and certification cost, one
of the main issues arguing against datacomm, how-
ever, is party-line information loss. Since all aircraft
under the control of a particular air-traffic controller
are monitoring the same frequency, they would hear
communications with other proximate aircraft, includ-
ing aircraft preceding them on the same route. This
allows pilots to glean information about the relative
positions of other aircraft, their intentions, and the in-
tentions of the air-traffic controller. For example, pilots
hear other aircraft preceding them asking for altitude
changes due to turbulence; this allows them to request
the same change before the turbulence is encountered.
With datacomm, such information would be unavailable
to pilots.

68.3 Guidelines for Automation Development

Flight decks are highly automated and have many differ-
ent types of automation. In this section, the important
principles for the development of automation are dis-

cussed. First, principles related to each of the types
of automation (control, warning, and information) are
discussed. This is followed by several overarching con-

Part
G

6
8
.3



Flight Deck Automation 68.3 Guidelines for Automation Development 1227

cerns for the development of automation – human
factors issues, system integration issues, safety, and cer-
tification.

The guidelines listed here are not necessarily fol-
lowed in the development of current automation. One
reason for this is that it is often impossible to follow
all guidelines regarding automation and still meet all
other constraints (such as space, cost, and certification).
As such, these guidelines should be treated as goals for
automation development rather than hard-and-fast rules.

68.3.1 Control Automation

Control automation must be demonstrably control-
lable and observable. Controllable means that, for any
bounded input, the output will be bounded. If an air-
craft is not controllable, the autopilot may (for example)
not have sufficient control authority to dampen out er-
rors, resulting in continuously escalating error between
desired and commanded state. Observability means that
the values of the states are known to the controller. If
these states are not known, the controller will not know
to apply control, again resulting in a potential loss of
control of the aircraft. Controllability and stability are
demonstrated mathematically using control theory ap-
proaches (which can be found in any feedback control
textbook).

Control automation should make apparent the axes
under control and the expected behavior of the au-
tomation. Due to the desire to be able to control axes
separately under certain circumstances, there are a num-
ber of modes in which the autopilot can be operated.
Typically these modes are not clearly identified to the
pilot, or, if they are, the expected operation of the
aircraft while in these modes is not well understood.
A number of aircraft accidents have occurred due to this
mode confusion. A number of researchers have investi-
gated this problem and proposed solutions [68.10, 37–
40], but to date no particular method for mitigating the
problem has been widely adopted. Designers of future
control automation, however, must strongly consider the
likelihood of mode confusion, and use good human fac-
tors design methodology to ensure the transparency of
the automation.

Control automation should fail gracefully. It is pos-
sible for the aircraft to be exposed to conditions that
exceed the expectations of the designers. Such condi-
tions are often cases where the pilots could use the
assistance of automation, but where automation typi-
cally turns itself off. Autopilots are designed to be used
under specific sets of flight conditions; if exceeded,

autopilots will simply disconnect, leaving the pilot to
handle the unusual circumstance by themselves. To the
extent possible, control automation should be designed
to assist pilots even in unusual circumstances rather than
just shutting off.

68.3.2 Warning and Alerting Systems

Warning and alerting systems are designed to identify
hazards. If this identification (and the corrective action)
were deterministic, there would be no need to alert (the
system should operate automatically to perform the cor-
rective action). Typically, the system acts as a signal
detector, alerting based on some threshold of evidence
regarding the hazardous condition.

Signal detection theory provides a convenient and
effective way of analyzing alerting systems. If the detec-
tor is correct in identifying the signal, then the detection
is considered correct. Otherwise, the detection is con-
sidered a false alarm. If, on the other hand, the system
does not alert and is wrong (i. e., it should have alerted),
that is considered a missed detection. A correct rejec-
tion is the final case, where the system correctly does
not alert.

Given an equal cost of a missed detection and false
alarm, thresholds should be set to minimize missed de-
tections and false alarms. Such a tradeoff can be viewed
on a system operating characteristic (SOC) chart, such
as that shown in Fig. 68.8. The chance or guess line is
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Fig. 68.8 System operating characteristic chart
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the 45◦ diagonal on the chart. The curve is constructed
by manipulating the alert threshold and determining the
resulting probability of false alarm and correct detec-
tion. Different system designs will result in different
curves. In the SOC chart, the perfect system operates
in the upper left corner of the chart, where the probabil-
ity of false alarms is zero and the probability of correct
detections is 1.

Since perfect performance is not possible, the sys-
tem should be operated using the alert threshold that
is as close as possible to the upper left corner of the
SOC chart. Moreover, since correct detections and false
alarms are typically not valued equally, the best point on
the SOC curve is determined by the relative value of the
correct detections and false alarms. In particular, for the
given curve, one should attempt to maximize the value
of

U = P(CD)V (CD)− P(FA)V (FA) . (68.3)

For collision detection systems, there is another consid-
eration. If a false alarm occurs, it is possible that the
resulting actions of the pilot will induce a collision that
would not occur if no action had been taken. Therefore,
such systems must also consider induced collisions as
a metric. Other types of alerting systems should also
consider the full effect of false alarms on resulting sys-
tem performance.

Alert thresholds should include consideration for pi-
lot response time, which will vary considerably based
on the frequency of the alert. Often alert thresholds are
set based on assumptions about the resulting response.
For example, ACAS systems often expect a pilot to ini-
tiate the resolution maneuver within just a few seconds.
However, many alerts are uncommon, sometimes only
heard a few times in the career of a pilot. Expecta-
tion seems to affect pilot response to alerts, and pilots
have been known to take 30 s or longer to respond to
alerts [68.41–43]. If the alert thresholds are set assum-
ing a 5 s response time, but that threshold is not met, the
alert may come too late to be effective.

Expected responses (often included in the alert
threshold) should also reflect heuristics, as pilots will
often apply common shortcuts (or techniques) when
executing a response, even if that response is not con-
sistent with that expected by the alert. For example,
prototype alerting systems for collision avoidance on
approach assume that the pilots will turn away from
the approach path of the other aircraft, and the alert
thresholds are set assuming this response [68.44, 45].
However, military pilots are trained to always keep
proximate aircraft in sight so that separation can be as-

sured visually. A turn away from an aircraft violates this
heuristic and may not be followed.

Wherever possible, preparatory warnings should be
given. It has been shown that adherence to desired ac-
tions subsequent to an alert improves if the alert is
preceded by a preparatory warning [68.46, 47]. For ex-
ample, the traffic collision avoidance system (TCAS),
a type of ACAS, utilizes a two-level warning system.
A traffic advisory (TA) is first given to warn of a prox-
imate aircraft that may pose a threat. No action is
required due to the TA (although some action presum-
ably should be taken, even if it is to confirm the threat).
If the condition persists, a resolution advisory is given to
indicate the high potential for collision. Resolution ad-
visories provide specific guidance to the pilots to avoid
the potential collision; pilots must comply with the res-
olution advisory instructions.

68.3.3 Information Automation

During periods of high workload, pilots will have lit-
tle time to scan a display looking for information. For
that reason, information automation must avoid clutter
– the presentation of useless information alongside use-
ful information. This coincidence of information forces
the pilot to search a display, utilizing time and cog-
nitive resources in short supply during times of high
workload.

However, the designer often cannot identify useful
information a priori. In this case, there are a num-
ber of methods to declutter a display, although no
definitive methods have been identified. Decluttering
eliminates low-priority information, or information that
is unlikely to be needed, from the display. One method
is to utilize multifunction displays (MFDs) instead of
single-sensor, single-instrument (SSSI) displays. MFDs
allow for depth, where information can be put on sep-
arate pages of the display that can be brought up when
needed or when called for by the operator. The infor-
mation is then present in the system but not visible until
needed. For example, automation onboard flight decks
will display information related to a malfunction when
that particular malfunction is detected.

Two tradeoffs when using MFDs are the possibil-
ity that information is presented when not needed (or
not presented when needed) by the automation, and the
need to navigate through the display. It can be diffi-
cult for the designer to envision all the circumstances
involved that lead to a pilot needing information dis-
played, or needing the display to remain the same.
Moreover, for such automation to be used, it should be
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highly accurate at predicting the information needs of
the pilot.

When depth is introduced into displays, the pilot
must navigate through that depth to arrive at a partic-
ular set of information, just as people navigate through
the depth of webpages. On flight decks, information dis-
plays are typically very small (a few inches by a few
inches), so for the same amount of information more
depth is needed than on a conventional laptop-sized dis-
play. Moreover, fewer controls are provided to navigate
through the displays, making the task even more diffi-
cult.

Another method to declutter displays is to de-
emphasize some information by reducing its contrast,
brightness or both. Important information will then pop
out of the display, and unimportant information will be
easier to ignore.

Recent work on visualization may provide some as-
sistance [68.48, 49]. Visualization approaches attempt
to provide information in a format that eases inter-
pretation, allowing more information to be extracted
from a display for a given amount of information
presented. However, such approaches have yet to be val-
idated for use in such safety-critical systems as a flight
deck.

68.3.4 Human Factors Issues

Our ability to create automation capable of replacing
a function previously done by a human is becoming
largely dependent upon human factors issues rather than
technical ones. With computers becoming smaller and
faster, it is technically possible to produce automation
capable of remarkable feats. However, if that system
must interact with humans, it must be compatible. This
problem of compatibility is often a major obstacle to
the introduction of automation into complex socio-
technical systems.

Such automation must consider a number of as-
pects of human interaction with technology. The role
of human in a highly automated system is often rele-
gated to that of a supervisor. This role has particular
requirements and challenges that must be considered
by the designer of automation. One of these chal-
lenges relates to the out-of-the-loop problem [68.50],
which is being addressed in terms of understanding
the operator’s awareness of the situation. In addi-
tion, automation must incorporate human limitations
with regards to perception, workload, and physical
ergonomics.

Supervisory Control
As flight deck automation increases in quantity and
sophistication, some have expressed concern that pi-
lots are becoming supervisory controllers of automation
rather than users of automation. On some aircraft, it is
possible to connect the autopilot once aligned on the
departing runway, and allow the aircraft to fly to its
destination, land, and taxi off the runway without inter-
acting with the aircraft control surfaces (except drag/lift
devices such as flaps and spoilers) except through the
autopilot.

One concern related to this phenomenon is
the loss of manual control skills, as discussed by
Billings [68.51] and others [68.52, 53]. Should the au-
tomation fail, the pilots would have to fly the aircraft
manually. Since such failure is likely to result from
a more serious system failure, such control may have
to be assumed under less than ideal circumstances. For
example, the aircraft may have only partially operating
control surfaces, as was the case with a DC-10 mishap
in Sioux City, Iowa in 1989 [68.54]. In that accident,
an uncontained engine failure left the aircraft without
hydraulic power to operate any of the control surfaces.
The pilots controlled the aircraft using engine power
only, a procedure that had to be created by the pilots
on the spot. Without excellent manual flying skills, it is
unlikely that the result would have been as successful
(175 of the 285 passengers and all but one of the crew
survived the crash landing). Designers of automation
should ensure that sufficient opportunity exists for the
operators to exercise those aspects of control for which
an intervention need may arise in the case of automation
failure.

The overarching considerations that are part of su-
pervisory control [68.55] should be considered when
designing automation for flight decks. These con-
siderations include the ability of pilots to monitor
information, an understanding of the impact of commu-
nications/control delay, and loss of situation awareness.

As supervisors of automation, pilots are responsible
for monitoring the automation to ensure it is operating
properly and to intervene should the automation fail.
Humans are notoriously bad at monitoring highly reli-
able systems [68.56]. Under such conditions, humans
will tend to become complacent and fail to monitor
adequately. One response to this has been to suggest
caution against overautomation [68.51], while others
have suggested that more automation (or at least feed-
back) is the answer [68.57]. Likely what is required is
smarter automation, including designs that make a sys-
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tem fail only in ways that can be handled by a human
supervisor.

Even relatively small delays in communication or
control can have significant consequences for supervi-
sory control. This is analogous to manual control, where
delays between identification of control requirement
and application of that control can lead to instability. For
faster control loops, less delay is required; for slower
control loops, longer delays can be tolerated. For ex-
ample, under conditions of several seconds of delay,
intervention by a supervisor to accept manual control
would likely be impossible, whereas such delays would
not impact the supervisor’s ability to provide navigation
commands to a vehicle.

In addition, humans have better situation aware-
ness when actively involved in the operation rather than
when acting as a supervisor of automation [68.58, 59].
Situation awareness is the set of information used by
the operator in order to make decisions and choose
courses of action, and will be discussed in more detail
in the next section. Good situation awareness, consid-
ered a key to good performance in complex systems, is
adversely affected by the operator’s cognitive distance
from the task. This may be a result of research find-
ings suggesting that concrete, direct experiences involve
deeper cognitive processing, and are therefore better re-
called than those that are merely described or otherwise
undergo more shallow processing [68.60].

Situation Awareness, Clutter,
and Boundary Objects

Since situation awareness is correlated with good
performance, automation designers should attempt to
enhance situation awareness. However, this cannot be
addressed by simply making sufficient information
available and salient to the operator, since situation
awareness involves the operator making use of that
information. Making information available is not suf-
ficient for ensuring that the information gets used;
operators may simply fail to use available informa-
tion for guiding action for reasons that are as yet
unclear. For example, one aviation incident self-report
from the National Aeronautic and Space Administration
(NASA)’s aviation safety reporting system database de-
scribes landing at the Los Angeles International Airport
without first obtaining landing clearance as required
by FAA regulation. The crew, who would normally
switch their radiofrequency to that of the tower con-
troller (who would then grant landing clearance), was
told to remain on a previous frequency by air-traffic
control (most likely due to some separation concern).

As a result, the crew never switched frequency and
never got landing clearance. They realized their mis-
take after turning off the runway, at which point they
were about to switch to the frequency of the ground
controller. Noticing the error, the crew called the tower
and reported their mistake. The crew in this incident
had sufficient information to know they did not have
clearance; they simply did not make use of that in-
formation. While factors such as interruptions (and
other disturbances to a routine), workload, idiosyncratic
cognitive capabilities, and experience would seem to in-
fluence the prevalence of this type of behavior, as yet no
definitive research has been accomplished to understand
it.

Automation designers should be aware that the ab-
sence or lack of salience of information, while not
technically a part of situation awareness, will have the
same effect as a loss of situation awareness. That is,
not having the information in the first place will have
an identical effect on performance as not making use
of available information (although the causes of the er-
ror may be different). One method to ensure this is to
conduct a thorough task analysis [68.61], such as goal-
directed task analysis [68.62]. Such methods provide
insight into what information may be required by an
operator in the conduct of their task.

In addition to ensuring the availability of infor-
mation, designers should ensure that information is
accessible to the operator. Too much irrelevant informa-
tion can make accessing particular (important) pieces
of information more difficult than necessary [68.35,63].
For this purpose, a number of decluttering schemes are
available [68.64–66].

Intelligent design of displays, so that multiple oper-
ators across a collaborative task can easily contextualize
information while making use of the same body of in-
formation, is also recommended. Such displays, known
as boundary objects, have been found in examples of
good collaborative work [68.67, 68]. Unfortunately, de-
sign criteria for these types of displays are still lacking.

Situation Assessment
Automation designers should consider the situation as-
sessment capabilities of the pilots. Situation assessment
is a term that refers to the process of populating sit-
uation awareness. Situation assessment involves most
aspects of cognition – perception, attention, comprehen-
sion, memory – and is therefore very complex. These
limitations are discussed in subsequent sections. How-
ever, several important overarching findings bear on this
capability.
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Operators monitoring dynamic displays do so at
a near-optimal rate under most circumstances. Accord-
ing to the Nyquist–Shannon sampling theorem [68.69],
one can fully reproduce a signal if that signal is sampled
at more than twice the signal’s frequency, if the signal
is bandlimited. Operators have been found to sample
at precisely this rate, with some deviation at higher
and lower frequency [68.70]. For highly dynamic in-
formation, operators will oversample, while they tend
to undersample low-frequency information. Numerous
reasons have been proposed for this tendency, with-
out a definitive answer. However, designers can feel
somewhat comfortable that human operators will sam-
ple dynamic displays appropriately.

However, as mentioned above, operators become
easily complacent with highly reliable or very low-
frequency information. In such cases, designers should,
where practical, ensure that operators are engaged in
the task. One method, utilized in airport security x-ray
machines as the threat image protection system, is to
occasionally probe the operator with false signals. Such
signals can be used to engage the operator but also to
test to see if the operator is becoming complacent. An-
other method is to increase the salience of potentially
offending signals, such as providing a warning light to
attract the attention of the operator to the instrument
containing the relevant information.

In addition, operators have significant cognitive lim-
itations (but also have several methods of coping with
these limitations). A human’s channel capacity is lim-
ited to somewhere between four and nine individual
items [68.71, 72]. Above this, operators must be able
to chunk the information (such as recalling a phone
number as one seven-digit number rather than as seven
separate digits in a sequence). Expertise improves the
ability of operators to chunk information, but design-
ers are cautioned not to design automation that taxes
a human’s channel capacity.

Perception
In terms of visual perception, human operators sparsely
sample scenes, then integrate their knowledge of the
world with these sparse samples to obtain a representa-
tion. One factor known to affect sampling is the Gestalt
of the scene [68.73]. Factors such as the proximity of
items, their common fate, and their similarity all affect
the ability of the operator to associate information. An
example of this ability regards the monitoring of a num-
ber of check-reading gages. Gages oriented so that their
limits are aligned (Fig. 68.9) are much easier to monitor
than those that are not. Designers are therefore encour-
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Fig. 68.9 Aligned gages for Gestalt effect

aged to consider the Gestalt of instruments to assist
operators, including grouping information used for the
same purpose close to one another [68.74].

The basic layout of flight deck instrumentation was
established many decades ago, based on research into
the scan pattern of pilots [68.75]. This placed the most-
used instruments into a T-shaped pattern (now called
the basic T), with less-used instruments being placed
outside of this T, but close to related instruments. The
basic T has been replicated on multifunction displays
utilized in modern aircraft in place of single-sensor,
single-instrument gages. It seems certain that this ar-
rangement will continue, and should be adhered to by
automation designers.

Workload has been known to affect perception and
attention, as has been widely reported in studies on
driving [68.76, 77]. Increased workload impairs visual
detection, as well as the size and shape of the vi-
sual field [68.78]. Increased workload also dissipates
attention, which in turn influences perception. Design-
ers should be aware that, under conditions of high
workload, pilots may have difficulty in perceiving infor-
mation that would otherwise be considered sufficiently
salient.

Much of the information imparted to the user by
flight deck automation uses the visual channel. In order
to avoid further saturating the visual channel, design-
ers are reminded that other perceptual channels are
available. Several automation systems use the aural
channel, particularly alerting systems. The GPWS, the
stall warning system, the landing gear warning system,
and a number of others produce both visual and aural
warnings; each aural warning is distinct to aid in iden-
tification. Very little work has been done in trying to
utilize the haptic medium in aviation, but some suc-
cess has been found in aiding operators in locational
attention directing [68.79], which could be useful for
pilots.
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Workload
Often the primary concern related to workload is to
ensure that the work required of an operator does
not exceed the operator’s capability. Pilots experience
swings in workload from very high (takeoff and land-
ing) to very low (cruise). The periods of high workload
are such that almost no cognitive work, required for
reasoning and other higher-level functions, can be ac-
complished. Instead, pilots are relegated to skill-based
control [68.80], and do not have time for things such
as mental calculation or troubleshooting. Imposing re-
quirements for such activities during high workload
periods should be avoided.

Performance in complex tasks has been showed to
be inverse-U shaped with respect to workload [68.81,
82]. At low levels of workload, human performance is
low due to complacency. At high levels of workload,
performance is also low, but due to task demands tax-
ing or exceeding human capabilities. Performance is
highest at moderate levels of workload. Automation de-
signers should therefore try to balance workload (not
too high and not too low), rather than strictly trying to
reduce it.

Physical Ergonomics
Automation designers should consider good physical
ergonomics as well as cognitive ergonomics. For au-
tomation, several factors are considerations, including
repetitive strain avoidance, placing frequently used
controls within reach, ensuring proper visibility and
audibility, and reducing the heads-down time of the op-
erator.

Automation should avoid requiring significant fine
input from the operator. The flight management system
(FMS) includes a control display unit (CDU), which is
the primary manual interface for the pilot with the unit.
Pilots may need to input information into the FMS using
the CDU, which consists of a small keyboard and dis-
play. The keys on the CDU are small, mostly identically
shaped, and laid out in an idiosyncratic (to the particu-
lar CDU) manner. This layout is far from ideal from
a human factors standpoint, and results in a slow rate of
typing. Should significant typing be required, repetitive
stress injuries (such as carpal tunnel syndrome) would
be a significant risk. However, designers of the CDU
must contend with a very small device footprint, it must
have very high reliability, and it must be robust to flight
conditions such as turbulence. Fortunately, most of the
information in the FMS is loaded only once (or by elec-
tronic download), so typing is infrequent and usually
limited to a few key presses.

There are numerous principles for controls to
avoid the chance of repetitive strain or overuse disor-
ders [68.82]. These types of injuries are associated with
high-frequency activity, and therefore can be avoided
by eliminating prolonged periods of repetitive mo-
tions. High repetitiveness has been defined as a cycle
time of less than 30 s, or more than 50% of the total
task time [68.83]. Larger loads can induce the same
conditions with less repetition. Maintaining body posi-
tions (other than the neutral body position) or gripping
objects can also induce repetitive strain injuries. Ac-
cording to Kroemer et al. [68.83], there are seven sins
associated with overuse disorders:

1. Highly repetitive motions
2. Prolonged or repeated application of more than one-

third of an operator’s static muscle strength
3. Stressful body postures, such as elevated wrists

when typing or working while bent or twisted at the
waist

4. Prolonged nonneutral body postures, such as stand-
ing

5. Prolonged contact with a surface, such as leaning
against a surface or holding a tool

6. Prolonged exposure to vibration
7. Exposure to low temperatures (such as a draft or

exhaust from a pneumatic tool).

Certain types of reaching are ergonomically unde-
sirable. The need to extend oneself to reach a control
poses risks to the back and shoulders, as does the need
to reach above one’s shoulder height [68.84]. The need
to twist one’s body frequently also poses significant risk
of injury to operators. For these reasons, it is a com-
mon ergonomic principle that frequently used controls
be placed within the normal reach of the operator.

To find the normal reach of the operator, one should
first identify the range of sizes of the people that con-
stitute the population for which the device will be
designed. A common choice is to use a 5th percentile
female as the lower limit and the 95th percentile male
as the upper limit. However, certain occupations may
further limit the population.

If single measurements are required (such as
shoulder–hand length), lookup tables, such as those that
can be obtained from NASA or commercial sources, can
be used. If multiple measurements are required, how-
ever, cases should be considered rather than trying to
combine measurements from the tables. Cases identify
a typical small or large person, rather than assuming
that a small person has the 5th percentile seated height
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and 5th percentile shoulder–hand length (for example),
which is usually not accurate.

Once the lower and upper measurements have been
obtained, the designer can then check to see whether
the commonly used controls are within the reach of that
range of persons without extending. Such methods have
been applied in a great number of different domains.

Proper visibility should be ensured throughout the
typical illuminance conditions. Studies that provide
guidance on illuminance were conducted decades ago,
including studies in which Blackwell [68.85] found
that the threshold contrast at which objects became
recognizable increased with decreasing object size,
decreasing orderliness of objects, movement of the
objects, and if less time was given to detect the
object. Increased age also increases the need for con-
trast [68.86].

In addition, the viewing of displays should be free
of glare and veiling reflections. Glare is the condition
where bright light sources are in the line of sight of the
operator, creating a nuisance. Veiling reflections are the
condition where bright light sources are reflected off the
display surface, obscuring information on the display.
These problems can be minimized by positioning the
display where bright light sources pose neither a glare
or reflection issue (to the maximum extent possible).

Automation designers should also ensure audibility,
particularly of aural feedback or alerts. An alert that
is at least 10–15 dB above the ambient noise level is
generally considered sufficiently salient, although alerts
are often found with significantly less difference when
placed in the normal operating environment (a flight
deck is a noisy place in flight). Different types of tones
can also be used to indicate different levels of critical-
ity [68.87].

When multiple auditory warnings exist, as they do
on flight decks, they should utilize distinct tones to
avoid confusing one alert with another. Some alerts may
even include computerized voices. On a typical flight
deck, auditory warnings exist for the GPWS system,
TCAS system, overspeed warning, landing gear warn-
ing, and altitude alerts.

When the weather permits, pilots must direct a sig-
nificant amount of attention to outside the flight deck.
In addition to visually locating other aircraft that may
pose a collision risk, pilots must frequently locate, iden-
tify, and orient themselves with respect to a particular
airport runway. On the ground, scanning for obstacles
and other aircraft is a particularly important task. For
this reason, automation should not impose upon pilots
too much heads-down time (the term is contrasted with

heads-up displays located on the windshield of the air-
craft). Flight management system reprogramming, for
example, is a difficult task, requiring many minutes of
heads-down time to accomplish relatively simple re-
programming tasks. It is therefore undesirable to have
changes close to the ground, where pilots’ attention
should be outside rather than inside the aircraft.

68.3.5 Software and System Safety

Calls have been made previously for automation that
gracefully degrades [68.51, 55], but there has been
a general lack of guidelines for such a purpose. One
significant complication for the introduction of such
methods is that most advanced automation is soft-
ware rather than hardware based. Software systems lack
physical constraints available in hardware. Whereas
one can construct physical constraints on machines
that prevent them from failing in certain ways (e.g.,
short-circuit protection devices on electrical outlets
in bathrooms), no such assurances can (so far) be
provided for software systems. Formal methods for
mathematically verifying software [68.88], particularly
in concert with model-based software development
methods [68.89], are methods that go far toward im-
proving software systems in this regard.

Formal methods, however, are insufficient for en-
suring software safety [68.90]. Safety is often more
than ensuring that the output of the software remains
within some constrained set of appropriate responses.
Safety also involves the processes for defining those
constraints and the interaction of human and other auto-
mated agents with the system. Therefore, system safety
must also account for these (and other) factors.

Because of this, safety has been viewed as an emer-
gent feature of a system, ensured by providing sufficient
control for agents in the system to prevent it from enter-
ing unsafe states [68.91]. Under this concept, a system
can be modeled as a set of states, where safety (as
a goal) is preventing the system from entering an unsafe
state.

68.3.6 System Integration

As flight decks get more complex, and as the in-
teractions between systems (other vehicles, air-traffic
controllers, passengers, company) become tighter, sys-
tem integration issues will grow in importance. Aircraft
have been typically designed to optimize some aspect
of the vehicle (for example, speed, fuel economy, range
or capacity), but now must consider the integration of
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that vehicle within a larger system. There are tight
interactions between customer demand, airline route
decisions, air-traffic control infrastructure, and aircraft
design.

Such design optimizations involve multiple sys-
tems, each of which have very different dynamics.
The behavior of the system is not defined by the
sum of the behaviors of the components, but typ-
ically also has emergent behavior at higher levels
of aggregation of the components. Methods for ac-
complishing such optimizations have not yet been
developed, but are being studied as systems-of-systems
problems.

Nonetheless, automation designers must address
systems integration issues. Flight deck automation is ex-
pensive to develop and implement, and therefore must
last many years (typically the lifetime of different air-
craft models). For example, flight management systems
have hardware and software that is highly antiquated by
modern computer standards, but because it works and is
certified (Sect. 68.3.7), it has not substantially changed
over the last few decades. Moreover, the flight deck au-
tomation needed to take advantage of next-generation
air-traffic systems will need to be developed and in-
stalled over the next decade.

Flight deck systems often interface with multiple
systems of various types. State information on air-
craft comes from pito-static, temperature, and other
instruments. Position and navigation information come
from radio navigation aids, inertial navigation systems,
GPS, and the flight management systems. There are
also mechanical, electrical, hydraulic, and pressuriza-
tion systems onboard. Potentially, automation must be
integrated with several of these different types of sys-
tems.

68.3.7 Certification and Equipage

The various civil flight authorities have strict cer-
tification requirements for new automation. These
requirements impose rigorous safety requirements on
that automation. This results in long lead times and high
costs, which in turn imposes a heavy burden on any new
automation system being proposed.

In the USA, the Federal Aviation Administration
certifies new equipment. Under the Code of Federal
Regulations, each installed system must:

1. Be of a kind and design appropriate to its intended
function

2. Be labeled as to its identification, function or oper-
ating limitations, or any applicable combination of
these functions

3. Be installed according to limitations specified for
that equipment

4. Function properly when installed [68.92, p. 125].

In addition, for flight and navigation instruments:

1. The equipment, systems, and installations . . . must
be designed to ensure that they perform their in-
tended functions under any foreseeable operation
condition.

2. The airplane systems and associated components,
considered separately and in relation to other sys-
tems, must be designed so that:
a) The occurrence of any failure condition which

would prevent the continued safe flight and land-
ing of the airplane is extremely improbable.

b) The occurrence of any other failure conditions
which would reduce the capability of the airplane or
the ability of the crew to cope with adverse operat-
ing conditions is improbable.

3. Warning information must be provided to alert the
crew to unsafe system operating conditions, and to
enable them to take appropriate corrective action.
Systems, controls, and associated monitoring and
warning means must be designed to minimize crew
errors which could create additional hazards [68.92,
p. 126].

The certification process is detailed and slow, de-
signed to prevent systems with deleterious safety effects
from being installed in aircraft (particularly commer-
cial aircraft). This process, which is well known to
the industry but is not well documented, should be
considered by automation designers. The use of off-the-
shelf and previously certified hardware and software is
recommended to simplify and shorten the certification
process.

68.4 Flight Deck Automation in the Next-Generation Air-Traffic System

As of this writing, the next-generation air-traffic system
is still taking shape [68.1, 2], but the following appear
to be emerging as key features of that system:

• Network-centric operations• Integration of novel vehicle types• Operations under conditions of very high density
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• Tight coupling between passenger demand, airpor-
tal infrastructure, aircraft operations, and air-traffic
control.

These capabilities are designed to allow the next-
generation system to handle two to three times the
capacity of the current system by 2025.

68.4.1 Network-centric Operations

Currently, most information in the air-traffic control
system is contained locally within each air-traffic con-
trol facility. The exception to this is the enhanced traffic
management system (ETMS) data, which is available
to all air-traffic control facilities and even users (with
a slight delay). However, ETMS data is significantly
limited in content and in update rate. Under future con-
cepts, all air-traffic information will be made available
(with some restrictions) to all agents in the system, in
order to facilitate better collaborative work. This con-
cept is referred to as network-centric operations.

The various air-traffic control authorities in different
countries are currently building the network infrastruc-
ture. This infrastructure will carry real-time flight plan
information and radar track information, which (in the
USA) is currently carried in the Department of Trans-
portation’s aircraft situation display to industry (ASDI)
data stream with one minute (at best) update rate, but
also may include such things as aircraft intent informa-
tion, scheduling information, aircraft load information,
airport and airspace capacity, and airline priority in-
formation. The ability to use this information should
provide unprecedented opportunities for automation de-
velopers.

For example, there has been little success in opti-
mizing sequences of aircraft into congested resources
such as airports. The current system allows aircraft to
launch when they want and fly at any speed to their
destination, where they may then have to be delayed
for tens of minutes or more. Moreover, decisions about
which aircraft get delayed are made based on a first-
come first-served basis.

While this can be considered at least fair (in that
no company gets an advantage from it), it is certainly
not optimal. It would be preferable to sequence aircraft
based on best throughput or least delay (for aircraft or
passengers). Without any information available in this
regard, it has been extremely difficult to improve the air-
traffic system in this regard. With a single data source,
systems could consider many factors when deciding on

which aircraft to delay, and could start that delay early,
imposing small changes that have significant effects on
the overall system.

The methods to accomplish such optimizations have
not yet been developed. Some attempts at optimiza-
tion have been made, but are limited in scope. It is not
yet clear how one can formulate optimization problems
of this scope (or solve them in a reasonable period of
time). Moreover, whatever solutions are produced must
provide guidance on how to construct trajectories of
individual aircraft.

68.4.2 Future Air Vehicle Types

Decades ago it was believed by many that, by this
date, air travel would be dominated by supersonic trans-
ports. Due (in part) to noise and fuel consumption issues
that has not occurred, although research continues on
super- and hypersonic transports. As experts peer into
the future of air transportation, it is unclear what types
of vehicles will be present in the air-traffic system in
50 years.

The last few years has seen a significant increase
in the use of small regional jets, due to their higher load
factor (i. e., higher percentage of seats filled with paying
customers). Airbus has also just introduced the A-380,
the largest passenger transport jet ever produced, with
seating for 550 to over 800 passengers depending on the
configuration. Boeing is developing the B-787, a large
(210–330 passenger) jet with improved fuel economy,
flight deck systems, and passenger comfort features. Re-
search is also being done on a lighter-than-air heavy lift
vehicle [68.93].

These designs are driven by projections of mar-
ket demand, and include systems driven by projections
of air-traffic control capabilities. There are also de-
sign interactions with ground systems, pilot training and
culture, emergency egress considerations, and so on.
Given the uncertainty in how far and how quickly fuel
prices will rise, how the demand for air service will
change, and how technology (both flight deck and air
traffic) will change, it is difficult to predict what vehi-
cles will be present in the air-traffic systems decades
from now.

However, research on the flight deck systems for
those vehicles must commence now if they are to be
ready for implementation when those vehicles undergo
development. Fortunately, the principles of safety and
efficiency will continue to drive the design of those
systems.
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68.4.3 Superdensity Operations

One of the major constraints on air-traffic growth is the
airspace surrounding the airport, referred to as the ter-
minal area. In the terminal area, the airspace is densely
crowded with aircraft whose positions are changing in
three dimensions, and whose rate of change of positions
is also changing. This greatly complicates the task of
pilots and controllers.

Tomorrow’s air-traffic system is being developed to
accommodate two to three times today’s traffic level.
This means even more dense terminal airspace. As
yet, there is no consensus as to how that will be ac-
complished. One possibility is that some or all of the
separation responsibility will be with the flight deck;
this will necessitate new automation to identify and re-
solve conflicts, while displaying information on these
conflicts and resolutions to the pilots.

In addition, pilots may be responsible for meeting
times-to-cross at various points along their route. While
current-generation FMS can accomplish this task, this
ability is brittle and is not conveyed well to pilots. As
this becomes a primary responsibility of pilots, this ca-
pability will have to be significantly enhanced.

Currently, efficient arrival procedures are being de-
veloped and tested at major airports across the globe.
These procedures are designed to reduce fuel use, emis-
sions, and noise simultaneously. Implementing such
procedures in superdense airspace will require addi-
tional technologies (such as flight deck displays of
traffic information, improved flight-deck-based conflict
detection and resolution, and intent broadcasting) and

more widespread use of existing technologies (such as
the global positioning system and autopilots coupled
with advanced flight management systems).

68.4.4 Integration

New systems will have to be integrated with ground-
based air-traffic systems as well as with legacy equip-
ment. Systems will also have to deal with a mix of
equipped, partially equipped, and unequipped aircraft.

It seems unlikely, given the burden of certification,
that completely new flight management system software
will be developed. Instead, it is more likely that the new
capabilities will be added on top of the old software
with updated hardware. New automation will therefore
have to interface with old software, which was designed
for low-performance computing. In addition, many sys-
tems onboard aircraft are substantially unchanged from
decades ago, and provide their input to flight deck com-
puters. It is unlikely these systems will change either.

As new systems are developed, they are typically
expensive to implement. Therefore, many manufactur-
ers, airline companies, and individuals choose not to
implement them. This creates complexity, not only for
improving the system, but also for the use of flight deck
systems. For example, the TCAS system must work not
only between aircraft equipped with TCAS and mode S
transponders, but with those equipped only with a basic
transponder as well. This situation is likely to get worse
before it gets better – as new technologies come into the
market, there will be a wider disparity of capabilities
across aircraft.

68.5 Conclusion

Modern flight decks contain a large number of au-
tomation systems, including control, warning, and
information automation. Significant changes are be-
ing considered for air-traffic control systems, which
will influence automation systems for flight decks and
provide incredible opportunities for tomorrow’s au-

tomation engineer. These changes will have to balance
future needs, the increase in capabilities over the last
few (and next few) decades, the expense of advanced
automation, and the long lead times associated with the
development and certification of flight deck automa-
tion.

68.6 Web Resources

• Eurocontrol Single European Sky:
http://www.eurocontrol.be/sesar• US Joint Planning and Development office:
http://www.jpdo.gov/

• Federal Aviation Administration:
http://www.faa.gov/• NASA aeronautics:
http://www.aeronautics.nasa.gov/
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• Airbus:
http://www.airbus.com/• Boeing commercial airplanes:
http://www.boeing.com/commercial/

• Honeywell labs:
https://www.honeywell.com/sites/htsl/• American Institute of Aeronautics and Astronautics:
http://www.aiaa.org
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Space and Ex69. Space and Exploration Automation

Edward Tunstel

Space-faring nations are actively exploring outer
space and planetary bodies in our solar system
both individually and as collaborators with other
nations. In most endeavors, the inherent risk to
human life has been mitigated by the use of au-
tomation and robotics to conduct space missions.
Missions extending from low-Earth orbit to Earth’s
moon and beyond to destinations throughout the
solar system have been successfully conducted.
Robots and human astronauts assisted by auto-
mated systems have been used on space missions.
Infrastructure and service automation in the con-
text of space missions are discussed in this chapter.
Automation and robotics have played a substantial
role in installing space exploration infrastructure
such as Earth-orbiting satellites and space stations
occupied for extended periods by astronauts as
well as satellites that operate for extended periods
in orbit around other planets. General background
information about automation and robotics for
exploration of space is presented. Challenges of
applying automation in space and planetary envi-
ronments are highlighted for robots that operate
in Earth orbit, at the Moon, at Mars, and other
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destinations. A look forward to what the fu-
ture will hold for further space and exploration
automation is provided, including mention of ad-
vancements in technological capabilities that will
be needed to accomplish more ambitious space
missions.

A wide variety of solutions to many problems in mili-
tary and civil space programs are being addressed using
some level of automation and robotics. Automation and
robotics is personified by the synthesis and application
of integrated electromechanical and computer systems
that perform useful functions for engineering, science,
or industrial applications. Space agencies around the
world employ robotic systems instrumented with a va-
riety of sensors and tools as surrogate explorers and
automated workers on-orbit, as assistants to astronauts,
on remote planetary surfaces, and throughout the solar
system. Their systems and missions provide the in-
frastructure and service automation that enables access

to space and planet destinations throughout our solar
system.

Of particular relevance to automation for space ex-
ploration are sensing, perception, and control issues
associated with operations in space environments and
limited support from humans. These issues are rele-
vant in the context of challenges associated with robotic
tasks required for a variety of space missions. Some
missions are purely focused on scientific discovery.
Other missions may require building physical infras-
tructure for human activity in space. Still others may
aim to provide sustenance for humans in eventual
habitats away from Earth. In all such cases, sensing, per-
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ception, and control issues are relevant for automated
and robotic solutions. Applications to future space mis-
sions will involve automated exploration, service, and
construction tasks to be performed on orbiting space
stations, in planetary atmospheres, as well as on and
beneath planet surfaces.

Space robots are used to automate tasks in space en-
vironments when simpler or less expensive automation
solutions are infeasible. The decision to employ robots
to automate execution of certain tasks must consider
task complexity, constraints of space environments, and
an array of certain and potential risks involved. The re-
quired level of system autonomy may also dictate the
applicability of automation and robotic solutions for use

on space missions. Combinations and various levels of
hardware, software, and control provided by humans are
brought to bear to perform successful space missions.
The relative allocation of task or mission functionality
to hardware, software, and humans provides a sense for
the degree of automation employed by a given system.

In the remainder of this chapter, space and explo-
ration automation is discussed through the presentation
of background thoughts about the field and challenges
that define the complexity of space operations for
automation and robotics as well as highlights of rep-
resentative space robots and their applications. Some
future directions and technological capabilities needed
for future space missions are also noted.

69.1 Space Automation/Robotics Background

Automated systems and robots serve a variety of pur-
poses in space environments whether sharing, augment-
ing, or extending human activity. Examples include
transporting scientific instruments and equipment to
space destinations for deployment and operation. They
serve as substitutes for human presence in hostile space
environments that are inaccessible to humans or diffi-
cult for humans to work safely and efficiently within.
Like similar automation systems used on Earth, space
automation and robotic systems are also useful for per-

Fig. 69.1 The European Space Agency’s (ESA) XMM-
Newton is the most sensitive x-ray telescope ever built. Its
high-technology design uses over 170 wafer-thin cylindri-
cal mirrors spread over three telescopes. This unique x-ray
observatory was launched by Ariane 5 from the European
spaceport at Kourou in French Guiana on 10 December
1999 (courtesy of ESA)

forming mundane or repetitive tasks that allow humans
to focus on more deliberative, cognitive or otherwise
complex tasks. Space automation and robotics also
facilitates the creation, delivery, and operation of sci-
entific, commercial, and military assets in space, thus
enabling the existence and use of facilities that are un-
available or infeasible on Earth (e.g., space telescopes
(Fig. 69.1), interplanetary probes, and space laborato-
ries such as the International Space Station and the
Russian Mir Space Station).

Robotic space systems are typically supported
by human and computer systems on Earth that fa-
cilitate their control and operation. Human mission
controllers/operators on Earth utilize a comprehensive
collection of computer systems, scientific data and in-
formation, and in particular software tools that aid
decision making. This so-called ground data system
represents the connectivity and flow of data and infor-
mation on Earth as opposed to communication links
between Earth and spacecraft in flight or at other plan-
ets. It encompasses networks of antennae used for
continuous spacecraft tracking [such as the National
Aeronautics and Space Administration (NASA) Deep
Space Network – a worldwide spacecraft tracking fa-
cility managed and operated by NASA’s Jet Propulsion
Laboratory], facilities that provide communications
between the antennae and the locations conducting
mission control/operations activities, and a system of
computers, software, networks, and procedures that pro-
cess spacecraft data.

Robotic spacecraft share subsystems that serve or
perform the following common functions [69.1–4]:
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Fig. 69.2 The twin rovers of the Mars Exploration Rover
Mission pose with their ground-breaking predecessor, the
flight spare of the Sojourner rover from NASA’s 1997
Pathfinder mission (courtesy of NASA Jet Propulsion Lab-
oratory)

propulsion or locomotion, attitude control, power gener-
ation and distribution, structural integrity, thermal con-
trol, communications, command and data handling, and
accommodation of mission-specific payloads. The com-
mand and data handling subsystem typically includes
a programmable computer that enables automation of
a variety of tasks. The types of robotic spacecraft em-
ployed in past and current space missions include flyby
spacecraft, orbiter spacecraft, atmospheric probe space-
craft, penetrator spacecraft, lander and surface rover
spacecraft (Fig. 69.2), observer spacecraft, and com-
munications/navigation spacecraft. This classification
is based primarily on functional spectrum of robotic
spacecraft mission types. A subset of past and current
spacecraft include or carry robotic mechanisms that in-
teract physically with the target environment through
manipulation or mobility such as wheeled or legged
ground vehicles, and robots with manipulator arms and
gripping end-effectors.

The current state of the art for space automa-
tion and robotics is limited by the rate of technology
development, budgets for the same, and inherent con-
servatism in space mission risk management as it relates
to automation. On-orbit tasks such as space structure
assembly, inspection, and maintenance are presently

Fig. 69.3 Astronaut servicing the Hubble Space Telescope
while secured by foot restraints to the end of the Canadarm
(Space Shuttle Remote Manipulator System)

limited to collaborative astronaut and telerobotic exe-
cution approaches. For the past two decades, the NASA
Space Shuttle Orbiter with Canada’s Remote Manipu-
lator System (Canadarm) has assisted astronauts with
successful on-orbit servicing tasks such as satellite re-
trieval, repair, and rescue. This includes servicing of
the Hubble Space Telescope involving critical parts
replacement and instrument upgrades (Fig. 69.3). The
level and success of automation is increasing, however,
with recent use of the Canadarm (with a boom that ex-
tends its reach) to assist with visual on-orbit inspection
of heat shield tiles on the underside of the Space Shuttle
Orbiter in 2006, and with a recent successful demon-
stration of autonomous on-orbit fuel and battery transfer
from one spacecraft to another in 2007. The latter was
performed by the Boeing Orbital Express system, which
consists of an autonomous on-orbit servicing spacecraft
and a serviceable client spacecraft. Surface rovers are
reasonably advanced in autonomy but currently limited
to autonomous traversal of hundreds of meters per day
over relatively benign terrain.

69.2 Challenges of Space Automation

Space systems are subject to strict limitations on power,
communications, data processing, and hardware re-

sources in general, not to mention mass and volume.
Sensor devices and systems, in particular, must comply
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with certain specifications of size and payload capac-
ity, onboard power availability, thermal limitations, and
solar radiation tolerance. Such constraints are imposed
by characteristics of the target space environment and
mission objectives among other things, such as the rig-
ors of space travel. In addition, electronics (including
associated embedded computing) should be qualified to
survive and operate within the harsh temperature and ra-
diation extremes of outer space and similar extremes on
planet surfaces with thin atmospheres (such as Mars).
Mechanical assemblies and components with few or
no moving parts are preferred since they stand a bet-
ter chance of surviving the vibration and gravity forces
of spacecraft launch, atmospheric entry, and landing as-
sociated with robotic flights from Earth to other planet
surfaces. The nature of certain space missions or sheer
distances to their destinations require robotic space-
craft to operate on their own for extended time frames
without communication with human mission operators.
Thus, certain levels of autonomy are required.

A fundamental challenge of robotic automation in
space and on-orbit is the need to operate in micrograv-
ity wherein the effects of forces are quite different than
in Earth gravity. Robotic operations in space are char-
acterized by slow motions that facilitate compensation
for undesired forces and moments due to micrograv-
ity. Robot manipulator arms and mechanisms typically
utilize computer-vision-based perception, proximity
sensors (based on infrared or electrical capacitance,
for example), and force/torque sensors to achieve gross
and fine manipulation. Dexterity for the latter is often
enabled by additional mechanical degrees of freedom
and/or advanced automatic control techniques. The
same is true for manipulation mechanisms affixed to
mobile robotic platforms.

Navigation by mobile robotic platforms, or rovers,
on planet surfaces presents several challenges. Rovers
must be able to detect hazards and assess the traversabil-
ity of the terrain. Additional problems to be addressed
for navigation include maintaining knowledge of rover
pose (three-dimensional (3-D) position and 3-D orien-
tation), as well as stability and traction as it traverses
terrain or maps the local environment and prominent
landmarks relevant to the mission. Sensing and per-
ception for mobility and navigation are essential for
missions requiring land reconnaissance or survey for
the purpose of scientific exploration as well as for site
construction and operations. A variety of sensors are
commonly employed to measure rover motions, posi-
tion with respect to the environment, and the presence
of or range to mobility obstacles. Existing sensor types

are as varied as the physical phenomena underlying
their operation (e.g., optical, inertial, magnetic). De-
spite the large variety of available sensor technologies,
planetary rover sensor systems are often restricted to
few types due to limitations and/or constraints related
to mass, volume, power, and operability/survivability in
space environments; for example, on Earth, a common
sensor for position estimation and localization is the
satellite-based global positioning system (GPS), which
provides accurate outdoor position knowledge in terrain
where sufficient reception of signals from Earth satel-
lites can be achieved. Orbiting satellites at Mars that
have sensors of sufficient spatial resolution may be used
to facilitate rover position, but no existing analogue to
Earth’s GPS is available at Mars yet. This is a major
limiting factor of localization accuracy achievement for
rover systems there. Robust surface navigation requires
accurate heading measurement or very good heading es-
timation. Errors in heading estimates directly affect the
accuracy of rover position estimates. Optical encoders,
potentiometers, or resolvers are often used to measure
revolutions of robot wheels. Such measurements allow
heading and position estimation via dead reckoning or
wheel odometry (based on the robot kinematics) relative
to some known starting position and heading. However,
in rough and rugged outdoor terrain these estimates are
only reliable over short distances. Thus, for long-range
traverses, more reliable heading information is required.
To achieve this, Earth-based robots often employ mag-
netic devices, such as compasses, which provide good
absolute heading measurements with respect to true
north of Earth’s magnetic field. Magnetic heading sen-
sors are not as useful on Mars, however, due to the
planet’s negligible magnetic field.

Some of the key technical areas receiving focused
attention by the space automation developers include:
sensing and perception, robotics on-orbit, in-space, and
subsurface as well as increased automation of space sys-
tems in general. Key points in each of these areas are
discussed in turn below.

69.2.1 Sensing and Perception
for Manipulation and Mobility

Modeling, simulating, and/or predicting the functional
behavior of orbiter and flyby spacecraft is facilitated by
reasonably well-behaved dynamics and operating envi-
ronments. For such robotic spacecraft, conventional es-
timation and control techniques have similar effects on
spacecraft behavior in simulation as they do in reality.
This is due to the fact that the physical laws of orbital
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mechanics and planetary atmospheric aerodynamics are
reasonably well understood and well behaved in space.
For surface rovers, the interactions between their mo-
bility systems and planet surfaces are complex and
sometimes further complicated by reduced-gravity ef-
fects. The result is nondeterministic behavior as the
system interacts with the world and increased uncer-
tainty in how the autonomous mobility system will
respond to operational commands. As such, mobility
and navigation problems for rovers are characterized
by high levels of difficulty and increased measurement
uncertainty. Common mobility and navigation sensors
often inadequately handle the tremendous variability
of surface features and properties of natural terrain.
Advanced sensing and perception techniques are of-
ten required for detection or measurement of significant
wheel–terrain interactions such as slippage and sink-
age, and assessment or measurement of certain terrain
properties prior to engagement by the rover.

Robotic Manipulation
Mechanical manipulators or arms with multiple de-
grees of freedom are useful on a variety of robots
operating in space, on-orbit, and on planet surfaces.
They include fixed-base manipulators on space shuttles,
space stations, landers, and rovers as well as manipu-
lation appendages on free-flying robots. Robotic tasks
for this variety of systems may require fine positioning
and dexterous manipulation of equipment or the en-
vironment. In order to accomplish manipulation tasks,
robots typically execute closed-loop feedback control
of arms/mechanisms, with the essential feedback pro-
vided by appropriate sensors. Further considerations
for achieving reliable manipulation include avoiding
collisions of the manipulator with the robot itself,
avoiding unintended contact with the environment, and
controlling forces during intended contact with the envi-
ronment. Oftentimes, it is also necessary to compensate
for errors associated with degradations and/or changes
in the manipulator hardware due to environmental fac-
tors such as spacecraft launch/landing vibrations and
material thermal expansion, which can affect the abil-
ity to accurately position a manipulator at a target of
interest. Sensing solutions that provide adequate cover-
age and resolution for both gross and fine manipulation
are essential for missions requiring object handling and
transport, servicing/repair, assembly/disassembly, sam-
ple acquisition, and in situ acquisition of scientific
measurements. Additional information on robotic ma-
nipulation, and automation mobility and navigation can
be found in Chap. 16.

Wheel Slip and Sinkage
Wheeled mobility systems are subject to undesirable
wheel–terrain interactions that cause wheels to slip on
rocks and soil. Frequent loss of traction due to wheel
slip during traverses from one place to another will
detract significantly from the ability to maintain good
rover position estimates. Computer-vision-based mo-
tion and pose estimation, or visual odometry, is one
viable sensing solution. Current methods require sub-
stantial computation but may be feasible for future,
relatively fast-moving rovers if realized in hardware or
firmware with cameras that have dedicated embedded
processors.

It is highly desirable to have a capability to
sense wheel slippage so that corrective control actions
may be taken. Barring the capability to directly mea-
sure wheel slip, measurement of over-the-ground rover
speed would allow calculation of percentage slip using
an analytical relationship between slip, over-the-ground
speed, and wheel linear speed (as derived from encoder
readings or tachometers, for example). The problem
here is that true over-the-ground speed is also difficult
to measure. If a rover attempts to drive forward while
all wheels are slipping, interpretation of wheel encoder
readings alone will indicate forward progress, but in
all probability the rover position will not have changed
significantly. Some Doppler and millimeter-wave radar
solutions exist for measuring true vehicle speed, but
for rover use they must be low-power and low-mass
devices.

In soft soils, loss of traction due to excessive wheel
slippage can also lead to wheel sinkage and ultimately
vehicle entrapment. It is possible for wheels to sink to
soil depths sufficient to prohibit rover progress over ter-
rain, thus trapping the vehicle at one location. This is
also possible on soils with insufficient bearing strength
to support the rover (incidentally, a property to which
a look-ahead visual perception system may be insensi-
tive). Like wheel slip, it is desirable to have a capability
to sense excessive wheel sinkage so that corrective
controls may be executed before immobility results.
Sinkage measurements are also valuable for reducing
position estimation errors. A means to measure wheel
sinkage permits overall reductions in the effects of prop-
agating nonsystematic error during rover traverses on
varied terrain.

Terrain Properties
Capabilities for noncontact sensing of terrain properties
such as hardness or bearing strength are needed for de-
tecting nongeometric mobility hazards. Passive stereo
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vision or other ranging systems available on existing
rovers cannot detect pits filled with loose drift ma-
terial that may have insufficient load-bearing strength
to support a rover. Such hazards are known to exist
on the Martian surface and need to be detected be-
fore a rover engages them, potentially meeting with
catastrophe. Downward-looking impulse radar can be
employed as a proximity sensor for this problem. Sim-
ilar millimeter-wave and microwave ranging sensors
are also useful for general obstacle detection and colli-
sion avoidance in environments subject to dust, blowing
sand, and other all-weather conditions. However, the
mass of available units may be prohibitive for some
planetary rover applications, and like the speed mea-
surement radars mentioned above, candidate radars for
terrain property sensing must be low-power and low-
mass devices.

It is also possible to infer nongeometric terrain
properties from sensor data. Some viable approaches
consider terrain appearance in camera images using im-
age texture differences for soil and rocks and other
approaches employ proprioceptive sensing (e.g., of vi-
brations) to resolve differences in feel of the terrain type
beneath rover wheels. The latter approach applies once
the terrain in question has been engaged and is there-
fore more useful for intelligent, reactive traction control
than for nongeometric mobility hazard avoidance. The
look-ahead, image texture-based methods, in addition to
their utility for appearance-based hazard detection, are
also useful for intelligent predictive traction control on
varied, but traversable, terrain surfaces.

69.2.2 On-Orbit and In-Space Robotics

Space robots have been used in low-Earth orbit for tasks
of automated servicing, inspection, and assembly. Satel-
lites require servicing for various reasons, each calling
for various forms of service action to be taken. Failure
of defective hardware may call for repair or replace-
ment of components or modules. Anticipated depletion
of fuel or propellant may call for refueling in space if the
satellite’s mission is intended to continue. When a satel-
lite’s lifetime or mission expires it may be necessary to
remove it from orbit. On-orbit robotic servicing applies
to repair/replacement and refueling activities.

One of the automation challenges is the physi-
cal capture of free-floating satellites for retrieval and
subsequent servicing. Other challenges are related to
the general area of intelligent sensing and associated
data processing to ensure safe operations. Servicing
activities are representative of maintenance tasks that

Fig. 69.4 Illustration of robotic maintenance in space

are slated for on-orbit and in-space robots (Fig. 69.4).
Other relevant tasks fall into the categories of assembly
of space structures and their post-assembly inspection
(Fig. 69.5), as well as assistance to astronauts perform-
ing extravehicular activity (EVA).

In assembly operations, space robots would be used
to transport structural elements and mate elements that
are part of a larger space structure. Such tasks call for
rendezvous and docking, dexterous manipulation, and
fine motion control for execution of detailed assem-
bly sequences. In-space assembly may be supported by
automated planning on space robot computers and on
off-board computers, or via human teleoperation. Some
space structures will have dedicated robotic systems as
part of their fully assembled design. An example is the
International Space Station, which (when fully assem-
bled) will have robotic systems including three main
manipulators, two small dexterous arms, and a mobile
base/transporter system.

Robots that perform important inspection tasks are
also needed on-orbit to examine space station and

Fig. 69.5 Illustration of robotic inspection in space
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spacecraft external hardware and outer surfaces for
damage or other problems. This may be done us-
ing robotic vision supported by mobility algorithms
designed to ensure required coverage of critical sur-
faces. Both free-flying and legged space robots that
walk on space structure exteriors can be employed.
When astronauts must leave the safer confines of space
stations or spacecraft to perform EVA, space robots
will support their activities by performing tasks such
as retrieval and hand-off of tools for astronaut use,
monitoring of EVA operations, serving as additional
eyes or illumination sources to facilitate EVA in ar-
eas that are hard to access, or working cooperatively
as direct EVA participants. Research is underway to
address necessary challenges and technology develop-
ments applicable to a range of system entities from
Earth-based operations infrastructures to autonomous
robotic operations.

69.2.3 Subsurface Robotics

The solar system exploration agenda for the world’s
space agencies includes plans to access and sample the
subsurface environments of terrestrial planets, moons,
and small bodies such as comets and asteroids. This will
be yet another class of tasks for space robots. Near-term
focus is on the Moon, Mars, and Jupiter’s moon Europa,

Fig. 69.6 Mars Express spacecraft (courtesy of ESA)

the surface of which is ice-covered and the subsurface
of which is presumed to be an ocean of water possibly
harboring life. The subsurface of Mars is of interest be-
cause it is believed to be the only place on the planet
in which liquid water potentially exists and because
its sedimentary rock layers are believed to contain in-
formation about the geologic, hydrologic, and climatic
evolution of the planet as well as any signs of extinct
life (Fig. 69.6). Subsurface water in its various forms on
Mars is also considered a critical resource for sustaining
robotic outposts and future human explorers. Water-ice
and structure of the lunar subsurface are of interest for
similar reasons. Along the same vein, the potential for
an ocean and life on Europa make its scientific interest
quite clear.

Today there is significant focus on ways and means
to drill and bore into the surfaces of these bodies
using automation and robotics, and there are many
challenges to overcome. Most challenges being ad-
dressed presently relate to understanding the physics
and mechanical system requirements for drilling into
consolidated and unconsolidated materials comprised
of soil, rock, and/or ice to both shallow and deep
depths. Based on the findings of various such stud-
ies, associated requirements for intelligent control and
autonomy for robotic subsurface explorers are being
pondered as well by planetary scientists and engineers
alike (including aerospace, robotics, and Earth mining
engineers).

Robotics challenges presented by drilling mechan-
ics largely relate to control issues. After years of
experience drilling into the Earth, the best techniques
are still more of an art form than an engineering pro-
cedure. Humans are typically intimately involved in
determining and implementing the recovery procedures
when problems occur that inhibit drilling progress.
The art form mastered by human drill operators
translates, for space robotics, into a sensor-feedback-
intensive, knowledge-based, and reactive control task
that will need to be fully autonomous since similar
levels of human supervision will not be possible on
remote surface missions. Robust capabilities of auto-
mated monitoring and diagnosis with safe and reliable
autorecovery algorithms are necessary. At the very
least, human-equivalent performance by robotic sub-
surface devices may be needed for most tasks. As
with subsurface drilling on the Moon or Mars, loco-
motion through ice followed by subsea navigation will
require high levels of robotic autonomy moving be-
yond intelligent control and onto adaptive and learning
systems.
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69.2.4 Automation

Robotics typically refers to electromechanical systems
that embody some level of programmable intelligence
and that interact with or within physical environments.
Robots often operate in environments that are largely
unknown a priori and may be unstructured, thereby
requiring sensing and perception to compute or infer
intelligent actions. Automation often refers to auto-
mated devices or techniques that somehow improve
the performance or utility of a system or process.
Automated systems often operate in structured envi-
ronments, and their operation may or may not be
physical.

Automation for space systems is often applied to
reduce costs or enable new mission capabilities. To
date, some of the most advanced examples center on
the use of robotics as the form of automation, as
nonrobotic human spaceflight missions have relied to
a large extent on the capabilities of humans to achieve
mission success. Automation has also been used for
more common actions such as spacecraft antenna and
solar panel deployment enabled by automatic mecha-
nisms and devices. In the present and future, the use
of nonrobotic automation is on the rise and comes in
a variety of forms. Applications range from more per-
vasive software-based automation of data processing
functions to incorporation of robotic capabilities into
space suits intended to augment and amplify human ca-
pabilities in space. On some space missions, collection

of scientific data as well as its processing and analysis is
also handled by automation of science instrument sys-
tems. Some of the means of automating such functions
include computer vision, pattern recognition and classi-
fication techniques, and automated reasoning methods
of artificial intelligence.

Other activities and required infrastructure for
future space missions call for automation of the man-
ufacturing and construction variety. This is the case for
outposts on other planetary surfaces or in space where
humans would live and work for extended periods. As-
tronauts living and working in space on space stations
are typically surrounded by automated systems that run
life-support systems and perform functions formerly
performed by themselves or their human mission con-
trollers based on Earth. Example tasks for space station
automation solutions include initiation and monitor-
ing of experiments as well as detection and diagnosis
of system failures. On planetary surfaces, the cost-
effective approach to sustenance of astronauts includes
living off the land by using in situ resources; for ex-
ample, automated systems and production plants would
collect and process soil to extract water. Outpost au-
tomation would manufacture materials needed for life
support systems and would produce electricity and fu-
els to power equipment and facilities. Implementation
of automated systems along these lines has been con-
templated and extensively studied for many years [69.5]
and will be essential for long-duration human presence
in space.

69.3 Past and Present Space Robots and Applications

Over the past 30 years, the exploration activities of
international space agencies have given automation
technology a proving ground for demonstrating its util-
ity and practicality in space. In the 1970s the former
USSR landed rovers on the Moon and teleoperated
them from Earth (Fig. 69.7). Since the early 1980s nu-
merous NASA space shuttle flights have consistently
involved teleoperation of the Canadarm. Space struc-
ture and scientific hardware deployments, assembly,
servicing, and repair have been some of the primary
uses of space automation on such missions in low-
Earth orbit. Such on-orbit uses of automation and
robotics have involved performance of tasks by as-
tronauts and robots teleoperated by astronauts, with
the most complex work performed by suited astro-
nauts during EVA, that is, on spacewalks outside of

the Space Shuttle Orbiter. Other robotic systems have
been used in this general class of application scenar-
ios for tasks associated with automation of science
experiments performed in space-based laboratories. In
the early 1990s, Germany’s ROTEX technology experi-
ment demonstrated the use of a mechanical manipulator
remotely controlled from Earth while on the NASA
Space Shuttle Orbiter as well as remotely controlled
by astronauts on the Space Shuttle Orbiter. Japan’s Ex-
perimental Test Satellite VII demonstrated automation
and robotic servicing technologies on-orbit in the late
1990s. NASA’s free-flying Autonomous Extravehicular
Robotic Camera demonstrated a means to provide addi-
tional viewpoints or eyes for astronauts during EVAs.
Additional systems have been proposed and devel-
oped for space automation but never flown for various

Part
G

6
9
.3



Space and Exploration Automation 69.3 Past and Present Space Robots and Applications 1249

Fig. 69.7 Russian lunar rover, Lunokhod 2

Fig. 69.8 Concept of the Mars Reconnaissance Orbiter
(courtesy of NASA/JPL)

reasons such as budget-related cancelations (e.g., the
Orbital Maneuvering Vehicle, the Flight Telerobotic
Servicer, and Ranger).

With the exception of the Moon missions of the
1970s the aforementioned automation and robotics ac-
tivities have been performed in low-Earth orbit. Space
automation has been applied in geostationary orbit
around the Earth as well. The many communications,
scientific, and military satellites in various Earth or-
bits today are great examples of space automation that
have directly affected quality of life on Earth. Robotic
tasks that can be automated in geostationary orbit in-
clude satellite servicing and deployment/assembly of
large space structures. However, since astronauts have,
to date, been constrained by technology to operations

a)

b)

Fig. 69.9a,b Mars exploration rovers Spirit (a) and Op-
portunity (b) on Mars (special-effects images created using
photorealistic rover models and image mosaics acquired
during their missions)

in low-Earth orbit, robotic systems are more critical for
automated activities in geostationary orbit.

Moving further out into space beyond Earth,
robotics continues to play a critical role in expand-
ing our knowledge of the solar system. Space agencies
have employed numerous interplanetary robotic space-
craft, planetary probes, surface landers, and rovers that
have collected a substantial amount of data leading to
our current understanding of the solar system [69.6].
Destinations visited include nearly all of the planets as
well as asteroids and comets. The use of robotic tech-
nology in space has reached a level where, presently,
multiple robotic spacecraft are operating at any given
time throughout the solar system. At Mars alone, mul-
tiple robotic spacecraft including satellites, landers,
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and rovers are in operation today, performing scien-
tific missions aimed at understanding the past or present
habitability of that planet. The most recent orbiting
spacecraft that are still in operation at Mars were de-
livered by the USA and Europe and include Mars
Odyssey, Mars Reconnaissance Orbiter (Fig. 69.8), and
Mars Express (Fig. 69.6). The most recent rovers that

are still in operation are NASA’s twin Mars explo-
ration rovers, Spirit and Opportunity (Fig. 69.9), which
have been operating at different locations on the Mar-
tian surface since 2004. They have both collected data
leading scientists to conclude that liquid water once
flowed on the surface of Mars at their respective landing
sites.

69.4 Future Directions and Capability Needs

Relatively few places on Earth’s moon have been ex-
plored by the rovers of the 1970s and by astronauts
during the series of NASA Apollo missions. As such,
relatively little is known about our Moon. Today, the
world’s space agencies and commercial sectors are turn-
ing a renewed focus on the Moon for further scientific
exploration, lunar resource-related commercial indus-
try, space tourism, and as a proving ground for enabling
future human exploration of Mars. Automation and
robotics are pervasive as tools to be used by human ex-
plorers to perform a variety of tasks involving rovers
and automated equipment for:

• Surface exploration and transportation/deployment
of instruments and systems• Acquisition of scientific samples• Industrial mining for resources• Moonbase construction and assembly of facilities• Overall maintenance and repair of lunar infrastruc-
ture.

On the lunar surface, networked teams of robots will
work cooperatively to prepare sites for human habitats
at permanent lunar settlements. Robots will work with
automated machines and instruments as an integrated
system that constructs, services, monitors, and repairs
lunar outpost facilities. Such tasks may be shared with
astronauts or lunar settlers. Robotic systems will also
help to automate prospecting, mining, and processing
of lunar raw materials to help sustain human presence
by minimizing dependence on Earth support. Automa-
tion and robotic technologies to be developed toward
this end will be used in similar ways to facilitate even-
tual human exploration and settlement of locations on
Mars.

In space, free-flying space robots will advance be-
yond the current state of the art to perform routine
servicing of space assets such as Earth satellites and
space stations (Fig. 69.10). Free-flying robots will work

cooperatively with astronauts to construct large scien-
tific and engineering space structures. Advances in the
following areas will be needed:

• Mobility on space structures• Rendezvous and docking with spacecraft and struc-
tures

Fig. 69.10 MetOp-A satellite undergoing final testing at
EADS Astrium’s facilities in Toulouse. MetOp-A was
launched on 19 October 2006 from the Baikonur Cosmod-
rome in Kazakhstan, on a Soyuz ST rocket with a Fregat
upper stage (courtesy of ESA)
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• Dexterous and force-controlled object grasping, ma-
nipulation, and transport• Human–robot task planning and sequencing.

Planetary surface robotic systems will advance to the
next level of autonomous capability enabled by new
and improved sensing solutions. Advances are required
to reduce the computational complexity of computer
vision algorithms or to increase the computational
speed of radiation-hardened processors that they run

on. In addition to devices for sensing or detecting
wheel slip, wheel sinkage, and terrain properties for
planetary surface mobility, reliable devices and soft-
ware are needed that improve existing capabilities
for:

• Sensing large-scale terrain discontinuities such as
cliffs, craters, and escarpments• Optical ranging in both full sun and deep shadow• Distributed sensing in multiple-rover applications.

69.5 Summary and Conclusion

An overview of space and exploration automation and
various associated challenges was presented with rele-
vance to robotics applications for on-orbit, in-space, and
planetary domains. Representative space robots and ap-
plications were noted followed by indications of future
directions for space automation and technological ca-
pabilities that will be needed to successfully perform
future space missions.

During the past several decades space automation
has been relied upon, either solely or in concert with
resident human capability, to explore and reveal scien-
tific knowledge of space and the planets. The levels of
automation or degrees of autonomy have varied from
mission to mission and will necessarily increase in the
future as more ambitious space missions are pursued.

Autonomous mobility and manipulation are fun-
damental functions for space robotic tasks. Viable
solutions that support these functions within formidable
constraints of space computing hardware drive the
technological capabilities of space robots, and ulti-
mately, mission success. Application domains include
planetary surfaces, outposts/settlements, on-orbit/in-

space operations, and subsurface environments. The
challenges are associated with robotic tasks includ-
ing exploration, servicing, infrastructure building and
construction, inspection, and assembly in space and
planetary environments. A sense of the existing levels
of automation and the robotic intelligence or au-
tonomy employed to meet the various challenges is
provided.

In general, automation and robotics for space and
planetary missions require a variety of mobility and
manipulation capabilities supported by viable and ad-
equate means for sensing/perception and sophisticated
software algorithms that represent an appropriate level
of intelligence for the mission. Solutions must com-
ply with hard constraints on mass, power, mechanical
complexity, electrical characteristics, and computing.
In time, the greatest needs and remaining limitations
will be addressed and overcome by innovations and ad-
vances in sensing, perception, and autonomous control
engineering. To be sure, space robot intelligence and
autonomy will play a critical role in meeting the chal-
lenges to come.
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Cleaning Auto70. Cleaning Automation

Norbert Elkmann, Justus Hortig, Markus Fritzsche

The potential applications of automation for clean-
ing are many and diverse. All over the world,
research organizations and companies are devel-
oping automatic cleaning systems [70.1]. Products
such as automatic floor cleaning robots and floor
vacuum cleaners available for household use are
sold ten thousand times over every year at prices
below US $300 (Fig. 70.1). While versatile, high-
performance systems exist for other applications
such as professional floor cleaning, airplane wash-
ing, ship cleaning, and facade cleaning, they are
by no means as widespread as household systems.

Automatic cleaning systems are frequently
extremely complex robot systems that operate
autonomously in unstructured environments or
outdoor areas. Cleaning automation not only
incorporates cleaning engineering but also
a variety of other technical disciplines, e.g.,
autonomous power supply, sensor systems, envi-
ronment modeling, and path planning in dynamic
environments.
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Some examples of automatic cleaning systems for
floors, facades, swimming pools, ventilation ducts,
and sewer lines serve to highlight the current
potential of cleaning automation and provide
a glimpse of future developments.

Humans typically experience cleaning as monotonous
work, which by its very nature is performed in dirty en-
vironments. Moreover, cleaning can sometimes even be
hazardous to health or life endangering, depending on
the area or object and the type of cleaning involved.
Nonetheless, such areas may require regular cleaning.

Cleaning therefore ideally meets the premises for
applying robots or remote-controlled systems and is
inherently a typical service robot application. Unsur-
prisingly, developments over the last 20 years have
been aimed at automating cleaning systems. The range
of systems available varies widely. Apart from floor
cleaning systems, other systems also clean facades,
swimming pools, ventilation ducts, and sewer lines.
Some of them are extremely complex. Fig. 70.1 iRobot Roomba
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Mass markets for cleaning robot applications have
already developed in some sectors. Vacuuming robots
for household use represent one of the most widely
sold robot systems worldwide. Their sheer numbers and
low purchase prices of less than US $300 account for
their great commercial success in the household sec-
tor [70.2, 3]. Residential users have far lower demands
on cleaning quality and, above all, cleaning speed
than professional users. In the 1990s, several manu-
factures of cleaning machines throughout the world
developed autonomous cleaning robots for professional
floor cleaning. Nonetheless, these systems have not
yet become established on the market for a variety of
reasons. Less flexibility than humans, high acquisition
costs, low availability, and complexity of operation of-
ten militate against the use of these systems.

Cleaning robots [70.1] and floor cleaning systems
(Fig. 70.1) in particular share many commonalities with

other service robots, e.g., for transport or monitoring
tasks. Particular points of intersection are sensor sys-
tems for obstacle detection and environment modeling,
power supply, path planning and execution, and human–
machine interfaces. Thus, cleaning robots constitute
a preliminary stage to complex household applications
for service robots or applications with direct human–
robot interaction.

Cleaning robots for facades, pipes, ventilation ducts,
and sewer lines are however not mass-produced items.
These systems are specially optimized for the require-
ments and geometry of the surface or object being
cleaned and are used exclusively in professional envi-
ronments rather than in the residential sector.

A robot’s features or technical innovations are less
crucial to its acceptance than its cleaning efficiency and
cost effectiveness. A system’s flexibility and ease of
operation are other important criteria for acceptance.

70.1 Background and Cleaning Automation Theory

Cleaning robots incorporate a multitude of basic de-
velopments and theories of robotics, e.g., mobility
and navigation, communication, sensors and sensor
networks, robotics and intelligent machines, and tele-
operation, which are treated in conjunction with mobile
robots in Chaps. 9 and 11 of this Handbook.

Cleaning robots have different levels of automation,
ranging from remote-controlled systems with inexpen-
sive, individual sensors to autonomous systems with
complex, multiple sensors for environment modeling
and navigation.

All types of cleaning systems share certain technical
subsystems:

• Motion platform for the system and cleaning unit• Control and operating system• Sensor system for environment modeling (in auto-
matic systems) and obstacle detection• Power supply• Communications system• Cleaning unit and, where applicable, suction and
material processing units• Various safety devices (collision avoidance systems
for floor cleaning systems, securing or recovery
ropes for facade, pipe, duct, sewer, and pool clean-
ing systems)

All automated cleaning systems draw on established
cleaning methods and technologies. An automated

cleaning system however cannot inspect its cleaning
quality as easily as a human can. At present, mobile
systems that clean areas with varying optical conditions
and textures cannot measure the level of dirtiness re-
liably. They can, however, check the quantity of dirt
picked up over a unit of time.

Cleaning robots from the different fields of applica-
tion differ widely in terms of requirements and technical
challenges. Basically, two categories can be distin-
guished and the underlying requirements subsumed in
these two groups:

• Floor cleaning robots: Such cleaning systems re-
lieve humans of monotonous work such as mopping
and vacuuming. For their use to be cost effec-
tive, these systems must function autonomously and
without an operator. Easy operability, high-quality
cleaning, and flexible use are basic requirements
these systems have to meet.• Facade, pool, ventilation duct, and sewer line clean-
ing robots: Such cleaning systems are utilized where
humans are unable to access an area in need of
cleaning or are only able to access it with ex-
treme difficulty. These systems can be engineered
to be remote controlled or fully autonomous. Usu-
ally, they are customized for a specific application
scenario. Nevertheless, easy operability and high-
quality cleaning are basic requirements. They must
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also be recoverable when cleaning areas that are
inaccessible to humans.

Significant features of these two groups of cleaning
robots are highlighted below.

70.1.1 Floor Cleaning Robots

Without exception, floor cleaning systems utilize
wheel-driven mobile platforms. The configuration of
the wheels varies depending on the case of application
and the maneuverability requirements. Kinematics with
two driven wheels and other caster wheels are often
used.

Sensor systems for obstacle detection and navi-
gation vary widely. Inexpensive infrared or ultrasonic
sensors and contact switches are employed in systems
for household use. The sensor data generated does
not provide a basis for optimized path planning in an
environment and such systems normally change their
direction of travel according to a given algorithm in-
tended to optimally cover a surface. It can be assumed
that the entire area has been negotiated and cleaned after
an appropriate period of operation.

Floor cleaning systems for professional use predom-
inantly contain laser scanners to generate maps and
navigate. In this case, path planning and execution must
be optimized to clean a maximum surface area within
a specific time. Ultrasonic sensors and contact switches
are often employed additionally as collision sensors.
Objects such as walls, shelves or the like are particularly
challenging when cleaning. On the one hand, safeguards
are needed to prevent people from getting pinned, for
instance, between the cleaning system and a wall. On
the other hand, laser scanners’ capability to generate
precise maps near a shelf is limited. Batteries supply
floor cleaning systems their power. To be cost effec-
tive, a floor cleaning system must be usable over several
hours. The several hours presently required to charge
a battery may hinder professional use. Floor cleaning
systems must furthermore be equipped with efficient
cleaning systems.

70.1.2 Facade, Pool, Ventilation Duct,
and Sewer Line Cleaning Robots

Unlike floor cleaning robots that are normally used
on level ground and equipped with batteries, dust
reservoirs, and water tanks, other cleaning systems
for facades, pools, pipes, sewers, and ducts must be
supplied power through cables and cleaning medium

through hoses and, where necessary, must have a fall
arrester system or a recovery rope. The engineering and
money required to implement these essential compo-
nents, which constitute an indispensable infrastructure,
are quite substantial compared with floor cleaning
systems.

The use of cleaning robots on facades, in pools,
pipes, ducts, and sewer lines may require their adapta-
tion to ambient conditions that are highly unusual for
automated systems and to environments that are less
than ideal for robots. Variable ambient conditions such
as humidity, temperature, and light conditions place
great demands on components and, for example, neces-
sitate adapting and increasing the redundancy of sensor
systems for navigation. Given the high expectations on
system reliability, this is particularly important.

Facade Cleaning Robots
Facade cleaning robots are often remote-controlled sys-
tems that clean surfaces that are inaccessible to humans
or accessible only with great effort. However, isolated
fully automatic systems that operate without human
supervision are also in use, particularly in Europe.
Some of these systems were designed specifically for
a building during its planning phase. Remote-controlled
systems in particular are designed to be universal and
usable on a variety of buildings including their infra-
structures without structural modifications.

Facade cleaning robots come in many different de-
signs: wheel-driven systems for flat and slightly inclined
glass roofs, climbing systems with vacuum cups for
sharply inclined and vertical facades, and rail-guided
systems. As a rule, facade cleaning robots must be able
to navigate obstacles such as window framework and
other facade elements. The use of sensors to deter-
mine position constitutes a particular challenge since
they must deliver reliable data under the widest vari-
ety of outdoor weather conditions from rain to sunshine.
All the facade cleaning robots in operation today have
cables that supply electrical power and, depending on
the system, compressed air, water, and data commu-
nications. There are no known systems that operate
autonomously on facades without an umbilical. What is
more, measures often have to be taken to secure a robot
against falling [70.4]. Such measures have to be inte-
grated into the overall concept and, where necessary,
automated for fully automatic systems.

Pool Cleaning Robots
Pool cleaning robots have been in use for some 20 years
to clean the bottoms and sides of swimming pools. The
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various manufacturers’ products function on the basis
of the same system. A tracked vehicle provides loco-
motion under water. Rotating brushes mounted on the
front and back of the unit loosen dirt, which is then suc-
tioned into a slot on the unit’s underside and pumped
through a filter. The water intake on the underside addi-
tionally increases the contact pressure, thus facilitating
controlled movement on the vertical sides of pools.

Pool cleaning robots use a minimum number of
sensors to orient themselves and move underwater
completely independently. Since pool geometries are
usually simple, navigation logic can also be kept sim-
ple. Simple sensor arrays on the fronts and backs of
these systems are the elements of an efficient cleaning
strategy.

Pool cleaning robots must be lightweight to make
operator handling easy and to attain sufficient buoyancy
for retrieval. Hence, battery operation is often not an
option since it would not allow the necessary clean-
ing performance. Such systems are supplied with power
through a cable with which they can be retrieved in the
event of damage.

Ventilation Duct
and Sewer Line Cleaning Robots

Cleaning systems for pipes, sewers, and ducts represent
a sizeable market since their inaccessibility often pre-
vents humans from being able to clean them without
cleaning automation. Pipe and ventilation duct diam-
eters are too small or areas may be hazardous to health
or potentially explosive, e.g., in the petroleum industry
or sewage disposal.

Thousands of different systems for pipe, ducts, and
sewer line cleaning exist all over the world. As a rule,
they are remote controlled or semiautomatic and move
on wheels or tracks. They normally do not navigate
autonomously and incorporate video cameras to dis-
play their environment to the operator. A cable connects
these systems to a supply and control station. While
this limits the systems’ radius of action, it assures they
are highly reliable, are supplied cleaning medium and
can be recovered from pipes, sewers, and ducts with
certainty. Cleaning methods vary widely depending on
the case of application and include brushes, water, high
water pressure, and dry ice.

70.2 Examples of Application

The automatic systems presented here are established
systems that have achieved product maturity and, for
the most part, been in operation for years. In addi-
tion to special applications for which very few systems
are available worldwide, there are also applications for
which a mass market has already opened. Accordingly,
the systems cited here merely represent a few exam-
ples of the wide range of cleaning automation products.
Space constraints only allow the description of cleaning
systems presently in operation and preclude covering
the multitude of prototype developments and experi-
mental models.

70.2.1 Floor Cleaning Systems

A distinction must be made between professional and
household floor cleaning systems as well as the types of
cleaning, i. e., vacuuming and wet cleaning. The Hefter
ST82 R floor washing robot is an example of profes-
sional wet cleaning, and iRobot’s Roomba of household
vacuuming. While the technical configuration and per-
formance of other manufacturer’s systems differ, the
basic concept is comparable.

ST82 R Floor Washing Robot
Manufacturer: HEFTER Cleantech GmbH,

Germany
Type: Professional floor cleaning

system
Operating mode: Autonomous, taught path
Cleaning technology: Wet cleaning
Area of application: Supermarkets, airports, large

halls, etc.

Based on a standard floor cleaning system, the
Hefter ST82 R floor washing robot is intended for
professional cleaning of hard floors (Fig. 70.2). Outfit-
ted with auxiliary localization and collision avoidance
sensor systems, a navigation system and an onboard
computer, the Hefter ST82 R is able to follow and ef-
fectively clean a programmed path fully autonomously
and independently of an operator [70.5].

This cleaning robot can run in two operating modes:
manual and automatic. In manual mode, the system per-
forms like a hand-guided floor cleaning system in order
to teach it the path to be cleaned autonomously and to
recover it in the event it malfunctions.
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Fig. 70.2 Hefter cleaning robot ST82R

Automatic mode is programmed in two stages. The
robot’s entire work space is first navigated in manual
mode. The robot’s onboard navigation software auto-
matically generates a virtual map of the workspace
from the data collected by an odometer, a gyrocom-
pass, ultrasonic sensors, and laser scanners during the
first reference run.

A second reference run is taken afterward. This
time, the intended cleaning route is followed exactly.
A cleaning path based on the sensor data is entered into
the virtual map. A Siemens SINAS navigation system
furnishes the necessary navigation intelligence [70.6].

Once the reference runs have been completed, the
cleaning robot is able to navigate the programmed path
on its own. To do so, the robot is switched to auto-
matic mode. The operator can no longer intervene in
the robot’s movement in automatic mode.

Since the robot moves in peopled surroundings,
a multitude of safety mechanisms that prevent collisions
with and injuries to people have been provided.

Along with switching strips mounted all over the
robot, a laser scanner installed in the front skirt is an
integral element of the safety concept. If one of the
safety systems is activated, the robot initially reacts by
moving to evade the direction of the source of activa-
tion. If this does not cancel the activated safety system,
then an emergency stop is triggered. Automatic opera-
tion can be resumed only after acknowledgement by an
authorized operator.

In hazardous situations the safety system is unable
to detect, automatic operation can be interrupted by ac-
tivating emergency stop buttons on the robot.

The Hefter ST82 R floor washing robot system was
successfully tested in various retail stores but is no
longer available for purchase.

Floor cleaning robots from other manufacturers in-
clude:

• The Hako Acromatic is for autonomous profes-
sional cleaning in buildings (but is no longer
sold) [70.7].• Fuji Heavy Industries’ Subaru RFS1 is the succes-
sor to an autonomous floor cleaner sold since 2000.
The latest model communicates with the elevator
and can thus move independently from floor to floor.
It is not designed for manual operation [70.8].

Other systems that at least deserve brief mention
are the Comac CLEAN [70.9], Cybernetix Auror and
Baror [70.10], Thomson Abilix 500 [70.3], Servus
Robots [70.11], CleanFix Robo40 [70.12], Floor-
botics [70.13], Robosoft AutoVac C6 and C100 [70.14],
and VonSchrader Dolphin [70.15], AUTOMAX AXV-
01 [70.16].

Roomba 500 Series Vacuum Cleaning Robot
Manufacturer: iRobot Corporation, USA
Type: Household vacuum cleaning

system
Operating mode: Autonomous
Cleaning technology: Vacuum cleaning
Area of application: Standard rooms in homes.

Vacuum cleaning is one of the few fields of applica-
tion for which a mass market has already opened for
service robots in general and cleaning robots in par-
ticular. The most successful system in this segment is
iRobot’s Roomba robot (Fig. 70.1), which consists of
a cleaning robot and a base station. The circular clean-
ing robot stands atop three wheels, of which two are
drive wheels and one a caster wheel, and navigates an
unfamiliar environment completely autonomously. Es-
sentially, the robot operates automatically [70.17].

In principle, it cleans on the basis of a classical
vacuum cleaner with a powerful vacuuming unit and ro-
tating brushes configured so that even dirt in the robot’s
boundary area is picked up. A dirt detecting sensor is
located in the suction zone.

The path being cleaned does not have to be pro-
grammed. Equipped with optical ranging sensors and
contact sensors, the system detects when it nears an
obstacle, proceeds toward it at reduced speed, and
changes its path direction upon contact. Ranging sen-
sors directed downward detect stairs and drop-offs and
generate a change of path direction as well.

Path direction is not changed randomly. The robot
utilizes sensor data to analyze its environment and se-
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lects one of four motion patterns depending on the
situation: spiraling, wall following, room crossing, and
dirt detection.

Dirt detection is selected whenever larger quantities
of dirt are detected in the suction flow. The robot reacts
by increasing suction power and follows a spiral motion
pattern until the quantity of dirt drops again.

Virtual walls can be used to limit the robot’s
workspace. These are generated by stations which emit
an infrared beam. If its battery charge drops below
a critical value or it has finished cleaning, the system
returns on its own to its base station, which emits an
infrared beam that acts as a guide beam for the robot.

Systems from other manufacturers include:

• The Kärcher RC3000 (Germany) is an autonomous
vacuuming robot for household use (largely similar
in design to the Siemens VSR8000). It is the only
household appliance that disposes of collected dirt
in its docking station [70.18].• The Infinuvo Cleanmate QQ2 is an autonomous
vacuuming robot for household use. It additionally
kills germs with an ultraviolet (UV) lamp and fresh-
ens air with fragrance capsules [70.19].• The iRobot Scooba (USA) is Roomba’s successor
that not only vacuums but also wet mops [70.17].• The Electrolux Trilobite (Sweden) was introduced
as the first vacuuming robot for household use in
2001 [70.2].

Other systems that at least deserve brief mention
are the LG RoboKing, Hanool Ottoro, Black&Decker
ZoomBot, and Sharper Image eVac.

70.2.2 Roofs and Facades

A number of facade cleaning robots have moved well
beyond the research and prototype stage and are being
operated as special developments exclusively on spe-
cific facades. Since relatively little time and effort is
required to adapt remote-controlled systems, they will
quite likely be used on other facades in the near future.

Filius Glass Roof Cleaning Robot
Developer: Fraunhofer IFF, Germany
Type: Professional roof cleaning

system
Operating mode: Remote controlled
Cleaning technology: Wet roof cleaning
Area of application: Berlin Central Train Station,

Germany.

Fig. 70.3 Fraunhofer IFF Filius roof cleaning robot

The Fraunhofer IFF specially developed a remote-
controlled cleaning robot for Berlin central train station
in Germany (Fig. 70.3). However, it can also be used
on other roofs with comparable geometries once the
appropriate infrastructure has been installed.

Filius is a remote-controlled, semiautomatic robot
that can navigate obstacles with heights of up to
200 mm. Onboard cable winches secure Filius to
a gantry on the roof ridge from which it is supplied with
power and water through a cable and a hose. As clean-
ing progresses, the gantry moves incrementally so it is
always located above the robot.

Dirt is loosened by a rotating brush mounted on the
front, and is then rinsed away by a nozzle bank behind
the brush. An operator assumes the control of action
functions such as path direction and brush activity by
remote control.

Wobble sticks and ultrasonic sensors detect travel
across the roof surface and an emergency stop prevents
operators from driving the robot over the roof’s edge.

Its all-wheel drive makes the robot extremely ma-
neuverable on all terrain. Ramps laid out enable it to
navigate the gantry’s rails and expansion joints between
individual roof areas for instance. Thus, the robot can be
positioned and used on the entire surface of the station’s
roof.

Feeder lines on the roof, fed with high-pressure soft-
ened water by a supply vehicle, supply water to the
gantry.

RobuGlass Glass Roof Cleaning Robot
Manufacturer: Robosoft, France
Type: Professional roof cleaning

system
Operating mode: Remote controlled
Cleaning technology: Wet roof cleaning
Area of application: Louvre Pyramid (France).
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A remote-controlled robot cleans the glass Lou-
vre Pyramid in Paris, France. Combining suction and
caterpillar tracks, the robot travels up and down the
triangular surfaces. The absence of any overhead se-
curing device is a special feature of the Louvre robot.
Technically, it is designed so that the frictional force
of the walking mechanism suffices to prevent it from
sliding down the sloping surface in the event of a mal-
function. Operators at the foot of the pyramid supply it
from below through cable and hose, the compressed air
needed being provided by equipment located on a sup-
ply vehicle. Rotating brushes do the cleaning and a car
windshield wiper dries the path of travel during down-
ward travel [70.20].

Compared with other facade cleaning robots, the
Louvre system has a very simple design. The mini-
mum of distinctive features of the facade substantially
reduces complexity. First, the triangular surfaces are
completely level, only interrupted by silicone joints.
Consequently, a very simple walking mechanism can
be used since there are no obstacles to be navi-
gated. Second, the system cannot fall when it travels
across the sloping surfaces, thus making an over-
head securing device unnecessary. Safety engineering
accounts for a large part of other facade cleaning
robots’ systems and weight. Third, the sloping smooth
surfaces allow water from cleaning to simply run
off. This simplifies the cleaning system. Fourth, the
space around the pyramid is navigable by a vehi-
cle and the system can be recovered with a small
crane at any time. Its relatively short cleaning paths
enable supplying the robot from below. The requi-
site cables and hoses are simply pulled along the
glass.

Glass Roof Cleaning Robot
for Leipzig’s New Exhibition Center

Developer: Fraunhofer IFF, Germany
Type: Professional roof cleaning

system
Operating mode: Autonomous
Cleaning technology: Wet roof cleaning
Area of application: Entrance hall of Leipzig’s new

exhibition center (Germany).

Two fully automatic cleaning robots have been
cleaning the 25 000 m2 glass hall of Leipzig’s new ex-
hibition center in Germany since 1997 (Fig. 70.4). The
roof consists of a glass facade suspended from a steel
structure. Accessing it with a gantry alone or other ac-
cess equipment would be extremely complicated.

Fig. 70.4 Fraunhofer IFF cleaning robot in Leipzig

A gantry transports the robots along the roof ridge
and uses small hoists to lower them onto the glass sur-
face between the pane mounts. The robots then move
downward under the steel trusses and between the
mounts, cleaning the glass. Upon returning to the top,
the robots are picked up by the hoists and shifted to the
next path. A broad roller brush cleans the entire surface
of the facade lane by lane, starting at the eastern end of
the roof and ending at the western end. Since the robots
are unable to move around the mounts, these areas are
cleaned by disc brushes on retractable arms. Chemical-
free deionized water is sprayed onto the glass to moisten
and wash away dirt mobilized by the brushes.

The gantry on the roof ridge secures each cleaning
robot with two Dyneema ropes and supplies each with
power and water through its own cable and hose. To
prevent damaging the panes of glass and silicone seals,
hose, cable, and securing ropes are coiled and uncoiled
inside a robot and thus laid down on the glass instead
of being dragged over it. Furthermore, since the bearing
wheels are not driven, the two securing ropes are used
to correct the robot’s direction of travel. A fifth wheel
only provides the necessary drive in flat areas.

The steel structure limits the size a robot may have.
At an overhead clearance of 38 cm, the robot’s height is
just 30 cm. The travel path is 45 m long and runs from
the ridge between the pane mounts down into the eaves.
The distance between mounts limits the robot’s width
to 1.5 m.
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Odometer measurements of the distance covered by
two wheels are supplemented by eddy-current sensor
measurements of the distance covered using the mounts
as reference marks. In addition, the distance to the
mounts to the robot’s left and right is used to correct
path direction, controlled by adjusting the coiling of the
two ropes. Expansion of the hall due to heat as well as
the general tolerances of the mounts’ uniformity make
navigation between mounts more challenging.

The gantry and robots move fully automatically
and are monitored from a master control room where
exact positions and actions are displayed. The robots
also accept abstract commands from a manual control
menu [70.21, 22].

CleanAnt Glass Facade Cleaning Robot
Manufacturer: Niederberger, Switzerland
Type: Professional facade cleaning

system
Operating mode: Autonomous
Cleaning technology: Wet facade cleaning.

Consisting of two limbs with suction cups attached
to both ends, CleanAnt constitutes a walking kinematics
with five degrees of freedom (Fig. 70.5). While one foot
is fixed on a pane, the second swings into the next walk-
ing position or moves over the surface to clean a pane.
A control computer synchronously controls and posi-
tions the axles, inverse kinematics identical to industrial
robot controls determining the positions of the joints.

Fig. 70.5 CleanAnt climbing robot

However, its base coordinate system changes when the
fixed foot changes.

The system automatically holds itself on the facade
being cleaned, thus making it possible to clean vertical,
overhanging or even curved facades. A slack rope se-
cures the cleaning system and only goes taut should the
system fall, thus preventing it from falling entirely.

Transceiver units on the building’s corners, which
triangulate current position, monitor its position on
a surface. The surface being cleaned is modeled in
computer-aided design (CAD) and uploaded to the
robot control system. The robot then follows a prede-
fined motion path autonomously.

While the complicated walking pattern, the few de-
grees of freedom, and the limited size of the cleaning
unit prevent the system from covering large areas, it
still qualifies as a service robot since it is able to clean
surfaces that would otherwise be inaccessible, i. e., it
can easily clean vaulted surfaces. Moreover, CleanAnt
can move around corners or from wall to ceiling and
navigate larger recesses or obstacles.

Wet brush cleaning and semidry cleaning with
fleece or dry ice can be applied as cleaning technolo-
gies. A hose supplies the requisite media from above
or below. For special operations, CleanAnt can also be
deposited onto a facade manually, e.g., from a gon-
dola, and maneuvered into specific areas by remote
control.

While it is marketed for professional facade clean-
ing, CleanAnt is the only robot cited here that is not
yet in operation. Nonetheless, it deserves mention if
only because its design represents such a great departure
from conventional robots [70.1, 23].

Fig. 70.6 SIRIUSc facade cleaning robot for automatic
cleaning of high-rise buildings
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Other facade cleaning robots include:

• The Fraunhofer IFF’s SIRIUSc cleaning the vertical
facades of the Fraunhofer-Gesellschaft’s headquar-
ters in Munich, Germany (Fig. 70.6) [70.22, 24, 25]
and• Beihang University’s SkyCleaner III in operation on
the Shanghai Science and Technology Museum in
China [70.26].

70.2.3 Ducts and Sewer Lines

Regular cleaning of sewer lines is a basic measure to en-
sure they operate reliably. Cleaning of ventilation ducts
on the other hand is not essential to operational relia-
bility but arguably to protect people’s health. Although
sewer lines and ventilation ducts have similar geometric
properties, the boundary conditions for cleaning robot
operations differ fundamentally. Two systems serve as
examples of ventilation duct and sewer line cleaning
respectively.

Multipurpose Duct Cleaning Robot
Manufacturer: Danduct Clean, Danmark
Type: Professional duct cleaning sys-

tem
Operating mode: Remote controlled
Cleaning technology: Brushes, dry-ice cleaning

The Danish company Danduct Clean’s multipurpose
robot is a universal system that cleans and inspects ven-
tilation ducts. An all-wheel drive robot platform serves
as the carrier system. The overall system does not have
any collision sensors. However, two cameras directed
toward the front and the rear relay a direct impression
of the robot’s environment. The carrier system is out-
fitted with different cleaning systems depending on the
case of application.

Rotating brushes are used in dry ventilation ducts
to remove dust clinging to the walls. Various brush
systems are available depending on the duct geome-
try. A dry-ice cleaning system is employed in exhaust
areas of kitchens and the like where sizeable grease de-
posits form in ventilation ducts. Temperatures as low as
−79 ◦C facilitate their removal.

Irrespective of the cleaning system used, cables with
lengths of up to 30 m supply media and transmit data to
an external control box. The robot is controlled from
the control box by joystick based on camera feedback.
Cruise control is additionally available for long, straight
duct sections.

To effectively remove loosened dirt, inflatable
balloons seal off the duct section being cleaned. A pow-
erful suction unit is hooked up to the duct opening in
the direction of work and extracts loosened dirt from
the duct [70.27].

Other duct cleaning robots are manufactured by:

• Indoor Environmental Solutions, Inc. (USA) [70.28]• DRY ICE Engineering GmbH (Germany) [70.29]• HANLIM MECHATRONICS (South Korea) [70.30].

Sewer Cleaning Robot
Developer: Fraunhofer IFF, Germany
Type: Professional sewer cleaning

system
Operating mode: Automatic
Cleaning technology: High pressure.

Isolated sewer cleaning robots exist for inaccessible
sewer lines. Some remote-controlled inspection robots
for small sewer line diameters can be outfitted with
high-pressure nozzles. As a rule, however, small sewer
lines are cleaned with cleaning nozzles that utilize high-
pressure water for propulsion.

Contracted by the Emschergenossenschaft in Ger-
many, the Fraunhofer IFF developed a fully automatic
cleaning robot for sewer lines with diameters of
1600–2800 mm. The system employs an ejector nozzle
to mobilize deposits that are underwater and high-
pressure water to clean the pipe wall above the waterline
in sewer lines that are 20–40% full at all times. The
system can clean sewers up to 750 m in length. The
wheel-driven cleaning system is roughly 4 m long and
weighs 2.5 t. An ultrasonic scanner monitors the clean-
ing results underwater and a camera monitors the area
above water. A specially equipped vehicle on the street
level supplies the cleaning system with up to 250 l
of water per minute over a distance of up to 750 m
with a nozzle pressure of over 100 bar. The clean-
ing system dependably navigates in the sewer line and
system recovery is ensured through the cable connec-
tion [70.22, 31].

70.2.4 Swimming Pools

Swimming pools accumulate large quantities of dirt
on a daily basis. The relatively large surfaces gather
dirt out of the air and off swimmers. Public swim-
ming pools are subject to hygiene codes with strict
water quality limit values that necessitate regularly
cleaning the bottom and walls of a pool. Underwa-
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Fig. 70.7 WEDA B680 pool cleaning robot

ter cleaning machines have been in use since the
1970s. Such pool cleaners qualify as service robots
since they move and systematically navigate pools au-
tonomously. While the various manufacturers’ systems
share virtually the same robot engineering concept,
their designs, target markets, and cleaning systems
differ.

B680 Pool Cleaning Robot
Manufacturer: Weda, Sweden
Type: Professional pool cleaningdiffer

system
Operating mode: Autonomous, remote controlled
Cleaning technology: Brushes, water filter system.

The base of Weda’s B680 pool cleaning robot is
a tracked vehicle maneuverable by separately control-
ling its left and right track (Fig. 70.7). Its forward speed
is approximately 0.25 m/s. A water pump suctions in
approximately 1200 l of water per minute on the un-
derside and rinses it through a reusable particle filter.
Common systems for residential use only manage ap-
proximately 250 l/min. The suction generated beneath
the system is sufficient to enable the pool cleaner to tra-
verse vertical walls underwater. Rotating brushes loosen

dirt particles in front of and behind the unit, moving
them in the direction of the suction opening. Power is
supplied by a cable connected to a base station on the
edge of the pool. It is uncoiled and floats on the surface
during cleaning.

The robot is internally balanced in such a way that
it glides gently downward and lands on its feet when
lowered into a pool or when it detaches from a side wall.

Electronics in the B680 were kept to a minimum so
that the unit is as easy for users to understand as possi-
ble. Contact sensors to the front and rear of the robot are
used for navigation and reverse the drive direction when
pressed. The unit has a slightly oblique front bumper
that generates the slight change in direction when it con-
tacts a pool wall. As a result, it reaches the opposite end
of its path on its return travel somewhat offset. This sim-
ple navigation technique enables the complete cleaning
of rectangular pool surfaces quicker than through ran-
dom motion.

A pool cleaner is placed in the water during a pool’s
off hours and activates itself with a time switch after
a short wait, by which time the water has calmed and
dirt particles have settled. The cleaning is finished in
a few hours and the unit deactivates itself for retrieval
from the water the next morning. Control keys execute
the requisite maneuver. The filter bag size is dependent
upon its planned hours of operation. If it is too small, it
clogs quickly, thus diminishing cleaning performance.
In such a case, the cleaning robot would merely be em-
barking on a joyride and would lose traction as suction
decreases [70.32].

Other manufacturers of professional and household
pool cleaning systems include:

• Maytronics’ (Israel) pool robots are intended for
residential use and smaller pools. Maytronics
offers the only battery-powered robot. Maytron-
ics products are marketed globally under various
names [70.33].• iRobot (USA) offers several models that suction up
and filter dirt in water [70.17].• Aquatools (USA) offers robots for residential use
and smaller public pools.• Mariner 3S (Switzerland) sells professional pool
cleaners. Instead of collecting bags, some units use
filter cartridges that are cleaned afterward with aux-
iliary equipment [70.34].
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70.3 Emerging Trends

Especially in the domain of cleaning, service robots
already provide many different options for relieving
people of dangerous, stressful, and/or monotonous work
and are penetrating both household and professional
market sectors. Household systems have technically
simple and low-cost designs and are already being sold
in large numbers. Professional systems are technically
complex, flexible, cost effective, efficient, and easy to
operate. However, since they fail to fulfill the requi-
site criteria in many cases, they have not yet established
themselves as mass products. Nevertheless, numerous
individual solutions exist for special applications such
as facade or pool cleaning.

To the extent that they do not fully navigate
surfaces when geometries are more complex or environ-

ments are dynamic and generally can neither navigate
themselves nor coordinate tools better than humans,
professional cleaning robots’ sensory and cognitive
capabilities continue to limit their universal and cost-
effective use.

Such cleaning robots will not become mass prod-
ucts until their cost effectiveness, performance, ef-
ficiency, and total attendant costs make them su-
perior to manual cleaning. Further development of
service robots’ cognitive capabilities, environment
modeling sensor systems, and multimodal user in-
terfaces is being pursued worldwide for other fields
of application and is a fundamental prerequisite to
establishing cleaning robots in the professional sec-
tor.
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Automating I71. Automating Information and Technology Services

Parasuram Balasubramanian

While the information services industry dates
back to the 15th century AD, the information
technology services is as young as 60 years. Yet
the pace at which both have grown is phe-
nomenal, and this is tied to the evolution
of computer technology. Networking of com-
puters and people through the Internet has
moved into high gear. It has also given birth
to multiple business segments in the pro-
cess. Delivery of data and information, data
processing, business process outsourcing, an-
alytics, and printing and display solutions are
the five segments identified within the in-
formation services. Computer-aided software
engineering, independent software testing
and quality assurance, package and bespoke
software implementation and maintenance,
network and security management, and host-
ing and infrastructure management are covered
as segments within information technology
services. The automation path of each seg-
ment is reviewed in detail. An impact analysis
to identify the changing landscape is de-
scribed. Finally current trends are traced,
followed by predictions for future develop-
ments.
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71.1 Preamble

The design specification for the electronic voting ma-
chines (EVMs) used in 2004 national elections in India
had to take account of the high level of illiteracy among
citizens, cater for more than 14 different languages,
tackle poor infrastructure in terms of road network and
power availability in rural polling stations, and accept
manual methods of voter authentication [71.1]. Nearly
1.3 million EVMs adhering to the above specification
were deployed in the election, in which 330 million cit-
izens voted. The election process went off without any

significant problem with respect to the EVMs. Mean-
while in Europe, near Paris, a high-technology company
has been engaged in using crash simulation software on
Intel personal computers (PCs) to model and test new-
generation vehicles to meet regulatory requirements
without building expensive prototypes [71.2]. Not to be
left behind in the innovation race, many firms in Europe
and the USA have been busy delivering portable car
navigation systems using the global positioning system
(GPS) to the mass market.
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These three cases represent the current state of the
art in automation in information and technology ser-
vices industries. The contexts are different and the level
of automation varies, yet all three are powerful exam-
ples of information technology making its impact on
mankind. The transformational power of this industry,
as it impacted on the USA from the colonial period to
current times, is traced by Chandler and Cortada [71.3].

The progress achieved is significant and exponen-
tial over the past 60 years, ever since computers entered
this arena. As a general-purpose machine, the computer
has invaded almost all aspects of human life. Comput-
erization has resulted in productivity gains that could
not have been dreamt of until the 20th century. It has
been a process of unceasing innovations, integration
of diverse devices, seamless merger of hardware and
software, and evolution of new market paradigms. It
has also given birth to an industry focused on provid-
ing information technology (IT) services to companies,
governments, universities, and the public at large. It is
worth studying this process to understand the growth of
this industry and where it is headed.

71.1.1 Evolution of the Information
and Technology Services Industry

Johann Gutenberg introduced the printing press in
1436 AD in Europe and is credited for opening the
doors to the Renaissance and the scientific revolu-
tion [71.4]. The information services industry was born
with the mass production of books (within the next
50 years 8 million books were printed) and it facilitated
sharing of knowledge among scholars, particularly in
Europe [71.5, 6]. The mass media industry consisting
of newspapers, magazines, radio, television, and adver-
tising, however, had to wait until the 19th century (for
Marconi, Edison, and Walter Thompson to give birth
to). A brief view of its growth in the USA is con-
tained in [71.7]. The invention of the telegraph and
Morse code by Morse in 1835 and the telephone in
1870 by Graham Bell, and their rapid spread of us-
age, along with the above, ensured that the spoken word
joined the printed one to be shared across the world.
Emile Berliner, standing on the shoulders of Edison
and other eminent scientists, patented the gramophone,
thus paving way for the music industry. A comprehen-
sive view of each of these inventions and inventors is
available on the Internet [71.8].

However, a parallel development over the centuries,
in mathematics coupled with mechanical and electronic
devices, led the development of information technol-

ogy. Calculators (Pascal, 1642) gave way to the analytic
engine of Babbage (1832), and Hollerith’s tabulating
machine was used first in the 1890 US census. The mid-
dle of the 20th century saw the invention of computers
and the world has been spinning fast ever since. Along
with computers, the information technology services in-
dustry was born in the 1950s and has grown in multiple
dimensions [71.9].

Computer architecture separated the data input from
its processing and output layers and exploited the dis-
tinction between data and logic. Advances in input
devices, storage devices, processors, and data presen-
tation layer during the past 60 years have come about
by the marriage of information services technology
components with computer devices. The distinction
between telephone, television, and computer is blur-
ring and feeding the growth of services at a furious
pace.

71.1.2 The Opportunity for Automation

The first generation of computers could perform various
mathematical and logical operations while the data had
to be stored in an external media. The machine had very
little capacity to hold data. The growth in computeriza-
tion over the next six decades can be studied in multiple
dimensions. The technological developments in the pro-
cessor, input devices, and output devices define the first
dimension, while advances in software technology con-
stitute the second. Along the way there was integration
among these devices as well as embedding of software
into hardware, which played a catalyst’s role in further
automation.

Computers were networked during the 1970s, which
paved way for the next wave of automation of tasks
carried out in multiple locations by diverse groups.
They acquired online and real-time capabilities, thus
forsaking their batch processing culture. It did not take
long for human ingenuity to invent the multiprocess-
ing, multitasking systems, network security, and virtual
authentication solutions. The powerful combination of
hardware and software with these features resulted in
many more activities becoming automated.

If computers are capable of storing vast amounts of
data and perform complex processes in seconds, can
they then be asked to perform the role of experts (ex-
pert systems), acquire human-like intelligence (called
artificial intelligence) or at the least detect patterns and
extract knowledge out of available data (knowledge-
based systems)? Commonly grouped under the title of
machine learning, these topics have become the en-
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during quest of many researchers over the past three
decades.

Work flow is integral to all processes performed
manually or otherwise. Work flow automation became
a logical target for development in the early 1980s,
coupled with the development of groupware that facili-
tated concurrent working of multiple teams. Computers
had stepped out of the data processing and data stor-
age zone by this time. They were capable facilitators
for information sharing and multigroup multiprocess
working.

Introduction of personal computer, starting from
the late 1970s, into the global market brought a fresh
paradigm to computing and automation. The gates
were opened for mass application and coverage of
every human endeavor by PCs. Enormous creativity
was unleashed by technophiles all over the world.
It was no longer confined to data processing; text
and word processing became common. Slide rules
and calculators gave way to spreadsheets. Transparen-
cies were no longer the preferred means of making
presentations as they were replaced by PowerPoint
slides.

Impressive as they are, these developments pale in
significance when the impact of the Internet is consid-
ered. Since the invention of the World Wide Web and
the browser technology by Tim Berners Lee and Marc
Andreessen, the universe of computers has been flipped
over once again. In less than a decade of its introduction,

the Internet phenomenon has lead Thomas Friedman to
declare that it is a flat world.

The power of the Internet has been fully lever-
aged by electronic mail from the mid 1990s. Hotmail,
founded by Sabhir Bhatia, became an instant hit as it
promised and provided connectivity from anywhere to
anyone. The data and text sharing power of comput-
ers and the Internet has been enhanced to recognize
voice, feel (through touch screens), still and video im-
ages, and to recognize patterns. Convergence of devices
has accelerated the use of the computer as a phone
and a television too. Apple made a significant business
breakthrough with its iPod to share music through the
Internet.

Meanwhile the business community has enabled
internet-based transactions, including financial. Univer-
sities have enriched their student interaction and grown
the online and distance education segments. And the
government sector has discovered the potential of this
technology by facilitating digital submission of tax re-
turns and other filings. In short, this revolution has
touched every segment of human activity and innova-
tion, and automation at unprecedented levels continues
to fuel its breadth and depth.

These developments have impacted on every busi-
ness segment of the information and technology ser-
vices, which is the focus of our study. We will identify
the key segments and study each in depth in the follow-
ing Sections.

71.2 Distinct Business Segments

The information and technology services industry is not
a homogenous industry but rather consists of many seg-
ments, each with distinct characteristics. At a macro
level, information services (Sect. 71.3) need to be sepa-
rated from information technology services (Sect. 71.4).

Five significant segments can be recognized within
the information services (Sect. 71.3), consisting of de-
livery of data and information (Sect. 71.3.1), data
processing (Sect. 71.3.2), business process outsourcing
(Sect. 71.3.3), analytics (Sect. 71.3.4), and printing and
display solutions (Sect. 71.3.5).

Media such as newspapers, journals and magazines,
radio and television, and the Internet serve as chan-
nels of information delivery. The content delivered can
vary from political and social news events to weather
and sports or stock and commodity prices. Reuters and
Bloomberg are examples of a specific type of content

providers. Automation-induced changes in this industry
can be tracked by studying these two firms over the past
decades (Sect. 71.3.1).

Data processing as a service commenced in the
mainframe era when computers were expensive and re-
quired special skills to program and operate. It was
typical to do business functions such as financial ac-
counting or payroll processing or reconciliation of
interbank transactions or process examination results
in large universities using third-party data process-
ing services (Sect. 71.3.2). Technological advances in
computers and allied peripherals have impacted heav-
ily on this segment; hence it is worthy of separate
classification.

Companies the world over have found the business
environment becoming complex due to geographical
spread, globalization, product variety, and legislation
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to be complied with. Many times these challenges
have resulted in attention and key resources being di-
verted away from core business to auxiliary purposes.
Hence, companies have longed for service providers
with appropriate expertise and scale to whom they
could outsource auxiliary business processes such as
employee benefits management and insurance claims
processing. Networking of computers, proliferation of
desktops, and the ubiquity of the Internet during the past
two decades have enabled the emergence of third par-
ties who can provide these business process outsourcing
(BPO) services (Sect. 71.3.3). While outsourcing data
processing results in only the data being handed over,
business processing leads to data, (occasionally) peo-
ple, and processes being handed over too. The service
provider then has great opportunity to innovate and sim-
plify the processes on an ongoing basis.

Data and business processing services are strictly
transaction processing solutions that handle enormous
volume of data. They are however governed by the poli-
cies and decisions taken by the firm; for example, an
airline with a goal to maximize revenue would decide
on creating multiple classes of service in a given flight,
price them differentially, and divide the total seats avail-
able into these classes based on a rationale. This is
called revenue management. Apart from selling seats on
an ongoing basis, the airline has to assess and evaluate
the effectiveness of these decisions periodically. Ana-
lytical processing is a line of service facilitating such
reviews and revisions (Sect. 71.3.4). The skill sets re-
quired and the tools utilized in analytical processing are
very different from those relating to data or business
processing.

Advances in technology have changed the way
in which information is delivered as an output
(Sect. 71.3.5). Convergence of telephone, television,
and computer technologies has created innovative so-
lutions that were hard to imagine a few decades ago.
Automation of mechanical, electrical, and electronic
devices when coupled with computers has opened up
a new domain for control systems; these developments
are to be studied in this segment.

The information technology services (Sect. 71.4)
can be segmented into computer-aided software en-
gineering (Sect. 71.4.1), independent software test-
ing and quality assurance (Sect. 71.4.2), package
and bespoke software implementation and mainte-
nance (Sect. 71.4.3), network and security management
(Sect. 71.4.4), and hosting and infrastructure manage-
ment (Sect. 71.4.5). While these are by no means
exhaustive, they represent the key segments at present.

Software development has progressed rapidly from
machine-level coding to programming in high-level lan-
guages to an environment with almost no need to code.
The developer community recognized the need and fea-
sibility of automating many of the tasks they perform,
early in the game. Computer-aided software engineer-
ing (CASE) tools emerged when their generic utility
was discovered (Sect. 71.4.1). This segment is to be
explored in detail.

As the size of software code has increased, so has
the time and effort required to test it. Nearly 30% of
the total effort for developing software is consumed by
the testing activity alone. Testing is both manpower and
domain knowledge intensive. It calls for comprehen-
sive understanding of the business environment within
which the software has to function, the assembly of
platforms and tools used, and the methodology used
for product development. While many software bugs
can be innocuous, some can have a disastrous impact
on system deliverables. Automation has changed the
way in which testing and quality assurance tasks are
performed in many organizations. Third-party vendors
have emerged to provide this service independent of the
developers (Sect. 71.4.2).

The landscape of systems has undergone a meta-
morphosis from its early days to current periods. Every
system was a custom-developed system (known as be-
spoke) to start with. However the opportunity to reuse
design and code was spotted soon. The other end of this
spectrum consists of packaged software which has the
highest level of efficiency in terms of code reuse, be-
sides the obvious benefit of quick implementation. In
large corporations it is common for both to coexist; for
example, a bank may have core banking functions im-
plemented through packaged software but its financial
accounting and reporting may still be in a custom-
developed system running for decades. The year-2000
(Y2K) scenario is the well-understood instance here.
Once a system is developed, implementing and main-
taining it is time, cost, and manpower consuming. The
role played by automation in this segment (Sect. 71.4.3)
is a fascinating study.

Proliferation of computers and associated software
has given rise to newer management issues and chal-
lenges. When thousands of desktops are strung together
with dozens of mini and mainframe computers and data
moves across many departments and geographical lo-
cations, failure in any part of the network is bound to
adversely affect the network as a whole. Besides, net-
works have to be managed for efficiency of resource
usage as well. An allied concern is protection of data
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from unauthorized access. Network and security man-
agement (Sect. 71.4.4) has emerged as a major segment
of information technology that has attracted firms with
appropriate expertise and willingness to absorb associ-
ated risks. Product vendors have also emerged in this
space, offering products to protect against viruses, in-
trusions with intent to steal data, etc.

Computers and information technology have be-
come the backbone of many enterprises, commercial or
otherwise. Yet they are not the core functions of tra-
ditional manufacturing firms or service providers such
as banks, stock markets, and insurance companies. As
computerization has matured over the decades, many

firms have also aspired to hand over the entire set
of activities and resources to expert service providers.
Alternatively, vendors invest in such resources and pro-
vide hosted services at an appropriate charge. Hosting
and infrastructure management services (Sect. 71.4.5) is
thus a distinct segment in this domain.

The ten segments identified within the information
and technology industry are studied in detail in the fol-
lowing sections. They are by no means exhaustive and
they constitute the most significant segments at present,
tet the scenario may be vastly different in a decade from
now due to the rapid changes and developments taking
place in this industry.

71.3 Automation Path in Each Business Segment

71.3.1 Delivery of Data and Information

Paul Reuters started a news and stock information
service from London’s financial district in 1851 us-
ing his telegraphic skills and 200 pigeons. His firm
expanded its services rapidly to Asia and Amer-
ica within the following 20 years. By 1923, Reuters
had started using radio transmission of data of stock
prices, exchange rates, and news. It diversified into
television (TV) media by the 1950s, and computer
screen display of stock and commodity prices in the
1970s. It joined hands with Merrill Lynch in 2005
to float workstations for online financial informa-
tion [71.10].

Michael Bloomberg founded his firm in 1982 to
provide online financial data about companies and
their performance with dedicated terminals to market
analysts. By 1987 the firm diversified into launch-
ing a trading system and discontinued printing the
user manual soon. The printed document was replaced
by online features, online manual, and help screens.
Bloomberg expanded into travel, news services, pro-
fessional services, and email and got into magazines,
radio stations, TV, multimedia, website, online trad-
ing, books, foreign exchange trading and so on in the
ensuing decade [71.11].

Widespread use of the World Wide Web, during the
past decade, has created a mass market for information
services and has ensured that both the generation and
distribution services are global and not dependent on the
size of the firm. Every corporation, big or small, profit
or nonprofit, business or social entity has launched
its own website to share information. Thousands of

firms have jumped into this business of designing and
operating third-party sites. Very specialized or niche in-
formation, segmented by geography, age group, hobby
or special interest, alumni groups, are all available to-
day. Portals that serve as gateways have multiplied,
along with content service providers. The industry has
gained another orbit with the introduction of fast and
efficient search engines from Yahoo and Google. Along
with the growth of this industry, issues such as security
of information, privacy protection of providers, and au-
thentication of source have become critical. These needs
in turn are serviced by another set of firms with software
tools.

Expansion of services and diversification of chan-
nels are facilitated by advances in the computer industry
and the media convergence phenomena. The cable ser-
vice provider has become the Internet service provider
as well. The Internet is being leveraged by firms such
as Skype to facilitate teletalk and to view video-quality
images. Convergence between television, telephone,
and Internet devices is accelerating. Innovation man-
agement and product and market strategy issues are
coming to the fore, along with this technological con-
vergence [71.12]. Cellphones and other mobile devices
can carry voice, text, image, and data, and link to the
Internet. A fascinating future awaits us, with almost ev-
ery household or office device becoming intelligent, to
transmit, store or accept, and process data.

71.3.2 Data Processing

Data processing services consist of data preparation and
data processing stages followed by data presentation to
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the user community. A comprehensive history of devel-
opments can be found in [71.13, 14]

Data preparation activities have gone through four
major phases of evolution (Fig. 71.1).

Phase 1 corresponds to the early years when data
was prepared in batch mode, offline, using data en-
try machines and punched cards. Edit and verification
runs were performed on the computer to catch errors
in punched cards. The prime objective was to detect
and rectify deviations if any from the data contained
in the original documents. After this clean up a data
validation run was performed to identify logical errors
in the data presented. Range checks and field compar-
isons were done before accepting a set of data for the
processing run. The sequential nature of these activities
and their time-consuming nature is apparent. During the
next decade, technological advancement from punched
cards to floppy drives (8 ′′ to 5.25 ′ to 3.5 ′) contributed
to data storage efficiency and cost effectiveness. Par-
tial rectification and validation could be performed in
the data entry system itself. New category of workers
called data entry operators and input/output clerks were
employed in the industry.

Once dumb terminals could be attached to comput-
ers and dispersed in a location, the online data capture
phase (phase 2) began, in the 1980s. This lead to elim-
ination of duplicated effort for data capture in many
instances. Data edit and validation functions could also
be performed online, thus saving effort, compressing
time, and reducing errors.

Phase 3 can be related to the period of introduc-
tion of PCs and networking them with the processing

Phase 1

Batch mode,
offline

Data entry, edit
and validation Phase 2

Online

Data entry, edit
and validation

Phase 3

At source

Data capture
and real-time
validation Phase 4

At source,
interactive

Data capture and
error prevention

Fig. 71.1 Data preparation phases

systems. At-source data capture became feasible with
real-time validation. Online help features started ap-
pearing and the next logical step was to prevent capture
of erroneous data. Graphical user interface, pull-down
menus, predefined fields, and automated cursor move-
ments to control the sequence, all being software
advancements, played a key role in significant enhance-
ment to data capture efficiency and effectiveness. This
was the period when job categories such as data entry
operators and input/output clerks disappeared from the
market place.

Phase 4, which is the current phase, is characterized
by extensive networking using the Internet, intranets,
and extranets. Data is captured not only through PCs but
through other interface devices, such as telephones, card
swiping machines, point-of-sale (POS) systems, and ra-
diofrequency identification (RFID) readers etc., as well.
Captured information is not just data but can be voice
or image too. At-source data capture is now ubiquitous
since the device can be in a customer location, remote,
and man or machine; it is interactive for information
sharing or data capture and facilitates decision choice
for the user.

What does the future hold? Cross-validation of data
from disparate systems (if he is buying an expensive car,
has he been paying income taxes regularly?) is com-
ing. Person authentication through biometric sensors or
other means before accepting data is already present in
some systems but is likely to become universal. Fur-
ther smart systems are on the anvil for the future. The
intent is to make every device, be it a refrigerator, mi-
crowave oven or army uniform, so smart that it transmits
information proactively and in an automated manner.

The data processing stage has evolved from manual
mounting of tape and disc drives, a human computer
operator firing the sequence of operations through
a console, inserting stationery into the printer, and
managing it to total automation in five decades. The
progress here has been continuous and can be credited
to both hardware and software developments.

The operating system (OS) of the computer has
learnt to be multitasking and to sense device changes
automatically. It can act as per location or chronologi-
cal requirements. It can time-stamp transactions. It can
distribute work to multiple processors and assemble and
present the output in a seamless manner. It can protect
itself from intrusions and threats. It can also compile in-
formation regarding the system performance and create
an alarm when needed.

Data management has another aspect to it, namely
the database architecture. Developments in database
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management have progressed from simple and serial
records to hierarchical databases (evolved to opti-
mize data management during the tape drive era) to
network databases to relational databases (RDBM).
Codd [71.15] enunciated the basic principles of RDBMs
in the 1970s and thus facilitated the optimal way of
data storage and retrieval for all media, hierarchical or
random. Major advances in data processing have come
from integration of RDBMs with OSs as well as storage
media. Storage area networks (SAN) and network as
storage (NAS) concepts have evolved in the past decade
to access widely distributed storage devices and share
their utilization effectively.

71.3.3 Business Process Outsourcing

Businesses run due to interaction with customers, ven-
dors, and other stakeholders and based on the flow of
transactions; for example, customers place orders with
the firm (indent), and the firm, upon delivery of goods,
seeks for the customer to pay (invoice). The payment
is effected through a banking transaction [check, draft,
electronic financial transfer (EFT)]. Note that goods and
funds flow in the system but their flow is controlled
through the flow of information. Before an order is exe-
cuted, it is more than likely that a set of activities called
order processing happens within the firm (sometimes in-
teracting with the customer). There can be many tasks
performed in order processing adhering to certain se-
quence and operating rules of the company. Most of the
time these tasks are performed by human beings.

As discussed earlier, it is cost effective for many
firms to outsource noncore business processes to
a third party and to derive operational and cost effi-
ciency. Travel bookings, employee payroll, and benefits
processing are typically outsourced. Even financial ac-
counting and tax preparation tasks get outsourced in
typical small firms. Call centers and help desks are
outsourced routinely these days. Outsourcing business
processes to offshore service providers is a growing
trend [71.16]. BPO can result in significant operational
benefits as documented through many case studies in
the BPO Journal [71.17]. Processes are typically inter-
woven with computer and manual activities. As an il-
lustration, a help desk process is illustrated in Fig. 71.2.

It can be seen that the human processes are interwo-
ven with machine processes. The human processes call
for stand-alone tasks by the service provider as well as
interactive tasks with the customer. Periodic reference
to a database is needed. Often a decision has to be made,
with or without the help of the machine.

Telephone call received from
a customer

Seek customer feedback,
complete system log

Communicate to the
customer

Transfer the con-
versation to an
expert for resolution

Refer to system to seek
resolution if issue is of
known causes

Interact with the customer to
authenticate customer bonafide

Interact with the customer to
authenticate the person

Interact with the computer to
validate service eligibility

Interact with the customer to
learn about the issue

Determine prima facie if the
issue is within the service
agreement (use system)

Regret
service

Negative
response

Negative
response

Fig. 71.2 Help desk process

Processes where there is no interaction with the cus-
tomer are called back office and the others are known as
front office. The outsourcing opportunity arises due to
many factors.

The volume of calls received by a particular firm
or product division may be insufficient to invest in
a system or to maintain a help desk internally without
substantial idle time for the resources. A third-party ser-
vice provider can be more efficient when its resources
are shared across multiple companies. Substantial in-
vestment in domain expertise needed is yet another
reason for outsourcing; for example, payroll process-
ing for a firm operating in many states calls for current
knowledge of state-level taxes and other labor rules and
legislation and incorporating them in the system with no
time delay.

It is common practice to hand over – lock, stock and
barrel – the existing system (hardware and software),
people, and processes to the outsourced vendor to gain
business efficiency. Firms ensure the efficiency gains
and continuing improvements through service-level
agreements (SLAs). SLAs have become sophisticated
in design but simple in implementation over the years.
They specify the level of service satisfaction to be
reached for different processes. Further strict control
over accountability is established.

Vendors find numerous opportunities to automate
and gain efficiency along the way. In the help desk ex-
ample cited above, the first opportunity is to log all
incoming calls automatically and sort them by probable
cause; then to build the frequently encountered issues
and their resolution database and add a voice-based sys-
tem to guide the customer through resolution of simple
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issues. Expertise gained over the help desk system can
be converted into frequently asked questions (FAQs)
and incorporated into the online help features of the
system, thus minimizing the need to call. The vendor
firm can even share knowledge gained from one cus-
tomer firm environment to others by using a common
high-level issues-resolution team, if agreeable to all cus-
tomers. Further periodic analysis of issue logs would
reveal what issues are encountered most often and why.
Then it becomes a valuable data source to modify or
enhance the associated manual processes or the embed-
ded software. It is not uncommon for firms to outsource
business processes to standardize or streamline them
across many segments when they are reorganizing or
consolidating.

Many tools are available in the market to support
BPO firms and their clients.

71.3.4 Analytics

Decision support systems (DSS) have played a promi-
nent role in widespread adoption of computers from the
early decades. As opposed to the challenges of storing
and processing large volumes of data in transaction pro-

Online analytical
processing:
pattern recognition:
search engines

Large-scale
optimization:
animation

Nonlinear
programming:
stat. analysis:
simulation

Linear
programming;
regression

Fig. 71.3 Growth in analytical applications

cessing systems (TPSs), DSS have been computation
intensive. See Chap. 87 for additional content on deci-
sion support systems. While operational researchers and
other management science experts have been successful
in mathematically modeling large business and engi-
neering systems even in the 1950s, the implementation
of these systems had to await advancements in hardware
and software. Dantzig’s simplex algorithm, invented in
1947, to solve linear programming problems and the in-
vention of computer in the late 1940s can be taken as the
starting points. It took another two decades before prod-
uct mix optimization in refineries, route optimization
and crew and vehicle scheduling in mass transporta-
tion systems, production scheduling, and many other
large-scale problems could be solved in reasonable time
periods (within an hour or much less) to be of practical
value.

Inventory management, project management sys-
tems using program evaluation and review tech-
nique/critical path method (PERT/CPM) methodology,
network flows optimization, and time series and re-
gression analysis were the solutions implemented using
powerful mainframe computers until the early 1970s.
This period also saw the birth of discrete event and con-
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tinuous simulation techniques. They found widespread
acceptance in the industrial world.

The ever-increasing processing power of comput-
ers coupled with their ability to store vast amounts of
data served to fuel the growth of analytical applications.
Very large-scale optimization problems involving hun-
dreds of thousands of decision variables and constraints
could be taken up initially with supercomputers such
as those built by Cray. Similarly Silicon Graphics in-
troduced the power of the computer into the world of
animation, which meant that high-end engineering sys-
tems can now be simulated and visually represented on
computer screens for better understanding and use.

Another remarkable shift has been the use of per-
sonal computers in analytics. Numerous tool vendors
have exploited the exponential growth in computers’
processing power to develop PC-based solutions, CPlex
from Ilog, Frontline Solver, MSProject, SPSS, and SAS
for statistical analysis to name a few. Similarly one can
mention Arena and Automod in the simulation world.

One of the significant developments during the
1980s was the emergence of yield and revenue man-
agement concepts in the airline industry. Analyzing
millions of transaction data from past flights, the team
of operations research (O.R.) experts at American Air-
lines was able to come up with a fine-tuned strategy
for pricing airline seats and dynamically altering them
until flight departure. Success of these techniques en-
couraged the entertainment and hospitality industry,
consisting of hotels, vacation travel, and recreational
sports, to embrace these concepts and improve their
profitability.

Corporate data usually resides in multiple databases
in various formats. Recognizing the need to bring them
under a common framework in a unified database, ana-
lytics vendors have floated data warehousing tools. Data
mining solutions that can extract statistically valid infer-
ences from these data warehouses have also emerged.

Analytical processing has gone online during the
past decade. Online analytical processing (OLAP) tools
from many vendors enable firms to perform analyt-
ics in real time and incorporate the decision variables
into real-time control systems. Pattern recognition and
search engines have been integral to many web-based
applications. Google’s success is to be credited to the
optimized page-ranking algorithm tied to its search en-
gine. Figure 71.3 traces the growth of analytics over the
past decades.

Analytics is poised to play a significant role in
corporate competitive advantage, as outlined by Dav-
enport [71.18]. It can be a powerful tool in providing

transparency, rooting out gray markets, reducing cor-
ruption, and being fair to all stakeholders where
judgment is used to select some for negative treatment.
This is covered by Balasubramanian [71.19].

71.3.5 Printing and Display Solutions

During their inception, computers relied on character
display terminals and line printers. Computer output
was either viewed on the terminal or printed. Mayadas
et al. [71.20] have tracked the growth of this industry
until the mid 1980s. During the batch processing days
line printers were installed in computer centers. The op-
erator had to insert continuous stationery, print multiple
copies, and sort the output for dispatch and distribu-
tion. The principal issue to be tackled was the mismatch
between the processing speed of the computer and the
speed of the printer. Research efforts were focused on
enhancing the printing speed step by step.

Dot matrix printers (DMPs) were introduced in the
1980s, with the significant innovation that a printed
page could be either portrait or landscape style. It even
became possible to print pictures, albeit at low levels
of accuracy. DMPs were priced low and they cap-
tured the PC-based systems market aggressively. Inkjet
and laserjet printers were introduced in the 1990s and
have revolutionized the printing space. Systems are now
free from the need for continuous stationery too. Color
printing became common very quickly and the desktop
printing (DTP) segment has evolved as a distinct area.
With the emergence of DTP, preparation of high-quality
slides for corporate presentation, university research re-
ports containing mathematical symbols, and artwork on
tee shirts all became possible.

Very soon printers became intelligent devices with
the help of software. They could hold a line of printing
jobs, schedule them based on priority, change fonts and
features from one job to another, report paper or ink car-
tridge issues, take care of reverse printing, and eliminate
human effort and errors. Postscript language and digital
fonts were developed by Adobe Systems in 1982, thus
facilitating drawings and image manipulation. Printers
capable of engineering drawings and blueprints were
not to be left behind. So are other innovations such as
photo-printing machines, which are now ubiquitous. In
the Internet age, network printers can act as copying or
faxing machines as well.

The technology-lead changes in the computer
screen market are equally impressive [71.20]. Graphical
and iconic display is taken for granted now. However, it
is a far cry from the character display terminals. Mov-
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ing from cathode-ray tube (CRT) to light-emitting diode
(LED) to plasma screens, computer system users have
been empowered to display sophisticated images of
simulated vehicle crashes, human organs, ocean floors
at depth etc. along with traditional business graphs,
tables, and legal documents. The field of data visual-
ization is merging graphics and animation to enable
dynamic, real-time perception and pattern recogni-
tion [71.21].

The need for an intermediary to analyze output,
interpret results or initiate control action in process con-

trol systems has been minimized by the integration of
computer-based systems. The console is a device for
oversight, otherwise all controlling tasks can be done
by the system. Automation from end to end is thus being
enabled.

One of the visible trends for the future is continu-
ing elimination of printed paper. Acceptance of digitally
filed tax returns, electronic voting, and electronic mail
as legally valid communication are good examples. Ad-
vances in digital certification technology play a catalytic
role here [71.22].

71.4 Information Technology Services

71.4.1 Computer-Aided
Software Engineering

There are four distinct stake holders in information sys-
tems, namely, system users (company executives), their
subject of usage (such as factory operations), computer
system operators, and system developers. Their expec-
tations and requirements are not concurrent and are
usually diverse. The responsibility to design the system
to meet every stakeholder’s needs, however, lies with
the developers [71.23].

The key stages of software engineering are require-
ments analysis, functional specification preparation,
architecture and system design, software development,
testing, implementation, maintenance, and documenta-
tion. These are manpower intensive and were performed
without the help of any tool to begin with. This scenario
was to change soon.

Software engineering was the focus of the Defense
Advanced Research Projects Agency (DARPA) and the
National Institute of Standards and Technology (NIST)
even in the formative years of computers [71.24]. How-
ever it soon became a mission critical issue for system
developers such as IBM, EDS, Accenture, and HP.
Confronted with the twin challenges of improving the
quality of software and enhancing the productivity of
software developers, many service providers turned to
streamlining the processes, to adopting quality assur-
ance methodologies, and to the tools of their trade,
seeking solutions. They recognized that automating
many life cycle activities of software development can
bring immense benefits internally. This was, however,
easier stated than accomplished.

The common business-oriented language (COBOL)
and Fortran were the dominant languages for program-
ming for business and scientific applications until the

1970s. By developing newer languages that were fea-
ture rich, that could handle multiple data types, and that
were easier to learn and to deploy the industry sought to
address its concerns. It was a daunting challenge to keep
up with the evolution in database management [71.15]
concepts too. A cherished dream of software develop-
ers to reuse code became a possibility, initially with
subroutines and libraries and later with the invention
of object-oriented methodology [71.25] and languages
such as Smalltalk, Lisp, and C++.

Run-time efficiency is also a major concern with
many systems. How does one ensure that only rel-
evant sections of the code get executed without the
need to carry along redundant code? This issue sur-
faces particularly when a developed system is striving
to meet the functionality requirements of many cus-
tomers with partially nonoverlapping requirements.
Dynamic languages such as Perl, JavaScript, PHP,
and Smalltalk provide this run-time flexibility. Hence,
choosing the appropriate language becomes a judicious
decision [71.26].

Efforts analysis of many major projects revealed
that nearly 70% of resources are consumed by the pre-
and post-coding stages of the software development life
cycle. Besides, annual efforts expended to maintain the
software were found to account for around 15% of the
development stage. It dawned on the service providers
that it is imperative to focus on both the pre- and post-
coding stage activities also.

Design tools such as DesignAid, Excelerator,
IEW, ADW, IEF, and Accenture’s Foundation toolset
(METHOD/1, DESIGN/1, etc.) became popular as they
helped to streamline and standardize the design process,
to serve as a means of communication with the end
users, and to document the system. While many tools
were on the PC platform, Unix and mainframe-based
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tools (AD/Cycle) were also available. They focused
on structured systems analysis and design methods
(SSADM) and managed to automate database schema,
data flow diagrams, and entity relationship diagrams
successfully. Developing program specifications and
user documentation were partially automated. However,
their attempt to automate code generation was of limited
success. During this period, the requirement analysis
and functional specification stages were not amenable to
automation as they had to begin from ambiguous states.

SSADM [71.27] is a derivative of the traditional wa-
terfall method of development. It called for performing
each stage adhering to strict sequence. The premises
were that inefficiency multiplies when one attempts to
retrofit any function after the project has moved beyond
design stages. The significant negative impact of this ap-
proach has been to extend the project duration to years
and that the code becomes difficult to understand or
to maintain later. Responding to the industry need for
shortened implementation cycle and quick deployment
in the field, rapid prototyping methodology in conjunc-
tion with the iterative mode of development have been
evolved.

The advent of object-oriented methodologies (OOM)
in the early 1990s called for binding logically defined
data objects with their processing logic. Hence objects
that are fully self-contained to deliver a specified func-
tion can be easily reused. This philosophy gave rise
to object-oriented data modeling and object-oriented
development. However, the significant change was to
introduce the use case method of requirements capture.
Tools such as RUT and Rational Rose helped to develop
use cases efficiently. OOM has received significant help
in implementation with the invention of the C++ lan-
guage [71.28].

Yet another challenge was requirement traceabil-
ity. An agreed functionality has to be captured in the
beginning and it has to be ensured that it is carried for-
ward all the way. It has not been easy to automate this
task [71.29].

Often it is noted that the software development en-
vironment may consist of PCs, Unix machines etc. but
the operational environment could include mainframes.
Hence it became necessary to manage the configura-
tion well during development so that issues confronted
in transferring the software from one environment to
another are minimized.

In addition, many, often 50 or more, programmers,
testers, and designers were working simultaneously
on different segments and stages of a large software
project, and maintaining tight control over many ver-

sions became vital. Configuration management and
version control aids such as WinRunner have come into
play.

The emergence of web-based technologies during
the past decade has given a great impetus to rapid
prototyping and iterative method of development. The
popularity of traditional CASE tools has reduced in this
process.

71.4.2 Independent Software Testing
and Quality Assurance

Testing has been an integral and essential activity in
both the development and maintenance phases of any
system. What needs to be tested, when, how, and by
whom, are issues that continue to engage the attention
of users and service providers.

The objectives of testing, however, have remained
focused on fundamentals since the beginning. The es-
sential role of testing before commissioning is to ensure
that the system delivers the expected functionality with
consistency and high reliability. However, there are
many add-on objectives arising at various stages, which
form part of testing and quality assurance.

Ensuring that the functional specifications of the
desired system are drawn up accurately and compre-
hensively is a basic need for quality assurance. Only
then can the system be designed to deliver what was
intended. Requirements tracking across the life cycle
stages however calls for both enabling processes and
testing.

These two terms, namely testing and quality as-
surance, are not synonyms. Quality assurance goals
overlap with testing goals during the testing phase to as-
sure that the system performs as intended. It crosses the
testing phase and exists in delivery, implementation, and
maintenance phases as well. User experience in these
subsequent phases needs to be captured and feedback
loops created to ensure the expected level of quality of
service.

It is necessary but not sufficient to draw the in-
tended performance of the system only in terms of its
functionality. Configuration, installation, interoperabil-
ity, security, usability, performance parameters such as
transaction processing and response time, privacy ad-
equacy, etc. need to be comprehensively stated and
tested as well. Furthermore, the likely variations in ex-
ternal environment within which the system needs to
function have to be defined. Only then can the specifica-
tion for testing be drawn up adequately. Both unit-level
testing and integrated system-level testing are essen-
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tial. Coupling interfaces to other systems must also be
performed. Other than the above, regression testing,
which means retesting the system comprehensively af-
ter a change has been incorporated, is often found to be
mission critical. Practical circumstances have necessi-
tated both black-box and white-box testing procedures
to be adopted in a judicious mix. Planning the testing
function, at a high level, is presented in Fig. 71.4.

Comprehensive testing for all possible data and en-
vironment conditions is time and resource consuming;
in many cases it is impossible [71.30]. Given that many
major systems need to be implemented in defined time
periods (of between 6 months to 1 year) the daunting
task is to determine what needs to be tested essentially
and with priority. Hence the goal of testing has to be
tied to the business goal itself. The testing phase and
hence testing tasks have to stay within the time and bud-
get constraints arising out the business goal. The testing
specification has to take account of the functional and
nonfunctional requirements, the environment, and ex-
pected data conditions.

Preparing test data is tricky. It has to be repre-
sentative of all major scenarios. It also has to include
occasional but mission-interrupting conditions. Ex-
treme conditions are to be included as well. Preparing
expected results is not easy or straightforward in many
cases. This is due to the planned functionality of the
system being new compared with what exists now, or
sequential dependency among test results.

Note the steps involved in the test execution phase.
Creating a proper test environment is coupled with
checking to ensure its stability. Training staff who

Study business
goals

Study data
conditions

Study data
availability

Develop test data

Derive expected
test results

Study current or
similar system

Define context
comprehensively

Check staff
skills

Execute the
test plan

Analyze
results

Provide feed-
back to
developers

Train staff

Plan for
retests

Derive test
plan and
sequence

Scope system
performance
expectations Draw up

testing
specification

Create
proper test
environment

Check
environment
for stability

Derive testing
goals

Fig. 71.4 Planning the testing function

would perform the testing role also requires first ensur-
ing that they have adequate skills. Once the test plan
is executed and the results are analyzed, feedback is
given for changes needed, and simultaneously planning
for retesting has to commence.

The opportunity to automate the testing tasks has
tempted many researchers and service providers to aim
high. Their quest to automate the entire function has
met with no success. Instead, numerous support tools
have been developed to set up and stabilize the test
environment, execute test scripts, compile test results,
and analyze them. Performance testing and load-testing
functions have been automated to a high level.

Automated tests create a log of pre-existing condi-
tions, test data, test plan to be executed, and test results.
One of the major advantages gained here is repeatability
of error conditions. They further facilitate shared learn-
ing from one test sequence to a similar test performed
subsequently.

The market is full of products for facilitating auto-
mated testing. HP’s WinRunner (to test user interfaces)
and LoadRunner (to test performance), and IBM’s Ra-
tional Suite of products (for testing across the life cycle
and managing the test environment), are the tools com-
monly used in automating testing.

Quality assurance, with a broader mission of ensur-
ing quality across all stages of software life cycle, has
leaned on ISO 9001 and Six-Sigma approaches. The
Software Engineering Institute (SEI) at Carnegie Mel-
lon University chose to tackle this issue using a specific
model for the software industry. It is called the capabil-
ity maturity model (CMM). Level 1 of CMM represents
ad hoc development while the highest level 5 stands
for well-structured, disciplined, and self-learning pro-
cesses. Templates are provided for self-assessment, then
guidelines are given for moving up the CMM levels.

Rigorous quantitative techniques and metrics form
part of this methodology. They measure quality param-
eters such as delivered defects, and time and cost over-
runs, and include customer satisfaction measures too.

The IT services industry has embraced these mod-
els and approaches to gain competitive advantage in
the marketplace. Implementing these quality assurance
measures has called for using numerous tools for auto-
mated capture of efforts, output, defects, etc. Most firms
have developed tools predominantly in-house for these
functions.

Offshore companies, who prefer to get nearly 75%
of the development or maintenance work accomplished
offshore, rely very heavily on these approaches for mul-
tiple reasons [71.31, 32]. Being higher up on the CMM
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level is a formidable marketing weapon. Combining this
with the labor cost advantage, they are able to garner
a larger share of outsourced assignments from firms in
the USA and Europe. The client firms get both a cost
and quality edge when they send work offshore. Sec-
ondly, the offshore firms usually employ a large number
of young engineers with limited work experience. By
enforcing strict adherence to processes they are able to
deliver a consistent level of quality output to customers
and not allow the inexperience of their workforce to im-
pact on software quality. Finally, climbing the CMM
ladder also means greater automation, which gives con-
tinuous improvement in developer productivity.

Long-term initiatives have a radically dramatic
proposition, namely to eliminate the need for any testing
and rework. Cost of quality (COQ) is measured as the
total cost of testing and rework activities and resources.
If quality is built into the software at every life cycle
stage starting from requirements analysis then COQ can
be minimized. Componentization and object-oriented
development methodology, when combined, can lead
firms towards achieving these challenging objectives in
the future.

71.4.3 Package and Bespoke Software
Implementation and Maintenance

During early stages (Fig. 71.5) all components of
systems (hardware, operating system, programming
language tools, applications and subsequent mainte-
nance services) came bundled together from a single
vendor (stage 1). However, it did not take long for
the languages to break out of this pack. Fortran was
followed by Algol and Pascal within the scientific com-
munity while COBOL remained strong in the business
arena. Application development services along with
continued maintenance were taken over in-house in
many firms (stage 2). The unbundling phase expanded
into every component of the system and, by the 1970s,
total unbundling had come into play. Emergence of
Unix as a dominant mid-range operating system was
particularly endorsed by the scientific community. This
played a critical role in unleashing the unbundling revo-
lution during the 1980s (stage 3). However, the world
woke up to an unprecedented level of segmentation
when the PC and subsequent Internet era dawned. Com-
ponents within the hardware are unbundled now and so
are the development tools and application software.

With all this unbundling the business community
was faced with a new crisis. When a system failed in op-
eration, attributing responsibility became difficult and

Stage 1

Hardware

Operating
system

Programming
language

Application

Maintenance

Evolution
stage

All bundled Unbundling
begins

Stage 2

All unbundled

Stage 3 Stage 4

All unbundled
but single
sourcing

Fig. 71.5 Stages in solution implementation (first column cells in-
dicate totally bundled solutions, second column indicates start of
unbundling, third column indicates complete unbundling, fourth
column indicates complete unbundling of the software, while cus-
tomers tend to prefer a single source for their software and services)

a contractual nightmare. Many firms also discovered
that the range of expertise required to govern and man-
age a myriad of systems was vast and distracting from
their mission. Hence a new wave has emerged since
the 1990s, focused on integrated or bundled services.
Many firms have chosen to go with a single vendor to
provide the entire suite of services and manage the di-
versity of platforms and applications. Outsourcing the
entire IT function on a multi-year basis is common for
large firms. Coupled with this is the integration of ap-
plications into three large segments, namely, enterprise
resource planning (ERP), supply chain management
(SCM), and customer relationship management (CRM).
The SCM pack is to link up with the suppliers and
the CRM with the customers. ERP is the middle piece,
where the firm converts supplies to goods and delivers
to customers.

Custom-developed applications always took more
time than budgeted. They were delayed in development.
The software was also found to be bug ridden. The IT
services industry responded to this challenge by build-
ing packaged solutions such as JD Edwards for financial
accounting, ManMan for factory operations manage-
ment, PRISM for project management, etc. Over the
years, transaction integrity concerns and processing ef-
ficiency requirements have led to the integrated suit of
ERP applications such as SAP, MfgPro, and others.

A typical firm is likely to have a large set of custom-
developed applications and packaged solutions running
together. This has happened due to constant mergers and
acquisitions.
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Once implemented, these applications call for con-
siderable dedicated resources to maintain and operate.
The maintenance function covers detection and re-
moval of bugs, dismantling existing manual or outdated
technology interfaces, interfacing with newer systems,
and changes to comply with changing regulations or
enhancements to provide additional functionality. Fur-
thermore, when one of the system components is
updated and changes have to be effected on the fly, it
creates additional work load of a disproportionate level
in an organization (i. e., when Microsoft upgrades its
desktops from the Windows XP to Windows Vista op-
erating system, thousands of PCs need to be worked on
over a weekend).

Implementing a packaged solution is also a difficult
process. Existing system functionality and processes
have to be mapped onto the functionality and process
structure of the package. If they differ substantially,
the firm has to decide between a quick implementation
with minimal changes to the package (but large inter-
nal changes to the organization, including retraining)
and substantial modification to the package to align it
with existing processes (thereby delaying installation
by many months). Converting data from an old system
to the requirements of the new system is an added and
significant work element in this scenario.

Service providers have evolved numerous tools to
automate many of the tasks involved; for example, when
moving over a set of applications from IBM COBOL to
Unisys COBOL, Tata Consultancy Services (TCS) de-
veloped a series of software filters which, when applied
sequentially, accomplished the conversion to almost
80%. Hence the manual effort required came down sub-
stantially. Developing libraries, subroutines, and other
reusable components has been a standard technique
among bespoke service providers. The well-known
Y2K bug created a huge one-off service opportunity for
them. It was successfully executed by creating software
factories where hundreds of programmers used tools to
detect and rectify the error. Similarly SAP and other
package implementers have excelled in developing tem-
plates that are specific to industries. These templates cut
down implementation time dramatically.

Remote diagnostic and repair services will come
into play in the future. Sophisticated tools facilitate
simulation of error conditions offsite and identification
of environmental conditions that cause system failure.
When object-oriented systems are fully functional then,
with remote access, the defective component can be re-
moved and the properly functioning component bound
to the system. Acceptance testing can also be performed

from afar. The industry is aspiring to automate these
functions in the coming decades.

71.4.4 Network and Security Management

Computer networks consist of not only processors but
storage devices, routers, printers, sensors, etc. These
are not mere hardware devices but contain embedded
or loadable software too. They have grown in size and
complexity from local to wide to metropolitan area net-
works. Their scope and coverage has been extended
from the corporate to mass segment with the inclusion
of PCs. Laptops, smart mobile phones, and devices such
as Blackberry and the IPhone with their ubiquitous In-
ternet connectivity have stretched the network delivery
and management challenges to higher orbits. An exam-
ple is shown in Fig. 71.6.

Clemm [71.33] defines network management to en-
compass activities, methods, procedures, and tools that
pertain to the operation (running the network), admin-
istration (managing network resources), maintenance
(repair and upgrade), and provisioning (intended use
assurance) of networked systems. Usage monitoring, re-
source logs, device simulations, and agents deployed
on infrastructure form the data sources for network
management. Cisco systems, a leader in networking
management, provides many tools for performing these
functions [71.34].

Networks are differentiated in terms of the topology
(line, bus, star, hub and spoke, tree, etc.) that defines
the logical or physical connection between the de-
vices, network protocols containing a language of rules
and conventions for communication between network
devices (hypertext transfer protocol (HTTP), transmis-
sion control protocol/Internet protocol (TCP/IP), simple
mail transfer protocol (SMTP), etc.), and standards
facilitating interoperability. Designing a specific net-
work for a given role is a function of the involved
devices, their locations and cost, and many other
specifications.

Managing networks for performance is mission
critical. However, no network can function without em-
bedding security considerations throughout. Security
concerns cover access rights, person authentication, and
transaction validity at a person level and the threat of
viral attacks, intrusion of spies, and denial of service
(DoS) at a macro level [71.35].

Every system defines who is a legitimate user
and what usage rights the person has; for example,
a transport department employee may have access to
the names of employees in all other departments of
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Fig. 71.6 Network diagram for the university system (after [71.36])

the firm but not to their personal details. A customer
may do an online query about the account balance
in a bank account but may not be authorized for on-
line funds transfer. Over the years these requirements
have extended to time of day and location too. Certain
transactions cannot be performed outside office hours
and cannot be executed from a nondesignated place or
terminal even within office hours. Likewise, denial of
legitimate access can also invite trouble to the organi-
zation. It then becomes the responsibility of the system
to ensure that access rights are adhered to. Users, loca-
tions, and devices are assigned unique identities (IDs)
to ensure this.

The second aspect of security is person authentica-
tion. One has to ensure that the system is being accessed
only by the authorized person and by no-one else.
Protection against impersonation is the key concern.
Earlier systems relied heavily on passwords associated
with each identified user (user ID). Password protec-
tion systems have been strengthened over the years.
Frequent change in password is mandated along with
selection of passwords that are difficult to guess. At
the next level, systems seek additional personal details
(such as date of birth) to validate the person’s identity.
These are found to be inadequate in modern systems.

Impressive advancement in signature recognition and
fingerprint (a biometric) recognition technologies has
enabled firms to integrate these devices into computer
systems. Voice print is used in some cases to validate
identity [71.37].

Transaction validity facilitates fraud prevention.
A separate password is associated with the transac-
tions and nowadays a one-time key is generated specific
to each transaction. After use, the key is destroyed.
Digital certification technology has come into play to
authenticate the combination of person and transaction
relating to transmitted documents. One of the most sig-
nificant inventions is the encryption mechanism. Data
is encoded prior to transmission over a network and de-
coded at the final point. Seminal work has been done by
RSA [71.38] in designing and implementing a public-
key approach. Encryption standards have emerged and
are being mandated for critical transactions.

Vendors and products have flooded the market with
services for virus protection and intrusion prevention.
Firewalls are being built at various levels to filter out
unwanted visitors. The black list is no longer static; it is
updated dynamically by most vendors. New upgrades or
patches are issued routinely to protect against emerging
new threats. It has become a legal necessity to subject
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most systems to a periodic security audit and to obtain
a compliance certification.

The developments for further automation have pro-
gressed along the biometric path [71.39]. Eye or facial
feature recognition and their combination with fin-
gerprints are coming into play. Pattern recognition
algorithms are becoming sophisticated. Sharing of data
about events, impersonators, and system loop holes or
bugs is being attempted within select special interest
groups. Other attempts cover mapping data from dis-
parate systems and intervening and filtering suspected
transactions.

An interesting development has been the research
efforts directed towards psychological profiling of the
imposters and cybercriminals. Many of them seem to be
technology savvy, young, and motivated by altogether
different reasons compared with other types of crim-
inals. Hacker conventions are held annually to learn
from them and to recruit experts among them to provide
protection services.

71.4.5 Hosting
and Infrastructure Management

IBM, the industry leader, preferred to lease the ser-
vices of its hardware, software, and human resources in
the formative years. This practice continued for nearly
two decades and was followed by its competitors as
well. However the unbundling phenomenon, as it took
roots, encouraged firms to own the equipment, license
the software, and build in-house teams for system de-
velopment and maintenance. The entry of mid-range
systems in the 1970s and the proliferation of PCs from
the 1980s gave further impetus to this trend; however
not for long.

Many large enterprises found that the tasks of
selecting the hardware, upgrading the software, and re-
cruiting and retaining staff were draining management
resources. They were caught between decisions to go
for centralized versus distributed systems, to select best-
of-breed solutions or integrated suite of applications,
and to insource or outsource application maintenance
function over the years. The rapid pace at which firms
in multiple industries were merging or acquiring others
compounded these management issues. Multiple con-
tracts with multiple vendors had to be negotiated often,
large volumes of data had to be often merged or mi-
grated, and it was difficult to hold any individual service
provider responsible when failure occurred.

Soon they also realized that information technol-
ogy is a service function, essential for their survival,

and sometimes an enabler of competitive advantage, but
not their core activity. The retail chain had to focus on
customer acquisition and retention while the financial
services firms had the challenge of product innovation.
They opted to outsource the IT function in part or full.
Thus a market opportunity was created for firms with
expertise in managing IT infrastructure.

The infrastructure usually consists of processors,
storage units, printers, desktops, networking equipment
such as routers and switches, security devices, power
supply sources, voltage regulators, surge protectors, etc.
It could include operating personnel too. This oppor-
tunity is aggressively pursued by many large vendors,
extending their services to data center management as
well [71.40]. Firms had the advantage of signing one
contract with the infrastructure management services
(IMS) service provider instead of many contracts with
multiple vendors, service providers, contractors, etc.
There was further flexibility in owning versus not own-
ing the equipment to the client firms.

Automation has a central role to play in IMS.
The agreement between the client firm and the ser-
vice provider is governed by a service-level agreement
(SLA) that calls for device uptime on a category basis
and transaction response time on a type basis. Imple-
mentation of the monitoring, reporting, and managing
functions related to SLAs is automated to a high degree.
Many times, self-diagnostic and repair tasks are per-
formed by the respective devices through sophisticated
software.

The Internet has added a major dimension to this
field. Until its arrival IMS was popular only in large
commercial firms. Now, in a new avatar called web
hosting, IMS has reached out to small and medium-
sized enterprises (SMEs) and the masses. Today, it is
estimated to be a multibillion-dollar market. Hosting is
a subset of IMS. The server equipment can be installed
anywhere geographically (typically on the premises of
the host firm), and the Internet or private network is
leveraged to provide services to client firms and end
customers of client firms seamlessly. Normal web ser-
vices include email, static pages, help desk, auction
sites, etc. IBM, the largest web hosting service provider
globally, has included managed events such as Wimble-
don, the Grammy Awards, and the Ryder Cup within
this service ambit [71.41].

Web hosting services rely almost 100% on web
and automated tools to perform their roles. Specialist
software firms write the required application for web
hosting to cover performance, content delivery, and se-
curity aspects. The need for a hosting and IMS service
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provider to tie together multiple products is apparent
when we note that IBM’s service portfolio embraces
Equinix, ATT, Akamai Technologies, Keynote Systems,
Cisco, i2, Ariba, and others [71.41].

Web-hosted services often cross international bor-
ders. A customer living in London can be accessing
a US car company site hosted in Ireland to order an ac-
cessory. Countries often debate over the territorial rights
of such transactions and try to figure out who sold what
to whom.

Both IMS and hosted services are evolving with
technological advancement and globalization. They are
spinning out new business models. Pay per transac-
tion (including software as a service (SaaS) [71.42])
as opposed to ownership of devices and resources is
emerging. As it gains acceptance, automation of such
services has to include robust mechanisms for service
accounting, billing, and receivable management on the
business side, and transaction integrity, authenticity, and
nonnegation aspects on the technical side.

71.5 Impact Analysis

Computers and IT-based services are not mere au-
tomation aids that enhance resource productivity. Their
impact on corporations and society is deep and wide.
They have created new channels, markets, products, la-
bor markets, and business paradigms. The have also
had societal impact in terms of higher level of trans-
parency and fairness, and helped to eliminate system
leakages and root out corruption in many countries. At
an individual level they have changed perceptions, al-
tered human behavior, enhanced aspirations, and acted
as catalysts to feed the innovative spirit of humanity.

With direct access to the Internet to every cus-
tomer or stakeholder a new channel of delivery has
been opened up. It has the advantage of low cost, high
reliability, and asynchronous communication possibil-
ity. With the convergence of technology, the Internet as
a channel is also the most cost-efficient means of de-
livering data, text, voice, and images. Companies face
a wide range of options in terms of how they wish to
leverage this channel. Many traditional organizations,
including banks such as ICICI in India, have chosen to
use it as the primary vehicle for service delivery.

Newer products have emerged to meet both pri-
mary and secondary needs. The iPod delivers digital
music and in the process has eliminated all inter-
mediate storage media such as compact discs (CDs)
and digital versatile discs (DVDs). Books need not be
printed anymore as their content can be digitally de-
livered. GPS-based navigation systems guide travelers
to their destinations. Confidential delivery of sensitive
and business-critical documents through the Internet
has created the demand for digital certification and per-
son identification services.

Newer markets for teleconferencing, online auc-
tions, buyer–seller meet, and telemedicine have
emerged. Further finer segments of the markets to cater

for the needs of aged, handicapped or people on the
move have been created.

Information asymmetry in earlier society created
many intermediary roles that facilitated bridging be-
tween supply and demand sides. These have been
destroyed in the Internet age. Any new role can emerge
now only on the strength of demonstrable value. Conse-
quently enhanced skill levels have to be closely related
to market needs. An effective example of this is the
role of distributors and retailers as intermediaries. They
bridged the communication gap between the manufac-
turer and end customer while moving goods across the
supply chain effectively. The Internet has limited their
role as a communicator. Consequently they need to
excel in providing comparative value of goods from dif-
ferent manufacturers to enhance their value proposition
to end customers.

Since many tasks can be executed unbounded by ge-
ography, outsourcing has crossed international borders
with ease and has created employment opportunities
for millions in developing countries. Concerns about
the ramifications of this for jobs in developed countries
have emerged [71.43]. However, the market for high-
end products and services has expanded globally due to
rising affordability in emerging economies.

The emergence of new business models is notewor-
thy. Fixed costs are presented as variable costs, thus
altering investment requirements. Development costs
are overshadowed by marketing and customer reach
costs. The economics of the information society is very
different from that of the engineering society. Compa-
nies have to make an appropriate transition to ensure
their survival and growth

With individuals, face-to-face interaction has been
replaced with virtual meetings, sequential exchanges
are now concurrent, and judgment or wisdom, if not
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supported by data and evidence, is not accepted. New
paradigms have emerged in interactive behavior. Age
as a proxy to accumulated knowledge is no longer
revered.

Governments have been aggressive in introducing
Internet-based services to reach out to the citizens.
Apart from filing tax returns, registration of land
records and motor vehicles, disbursal of pension funds,
updating voter registry, and government-to-business
transactions fall within the purview of eGovernance.
When implemented, these initiatives have made opera-
tions faster and more cost effective and have rooted out
sources of corruption in many instances.

The impact on society at large, with respect to vol-
unteer activities, is explored in [71.44]. The legislative
support required for use of information technology to
the physically disadvantaged is documented in [71.45].

The societal impact of computers, the Internet,
and information technology is even more significant
when we transcend the corporate sector. Facebook and
LinkedIn are Internet-based networks of special-interest
groups that demonstrate what viral growth is all about.
YouTube has given the world on a platter as a platform
to showcase one’s talent at virtually no cost. These de-
velopments are altering many paradigms that we have
grown up with.

71.6 Emerging Trends

As stated earlier technology convergence, real-time ana-
lytical processing, digital delivery of integrated and
multimedia information, and software as a service
(SaaS) are the visible trends within the information
and technology services industry. Web services are
leading to services-on-demand (SoD) business mod-
els. Both SaaS and SoD are rewriting business models
by converting fixed costs to variable costs. It makes
eminent business sense to adopt these models at the
early growth stages of a firm and then switch over
to the traditional ownership model when the firm
has reached a higher sales volume. The entire IT in-
frastructure consisting of bundled hardware, software,
and services is treated akin to a utility [71.46] that
is essential for business operations but may not be-
stow any competitive advantage. The later can come
only through market and product innovations and
analytics.

In the scientific community, a model that is be-
ing tested is grid computing [71.47]. It is focused
on leveraging the widely dispersed processing power
of the Internet for faster execution of complex and
time-consuming calculations. Weather forecasting and
genetic mapping fall into this domain. Geographical in-
formation systems (GIS) that combine location maps
with other attributes are already common [71.48]. Mul-

tilayering of GIS and recognizing patterns for effective
design of systems is on the anvil.

Computer animation services are poised for a giant
leap with sophisticated tools and high-speed devices.
Movie production and postproduction work, integrated
with special effects, is being automated at a relentless
pace by companies such as Pixar and DreamWorks.
Simulation combined with animation is turning out
niche products such as factory layout and work flow
sequencing for the manufacturing industry.

Object-oriented design awaits the development of
completely interchangeable, plug-and-play components
for corporate functions. It will then be coupled with
automated and remote diagnostics, repair, testing, and
maintenance services.

Legal acceptance of digitally filed documents in
place of printed matter is growing worldwide. Standards
are being enacted and enabling legislation is being in-
troduced in many countries. Cross-border transactional
validity and resolution of attendant tax issues is com-
plex. It is expected that the digital highway will become
integral to many aspects of human life when these chal-
lenges are tackled. The day is not far off when every
legal entity, be it a person or a firm, has a unique digital
identity, although this is likely to happen faster in some
nations compared with others.
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Library Autom72. Library Automation

Michael Kaplan

Library automation has a rich history of 130 years
of development, from the standardization of card
catalogs to the creation of the machine-readable
cataloging (MARC) communications format and
bibliographic utilities. Beginning in the early 1980s
university libraries and library automation ven-
dors pioneered the first integrated library systems
(ILS). The digital era, characterized by the prolifer-
ation of content in electronic format, brought with
it the development of services for casual users as
well as scholarly researchers — services such as
OpenURL linking and metasearching and library
staff tools such as electronic resource manage-
ment systems. Libraries are now reacting to user
demands for quick, easy, and effective discovery
and delivery such as those they have grown ac-
customed to through the use of Google and other
Internet heavyweights, by developing a new series
of Library 2.0-based discovery-to-delivery (D2D)
applications. These newest offerings deliver an
up-to-date user experience, allowing libraries to
retain their back-office systems (e.g., acquisitions,
cataloging, circulation) and add to or replace them
as needed. In the process libraries can leverage
Web 2.0 services to interconnect systems from
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different vendors and thereby ensure a gradual
transition toward a new automation platform.

72.1 In the Beginning: Book Catalogs and Card Catalogs

In many ways one can date the beginning of post-
industrial era library automation to the development
of the library catalog card and the associated card
catalog drawer [72.1, 2]. The nature of the origi-
nal library catalog card can be gleaned from this
patent description of the so-called continuous li-
brary catalog card that had evolved to take ad-
vantage of early computer-area technology by the
1970s [72.1]:

a continuous web for library catalogue cards hav-
ing a plurality of slit lines longitudinally spaced
7.5 cm apart, each slit line extending 12.5 cm trans-
versely between edge carrier portions of the form
such that upon removal of the carrier portions
outwardly of the slit lines a plurality of standard
7.5 cm×12.5 cm catalogue cards are provided. Lon-
gitudinally extending lines of uniquely shaped feed
holes or perforations are provided in the carrier
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Fig. 72.1 Example of a handwritten catalog card (courtesy
of University of Pennsylvania [72.3])

portions of the form which permit printing of the
cards by means of existing high speed printers of
United States manufacture despite the cards be-
ing dimensioned in the metric system and the feed
of the printers being dimensioned in the English
system.

Card catalogs and card catalog drawers are well de-
scribed in this patent that pertains to an update to the
basic card catalog drawer [72.2]:

an apparatus for keeping a stack of catalogue cards
in neat order to be used, for example, in a library. If
necessary, a librarian can replace a damaged cata-
logue card with a new one by just pressing a button
at the bottom of the drawer to enable a compression
spring to eject the metal rod passing through a stack
of catalogue cards. Consequently, the librarian can
freely rearrange the catalogue cards.

Though these devices continued to evolve, the orig-
inals, when standardized at the insistence of Melvil

Fig. 72.2 Example of OCLC-produced catalog (shelflist)
card (courtesy of OCLC [72.4])

Dewey in 1877, led eventually to the demise of large
book catalogs, which, despite their longevity, were at
best unwieldy and difficult to update [72.5]. As we will
see later, the goal here was one of increased produc-
tivity and cost reduction, not that different from the
mission espoused by late 20th century computer net-
works.

The development and adoption of the standard cat-
alog card presaged the popular Library of Congress
printed card set program that, together with a few
commercial imitators, was the unchallenged means of
universalizing a distributed cataloging model until the
mid 1970s. The printed card set program, in turn, was
succeeded by computerized card sets from the Ohio
College Library Center (OCLC), later renamed the
OCLC Online Computer Library Center, Inc.; the Re-
search Libraries Group (RLG); and other bibliographic
utilities. This was largely due to the advantage the utili-
ties had of delivering entire production runs of card sets
that could be both customized in format and at the same
time delivered with card packs already presorted and
alphabetized.

72.2 Development of the MARC Format and Online Bibliographic Utilities

The success of the bibliographic utilities coincided
with several other developments that together led to to-
day’s library automation industry. These developments
were the MARC communication format, the develop-
ment and evolution of university homegrown and then
vendor-based library systems, and finally the growth
of the networking capabilities that we now know as
the Internet and the World Wide Web. In fact, with-
out the development of the MARC format, library

automation would not have been possible. Taken as
a whole, these milestones bookend 130 years of library
automation.

Two extraordinary individuals, Henriette Avram and
Frederick Kilgour, were almost single-handedly re-
sponsible for making possible library automation as
we know it today. During her tenure at the Library
of Congress, Avram oversaw the development of the
MARC format; it emerged as a pilot program in 1968,
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became a US national standard in 1971, and an inter-
national standard in 1973 [72.6]. The MARC standard
bore a direct connection to the development of OCLC
and the other bibliographic utilities that emerged dur-
ing the 1970s. RLG, the Washington Library Network
(WLN), and the University of Toronto Library Au-
tomation System (UTLAS) all sprang from the same
common ground.

Kilgour, who had served earlier at Harvard and Yale
Universities, moved to Ohio in 1967 to establish OCLC
as an online shared cataloging system [72.7]. OCLC
now has a dominant, worldwide presence, serving over
57 000 libraries in 112 countries with a database that
comprises in excess of 168 million records (including
articles) and 1.75 billion holdings.

From the beginning the goals of library automation
were twofold: to reduce the extremely labor-intensive
nature of the profession while increasing the level of
standardization across the bibliographic landscape. It
was, of course, obvious that increasing standardization
should lead to reduced labor costs. It is less clear that
actions on the bibliographic “production room floor”
made that possible. For many years these goals were
a core part of the OCLC mission – the most successful
modern (and practically sole surviving) bibliographic
utility. Founded in 1967, OCLC is a [72.8]

nonprofit, membership, computer library service
and research organization dedicated to the public
purposes of furthering access to the world’s infor-
mation and reducing information costs.

In the early years of library automation, libraries em-
phasized cost reduction as a primary rationale for
automation.

In the early 1970s a number of so-called biblio-
graphic utilities arose to provide comprehensive and
cooperative access to a database comprised of descrip-
tive bibliographic (or cataloging) data – now commonly
known as metadata. One by one these bibliographic
utilities have vanished. In fact, in 2007 OCLC absorbed
RLG and migrated its bibliographic database and bib-
liographic holdings into OCLC’s own WorldCat, thus
leaving OCLC as the last representative of the utility
model that arose in the 1970s.

A hallmark of library automation systems is their
evolution from distinct, separate modules to large,
integrated systems. On the level of the actual biblio-
graphic data this evolution was characterized by the
migration and merger of disparate files that served dif-
ferent purposes (e.g., acquisitions, cataloging, authority
control, circulation, etc.) into a single bibliographic

master file. The concept of such a master file is pred-
icated on avoidance of duplicative data entry; that
is, data should enter the system once and then be
repurposed however needed. A truly continuous, es-
calating value chain of information, from publisher
data to library bibliographic data, still does not ex-
ist. Libraries, especially national libraries such as the
Library of Congress, routinely begin their metadata
creation routines either at the keyboard or with subop-
timal data (often from third-party subscription agents).
(The Library of Congress also makes use of an elec-
tronic cataloging-in-publication program.) The online
information exchange (ONIX) standard presages the ul-
timate extinction of the pure MARC communication
standard as extensible markup language (XML)-based
formats become dominant. Both the hardware/software
and the data strains become ever-more intertwined as
bibliographic automation becomes a subset of the larger
information universe, adopting standards that transcend
libraries.

72.2.1 Integrated Library Systems

The story of modern library automation began with
a few pioneering individuals and libraries in the mid
to late 1960s [72.9–13]. In addition to Avram and Kil-
gour, one of the more notable was Herman Fussler at the
University of Chicago, whose efforts were supported
by the National Science Foundation. Following the ini-
tial experiments, the university began to develop a new
system, one of whose central concepts was in fact the
bibliographic master file [72.9].

The University of Chicago was not alone. Stan-
ford University (with bibliographic automation of large
library operations using time sharing (BALLOTS)),
the Washington Library Network, and perhaps most
importantly for large academic and public libraries,
Northwestern University (NOTIS) were all actively
investigating and developing systems. NOTIS was em-
blematic of systems developed through the mid 1980s.
NOTIS and others (e.g., Hebrew University’s auto-
mated library expandable program (Aleph 100) that
became the seed of Ex Libris and the Virginia Tech
library system (VTLS)) were originally developed in
university settings. In the 1980s NOTIS was commer-
cialized and later sold to Ameritech in the heyday
of AT&T’s breakup into a series of Baby Bells. The
NOTIS management team eventually moved on and
started Endeavor Information Systems, which was sold
to Elsevier Science and then in turn to the Ex Libris
Group in 2006.
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Other systems, aimed at both public and academic
libraries, made their appearance during the 1970s and
1980s. Computer Library Services Inc. (CLSI), Data
Research Associates (DRA), Dynix, GEAC, Innovative
Interfaces Inc. (III), and Sirsi were some of the bet-
ter known. Today only Ex Libris, III, and SirsiDynix
(merged in 2005) survive as major players in the inte-
grated library system arena.

The Harvard University Library epitomizes the vari-
ous stages of library automation on a grand scale. Under
the leadership of the fabled Richard DeGennaro, then
Associate University Librarian for Systems Develop-
ment, Harvard University’s Widener Library keyed and
published its manual shelflist in 60 volumes between
1965 and 1979 [72.14]. At the same time the university
was experimenting with both circulation and acquisi-
tions applications, the latter with the amusing moniker,
computer-assisted ordering system (CAOS), later re-
named the computer-aided processing system (CAPS).
In 1975 Harvard also started to make use of the rela-
tively young OCLC system. As with other institutions,
Harvard initially viewed OCLC as a means to more
efficiently generate catalog cards [72.15].

In 1983 Harvard University decided to obtain the
NOTIS source code from Northwestern University to
unify and coordinate collection development across the
100 libraries that constituted the vast and decentral-
ized Harvard University Library system. The Harvard
system, HOLLIS, served originally as an acquisitions
subsystem. Meantime, the archive tapes of OCLC trans-
actions were being published in microfiche format as
the distributable union catalog (DUC), for the first time
providing distributed access to a portion of the Union
Catalog – a subset of the records created in OCLC.
It was not until 1987 that the catalog master file was
loaded into HOLLIS. In 1988 the HOLLIS OPAC (on-
line public access catalog) debuted, eliminating the
need for the DUC [72.15].

It was, in fact, precisely the combination of the
MARC format, bibliographic utilities, and the emer-
gence of local (integrated) library systems that together
formed the basis for the library information architecture
of the mid to late 1980s. Exploiting the advantages pre-
sented by these building blocks, the decade from 1985
to 1995 witnessed rapid adoption and expansion in the
field of library automation, characterized by maturing
systems and increasing experience in networking. Most
academic and many public libraries had an integrated
library system (ILS) in place by 1990. While the early
ILS systems developed module by module, ILS systems
by this time were truly integrated. Data could finally

be repurposed and reused as it made its way through
the bibliographic lifecycle from the acquisitions mod-
ule to the cataloging module to the circulation module.
Some systems, it is true, required overnight batch jobs
to transfer data from acquisitions to cataloging, but true
integration was becoming more and more the norm.

By the early 1990s libraries were entering the age
of content. Telnet and Gopher clients made possible
the online presence of abstracting and indexing services
(A&I services). Preprint databases arose and libraries
began to mount these as adjuncts to the catalog proper.
DOS-based Telnet clients gave way to Windows-based
Telnet clients. Later in the 1990s, Windows-based
clients in turn gave way to web browsers.

All this time, the underlying bibliographic databases
were largely predicated on current acquisitions. The
key to an all encompassing bibliographic experience
lay in retrospective conversion (Recon) as proven by
Harvard University Library’s fundamental commitment
to Recon. Between 1992 and 1996 Harvard University
added millions of bibliographic records in a concerted
effort to eliminate the need for its thousands of cata-
log card drawers and provide its users with complete
online access to its rich collections. Oxford University
and others soon followed. While it would be incorrect to
say that Recon is a product of a bygone era, most major
libraries do indeed manage the overwhelming propor-
tion of their collection metadata online. This has proven
to be the precursor to the massive digitization projects
underwritten by Google, Yahoo, and Microsoft, all of
which depend to a large degree on the underlying bib-
liographic metadata, much of which was consolidated
during the Recon era.

In the early years of library automation, library
systems and library system vendors moved from time-
sharing, as was evident in the case of BALLOTS, to
large mainframe systems. (Time-sharing involves many
users making use of time slots on a shared machine.) Li-
brary system vendors normally allied themselves with
a given hardware provider and specialized in specific
operating system environments. The advent of the Inter-
net, and more especially the World Wide Web, fueled by
the growth of systems based on Unix (and later Linux)
and relational database technology (most notably, Or-
acle) – all combined with the seemingly ubiquitous
personal computer – gave rise to the second genera-
tion in library automation, beginning around 1995. As
noted, the most visible manifestation of that to the li-
brary public was the use of browsers to access the
catalogs. This revolution was followed within 5 years
by the rapid and inexorable rise of e-Content. The
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most successful library automation vendors, it is now
clear, are those that possessed a clear and compelling
vision for combining library automation with deliv-
ery of content. The most successful of those vendors
also espouse an e-Content philosophy that is publisher
neutral.

72.2.2 Integrated Library Systems:
The Second Generation

Libraries, often at the direction of their governing bod-
ies, made a generational decision during this period
to migrate from mainframe to client–server environ-
ments. Endeavor Information Systems, founded with
the goal of creating technology systems for aca-
demic, special, and research libraries, was first out of
the starting blocks and had its most successful pe-
riod for about a decade following its incorporation in
1994 [72.16]. It was no accident, given its roots in
NOTIS and its familiarity with NOTIS software and
customers, that Endeavor quickly captured the over-
whelming share of the NOTIS customer base that was
looking to move to a new system. This was partic-
ularly true in the period immediately preceding the
pivotal year 2000, when Y2K loomed large. In plan-

Fig. 72.3 Endeavor (now Ex Libris) WebVoyáge display

ning for the shift to the year 2000 library computer
systems faced the same challenge all other legacy com-
puter faced, namely, reworking computer code to handle
calendar dates once the new millennium had begun.
So many libraries, both large and small, had to re-
place computer systems in the very late 1990s that
1998 and 1999 were banner years in the library com-
puter marketplace, followed by a short-term downturn
in 2000.

Ex Libris Ltd., a relative latecomer to the North
American library market, was founded in Israel in 1983,
originally as ALEPH Yissum, and commissioned to de-
velop a state-of-the-art library automation system for
the Hebrew University in Jerusalem. Incorporated in
1986 as Ex Libris, a sales and marketing company
formed to market Aleph, Ex Libris broke into the Eu-
ropean market in 1988 with a sale to CSIC, a Spanish
network of 80 public research organization libraries
affiliated with the Spanish Ministry of Science and
Technology. This sale demonstrated an early hallmark
of Aleph, namely deep interest in the consortial envi-
ronment.

At roughly the same time as Endeavor was releasing
its web-based client–server system, Voyager, Ex Lib-
ris released the fourth version of the Aleph system,
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Fig. 72.4 Catalog record from University of Iowa InfoHawk catalog, with parallel roman-alphabet and Chinese fields
(courtesy of University of Iowa)

Aleph 500. Based on what was to become the industry
standard architecture, Aleph featured a multi-tier client–
server architecture, support for a relational database,
and – a tribute to its origins and world outlook – sup-
port for the unicode character set. Starting in 1996, with
Aleph 500 as its new ILS stock-in-trade, Ex Libris cre-
ated a US subsidiary and decided to make a major push
into the North American market. At the same time –
and crucially for its success in the emerging e-Content
market – Ex Libris made the strategic commitment to
invest heavily in research and development with the
stated goal of creating a unified family of library prod-
ucts that would meet the requirements of the evolving
digital library world.

72.2.3 The Nonroman World:
Unicode Comes to Libraries

If there is a single accepted analysis of the state of li-
braries and library automation in the 21st century, it is
the fact the library world is but one part of the much
larger information universe and that library standards,
e.g., the MARC format and the American standard code
for information interchange (ASCII) character set, need
to be considered in light of the larger universe of infor-
mation standards, such as XML (ONIX) and unicode.
Those libraries and library vendors that have the most
robust understanding of this fundamental shift have
been most adept at long-term survival.

72.3 OpenURL Linking and the Rise of Link Resolvers

The shift from ASCII to unicode and from MARC to
XML heralded an entire salvo of digital products that
introduced a new concept of library automation – the
ILS was no longer the be all and end all of library au-
tomation – and was marked by Ex Libris’s release of

SFX. SFX was developed in conjunction with Herbert
Van de Sompel (presently a research scientist at the
Los Alamos National Laboratory) and the Universiteit
Ghent in response to what is known as the appropriate
copy problem [72.17]:
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Fig. 72.5 SFX and OpenURL linking
(after [72.4])

There has been an explosive growth in the number
of scholarly journals available in electronic form
over the internet. As e-Journal systems move past
the pains of initial implementation, designers have
begun to explore the power of the new environment
and to add functionality impossible in the world
of paper-based journals. Probably the single most
important such development has been reference
linking, the ability to link automatically from the
references in one paper to the referred-to articles.

Led by Oren Beit-Arie (presently Ex Libris’s chief
strategy officer), SFX (which stands for special ef-
fects) was not only a commercial success but also
became generically associated with the standard known
as OpenURL linking. In much the same way as Xerox
is synonymous with photocopying, so SFX has become
synonymous with context-sensitive linking. Released in
2000, SFX now has an installed base of over 1500 li-
braries and research centers worldwide

Librarians, especially systems librarians, are well
known as staunch proponents of standards. Thus it was
an extremely astute move when Ex Libris took the
initiative to have the National Information Standards
Organization (NISO) adopt the OpenURL as a NISO
standard.

The OpenURL framework for context-sensitive ser-
vices was actually approved on a fast-track basis as
ANSI/NISO Z39.88 in 2005 [72.18]:

The OpenURL framework standard defines an
architecture for creating OpenURL framework ap-
plications. An OpenURL framework application is
a networked service environment, in which pack-
ages of information are transported over a network.
These packages have a description of a referenced
resource at their core, and they are transported with
the intent of obtaining context-sensitive services
pertaining to the referenced resource. To enable
the recipients of these packages to deliver such
context-sensitive services, each package describes
the referenced resource itself, the network context
in which the resource is referenced, and the context
in which the service request takes place.

72.3.1 Metasearching

Ex Libris quickly followed its success with SFX by ex-
panding into the area of metasearching. Also known
as federated searching, metasearching was another re-
sponse to the proliferation of online journals and online
content. MetaLib (and competing products) were the
initial bibliographic answer to the problem posed by
commercial search engines such as Yahoo or Google,
namely that much content had come quickly to live
outside the realm of the library catalog. Metasearch
enables users – power and nonpower users, whether
the general public or undergraduates, graduate students,
post-doctoral students, and faculty – to retrieve the
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Fig. 72.6 Boston College MetaQuest, with quick sets

most comprehensive set of results in a single search,
including traditional bibliographic citations, abstract-
ing and indexing service information, and the actual
fulltext whenever it is available. Before long, numer-
ous offerings of both OpenURL link resolvers and
metasearch applications were available in the biblio-
graphic arena.

By 2005 many institutions had made their primary
bibliographic search gateway not the library catalog, but
their metasearch application. Boston College is a good
example. Its library catalog, Quest, is but one of the
numerous targets searchable through its metasearch ap-
plication, MetaQuest.

By now libraries and their users had bought whole-
heartedly into the combination of metasearching and
linking – it is the combination of these two approaches
for dealing with the e-Content universe that makes
them together vastly more powerful than either alone.
Troubles loomed, though, in the absence of standards
for metasearching. NISO once again stepped forward
and created the NISO Metasearch Initiative. NISO de-
scribed the challenge as [72.19]:

Metasearch, parallel search, federated search,
broadcast search, cross-database search, search
portal are a familiar part of the information com-
munity’s vocabulary. They speak to the need for
search and retrieval to span multiple databases,
sources, platforms, protocols, and vendors at one

time. Metasearch services rely on a variety of ap-
proaches to search and retrieval including open
standards (such as NISO’s Z39.50), proprietary
API’s, and screen scraping. However, the absence
of widely supported standards, best practices, and
tools makes the metasearch environment less effi-
cient for the system provider, the content provider,
and ultimately the end-user.

Standards are invaluable, but in the library world
standards – aimed at providing consistency in search-
ing – are all the more important. As knowledge seekers
move from one environment to the next with the change
of a uniform resource locator (URL), they also expect
consistent behavior across these various information en-
vironments. It is particularly encouraging, therefore, to
see how the public responds. An article in the Octo-
ber 7, 2005 Harvard Crimson shows the opinion of
a student at one of the world’s most prestigious univer-
sities [72.20]:

Of the many things to change at Harvard over
the summer. . . there is one new development that
students may not have noticed but that come term-
paper time will make a world of difference. That
change is the switch from Harvard University Li-
brary’s (HUL) e-Resources website to the new
e-Research @ Harvard Libraries website. HUL has
done a tremendous job with the new easy-to-use site,
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and we applaud them for dreaming up such a helpful
resource.

The new e-Research page puts a high-tech user in-
terface on top of Harvard’s vast array of online
subscriptions, making resources more readily ac-
cessible – whether users know the exact journal
they are looking for or are just poking around for
sources. But the best thing about the new e-Research
page is the plethora of features it provides that
take full advantage of computers to make research
easier . . . within seconds you can find what you
are looking for, either in fulltext online or a Find
it @ Harvard button that tells you exactly where in
Harvard’s huge library system to look.

Within two short paragraphs two of the major tools
of 21st century librarianship and e-Scholarship emerge:
metasearching (e-Research) and OpenURL linking
(Find It @ Harvard). The library catalog (HOLLIS) is
mentioned, too, but it is but one amid a vast array of
electronic resources. Looming over all this is the specter
of Google, whose seemingly endless series of innova-
tions and content-related initiatives is in turn pushing
the frontiers of automation within the library systems
world itself.

72.3.2 The Digital Revolution
and Digital Repositories

Three other areas of institutional bibliographic automa-
tion were under discussion and development between
2002 and 2007: digital repositories, electronic resource
management systems, and new models of resource dis-
covery and delivery.

As with early developments in library automation,
one of the first efforts to manage digital objects, espe-
cially textual objects, began in a university environment.
In 2000 the Massachusetts Institute of Technology
Libraries and Hewlett-Packard embarked on a joint re-
search project that we now know as DSpace – an early
digital asset management (DAM) system.

DSpace introduced the concept of an institutional
repository (IR) [72.21],

a robust, software platform to digitally store. . .
collections and valuable research data, which had
previously existed only in hard copies. . . an archiv-
ing system that stores digital representations of ana-
log artifacts, text, photos, audio and films. . . capable
of permanently storing data in a non-proprietary

format, so researchers can access its contents for
decades to come.

DSpace is an open-source software toolkit. Au-
tomation vendors realized this was a fertile field for
institutions not inclined to go the toolkit approach. Var-
ious products have emerged; notable among them are
CONTENTdm, developed at the University of Wash-
ington and now owned by OCLC; and Ex Libris’s
DigiTool. An open-source newcomer to the field is
Fedora, which will likely appeal to the same group of li-
braries interested in DSpace [72.22]. All these products
are designed for deposit, search, and retrieval. While
they have maintenance aspects about them, they are not
true preservation systems.

Libraries and archives, as recognized custodians
of our intellectual and cultural heritage, have long
understood the value of preservation and ensuring lon-
gitudinal access to the materials for which they have
accepted custodianship. As more and more materials
are digitized, particularly locally important cultural her-
itage materials, or are born digital, these institutions
have begun to accept responsibility for preserving these
materials. Recently (2007) the National Library of New
Zealand leapt to the forefront of digital preservation
by developing a National Digital Heritage Archive
(NDHA) program to ensure the ongoing collection,
preservation, and accessibility of its digital heritage col-
lections. This multiyear program, begun in conjunction
with Endeavor Information Systems and continued by
Ex Libris, aims to preserve digital objects for nothing
less than the life of the custodial bodies [72.23].

72.3.3 Electronic Resource Management

On the serial side of the bibliographic house, the
e-Journal evolution of the 1990s turned rapidly into the
e-Journal avalanche of the 21st century. Libraries and
information centers that subscribed to thousands or tens
of thousands of print journals found themselves facing
a very different journal publication model when pre-
sented with e-Journals. Not only have libraries had to
contend with entirely new models – print only, print
with free e-Journal, e-Journal bundles or aggregations,
often in multiple flavors from competing publishers
and aggregators – but also these e-Journals came with
profoundly different legal restrictions on use of the
e-Content. Libraries found themselves swimming up-
stream against a rushing tide of e-Content. A number
of institutions (among them Johns Hopkins University,
Massachusetts Institute of Technology, and the Univer-
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sity Libraries of Notre Dame) developed homegrown
systems to contend with the morass; most others relied
on spreadsheets and quantities of paper.

Into this fray stepped the Digital Library Founda-
tion (DLF), which convened a small group of e-Journal
and e-Content specialists to identify the data elements
required to build an electronic resources management
(ERM) system. This study, developed in conjunction
with a group of vendors and issued in 2004 as Elec-
tronic Resource Management: Report of the DLF ERM
Initiative (DLF ERMI), was one of the few times since
the development of the MARC standard that a standard
predated full-blown system development [72.24].

Systems developers adopted the DLF ERMI initia-
tive to greater or lesser degrees as dictated by their
business interests and commitment to standards. Un-
like the OpenURL link resolvers and metasearch tools,
electronic resource management tools addressed an au-
dience that was primarily staff, harking back to the
original goal of library automation: to make librarians
more productive.

Innovative Interfaces Inc. was the first vendor to re-
lease an ERM product. Serials Solutions, one of the
newer players, whose origins lay in providing catalog
copy for e-Journals and A-to-Z lists for e-Journals, has
the 360Resource Manager offering.

72.3.4 From OPAC to Next-Generation
Discovery to Delivery

A deeply held tenet of librarians is that they have
a responsibility to provide suitably vetted, authorita-
tive information to their users. In the years since the
rise of Google as an Internet phenomenon, librarians
have shown enormous angst in the reliance, particularly
among the generation that has come of age since the
dawn of the Internet, on whatever they find in the first
page of hits from any of the most popular Internet search
engines. Critical analysis and the intellectual value of
the resulting hits are less important to the average user
than the immediacy of an online hit, especially if it oc-
curs on the first results page. Libraries continue to spend
in the aggregate hundreds of millions of dollars on con-
tent, both traditional and electronic, yet have failed to
retain even their own tuition-paying clientele.

OCLC, to its credit, confronted the issue head on
with a report it issued in 2005 [72.25]. In the report
OCLC demonstrates quite conclusively that ease of
searching and speedy results, plus immediate access to
content, are the most highly prized attributes users de-
sire in search engines. Unfortunately, the report shows

that libraries and library systems rank very low on this
scale. On the other hand, when it comes to a question of
authoritative, reliable resources, the report shows that
libraries are clear winners. The question has serious im-
plications for the future of library services. How should
libraries and library system vendors confront this co-
nundrum?

The debate was framed in part by a series of lec-
tures that Dale Flecker, associate director of the Harvard
University Library for Planning and Systems, gave in
2005 on: OPACS and our changing environment: ob-
servations, hopes, and fears. The challenge he framed
was the evolution of the local research environment that
comprises multiple local collections and catalogs. Har-
vard University, for example, had (and still has) separate
catalogs for visual materials, geographic information
systems, archival collections, social science datasets,
a library OPAC, and numerous small databases. Li-
censed external services have proliferated: in 2005
Harvard had more than 175 search platforms on the
Harvard University Library portal – all in addition to In-
ternet engines, online bookstores, and so forth. Flecker
expressed hope that OPACs would evolve to enable
greater integration with the larger information envi-
ronment. To achieve this, OPACs (or their eventual
replacements) would have to cope with both the Inter-
net and the explosion of digital information that was
already generating tremendous research and innovation
in search technology. Speed, relevance (ranking), and
the ability to deal with very large results sets would be
the key to success – or failure [72.26].

Once again, the usual series of library automation
vendors stepped up. In truth, they were already work-
ing on their products but this time they were joined by
yet another set of players in the library world. North
Carolina State University adopted Endeca [72.27], best
known as a data industry platform, to replace its library
OPAC: “Endeca’s unique information access platform
helps people find, analyze, and understand information
in ways never before possible” [72.27]. As the NCSU
authors Antelman et al. noted in the abstract to their
2006 paper [72.28],

Library catalogs have represented stagnant tech-
nology for close to twenty years. Moving toward
a next-generation catalog, North Carolina State
University (NCSU) Libraries purchased Endeca’s
Information Access Platform to give its users
relevance-ranked keyword search results and to
leverage the rich metadata trapped in the MARC
record to enhance collection browsing. This pa-
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per discusses the new functionality that has been
enabled, the implementation process and system
architecture, assessment of the new catalog’s per-
formance, and future directions.

Other new players have also entered the market for
new library delivery systems, generally called NextGen
or discovery-to-delivery (D2D) systems. AquaBrowser
is another example of a pure-OPAC replacement with
no pretensions of replacing the complete range of ILS
functions. Among more traditional library vendors, In-
novative Interfaces has released its product, Encore
(http://www.iii.com/encore), and Ex Libris its prod-
uct, Primo (http://www.exlibrisgroup.com/primo.htm).
Both were developed with a group of partners and both
tout a one-stop solution for the discovery and delivery
of information.

Ex Libris’s choice of development partners was
perhaps the more atypical in that one of its part-
ners, Vanderbilt University, was particularly keen to use
Primo to combine its library catalog, Acorn, with a fa-
cility to enable easy discovery and delivery of its unique
Television News Archive [72.29]:

The Television News Archive collection at Vander-
bilt University is the world’s most extensive and
complete archive of television news. The collection
holds more than 30 000 individual network evening
news broadcasts from the major US national broad-
cast networks: ABC, CBS, NBC, and CNN, and
more than 9000 hours of special news-related pro-
gramming including ABC’s Nightline since 1989.

The University of Iowa had a different goal, namely
to push exposure of many of its otherwise isolated
digital collections. These collections, which developed
over time and throughout the institution, possess no na-
tive discovery interface and consequently suffer from
a widespread lack of awareness. With Primo as its
unifying discovery tool, the university can provide a sin-
gle search interface to all of its rich collections. One
notable example is the university’s and the Iowa His-
torical Society’s World War II newspaper clippings
collection.

The Primo discovery and delivery system enables
libraries to present their collections in an entirely new
way, providing users with the ability to access a wealth

Fig. 72.7 Primo at the University of Iowa: an example of the new
D2D paradigm

of authoritative information from a single point. Central
to the development of Primo has been the concept of
harvesting and publishing as the means whereby a sin-
gle, Google-like search interface can provide rapid and
easy, normalized and enriched discovery for the entire
range of resources under the control of the institution:
local catalogs, locally digitized collections harvested
by the open archieves initiative protocol for metadate
harvesting (OAI-PMH) collections, and so forth. Primo
is integrated with both metasearching (MetaLib) and
OpenURL linking (SFX) to enable discovery in a vast
range of external resources, with onward navigation and
other services via the OpenURL syntax. In this way
the institution can satisfy its users’ desire for almost
instantaneous response to simple queries while provid-
ing the ability to search a vast array of databases and
e-Resources that are not held locally.
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72.4 Future Challenges

Libraries and librarians have frequently stood at the
forefront of the information revolution. The MARC for-
mat was a model of interinstitutional and international
collaboration in its time. As libraries and their vendors
evolved, though, large installed bases of customers and
data made further change that much more challenging.
At the same time, libraries became but one outpost on
the information frontier. The growth of the Internet, the
World Wide Web, and the rise of newer information
industry players such as Google and Amazon have all
combined to put libraries on the defensive. Libraries
have now come to realize that standards such as unicode
and XML can be exploited for their benefit by partak-
ing of a global information chain. Librarians have come
to grasp the significance of capturing information at its
earliest stage and repurposing it throughout its lifetime,
all the while continuing to add value to the information
content package.

Almost 20 years after the advent of the integrated li-
brary system, we are witnessing the opening wedge in
the dissolution of the ILS into a series of independent
modules that communicate with each other by means
of Web 2.0 services. These new discovery-to-delivery
solutions are indeed, on the one hand, OPAC or OPAC-
plus replacements and designed to work with a variety
of vendor systems, but they are at the same time the first
in a series of new library system modules that will likely

appear over the next decade [72.30, 31]. As the indus-
try continues to evolve, and as open systems respond to
the demands of Web 2.0, we can expect the Integrated
Library System to morph into a strategy based on the
survival of the best-of-breed. The future will be one of
distinct functional modules that communicate with one
another by exploiting the concept of unified resource
management (URM) [72.32].

Responding to the requirements and demands of the
digital era, where e-Resources proliferate and dominate
the publishing and acquisitions scene, the venerable ILS
acquisitions and serials modules are already showing
sings of coalescing around the ERM model. The ERM,
with support for licensing and the other key attributes
of e-Content, will replace the traditional systems which
are oriented largely toward print and nonprint analogs
(maps, kits, scores, sound recordings, etc.).

As the ILS gives way to the URM, and the URM
becomes the predominant model for the third gener-
ation of library management systems, management of
e-Content will no longer be an afterthought. The chal-
lenge for libraries, librarians, and vendors alike will be
to develop a system, or perhaps a series of intercon-
nected systems, that can inherently manage all manner
of information content, both traditional and digital, and
do it by exploiting both content and metadata from the
very cradle of their existence.

72.5 Further Reading

72.5.1 General Overview

• R.W. Boss: The Library Administrator’s Au-
tomation Handbook (Information Today, Medford
1997)• M.D. Cooper: Design of Library Automation Sys-
tems (Wiley, New York 1995)• T.R. Kochtanek, J.R. Matthews: Library Informa-
tion Systems: From Library Automation to Dis-
tribution Information Access Solutions (Libraries
Unlimited, Westport 2002)• Public Library Association: Tech notes section
(updated regularly).
http://www.ala.org/ala/mgrps/divs/pla/
plapublications/platechnotes/index.cfm (last ac-
cessed 2009)

72.5.2 Specific Topics

Automated Authority Control Services
Of all the vendors that existed to provide automated
outsourcing of authority records in the 1990s (Black-
well’s, WLN, OCLC, Marcive, Library Technologies,
etc.), few are still functioning: see, for example,• Library Technologies: Official homepage. (2008)

http://www.librarytech.com• MARCIVE: Official homepage. (2008)
http://www.marcive.com

Interlibrary Loan Services• For a broad listing of interlibrary loan products
and vendors, see http://www.cdlc.org/Resource
Sharing/ill/illproducts.shtml
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• For an overview, see http://en.wikipedia.org/wiki/
Interlibrary loan• For information on two widely used software prod-
ucts, see ILLiad (Interlibrary loan management soft-
ware): http://www.oclc.org/illiad/, Clio software:
http://cliosoftware.com/public/• Online Computer Library Center (OCLC): The fu-
ture is now: the convergence of reference and
resource sharing, Proc. OCLC Symp., ALA Mid-
winter Conference (OCLC, Dublin 1996)

RFID/Self-Checkout Services• R.W. Boss: RFID technology for libraries. (updated
2007), http://www.ala.org/ala/mgrps/divs/pla/
plapublications/platechnotes/RFID-2007.pdf (last
accessed 2009)

Virtual Reference Services• R.W. Boss: Virtual reference. (updated 2007),
http://www.ala.org/ala/mgrps/divs/pla/

plapublications/platechnotes/Virtuel reference.pdf
(last accessed 2009)• L.W. Healy, S. Brown, L. Barrett: Creating the
Virtual Reference Desk: The Decision to Take Ref-
erence Live and Online (Outsell, Burlingame 2002)• D.K. Kovacs: The Virtual Reference Handbook: In-
terview and Information Delivery Techniques for
the Chat and e-Mail Environments (Neal-Schuman,
New York 2007)• R.D. Lankes (ed.): The Virtual Reference Desk:
Creating a Reference Future (Neal-Schuman, New
York 2006)• A.G. Lipow: The Virtual Reference Librarian’s
Handbook (Library Solutions, Berkeley 2003)

For one specific vendor product, see

• Online Computer Library Center (OCLC): Ques-
tionPoint (2009). http://www.oclc.org/questionpoint/
default.htm (cooperative virtual reference) (last ac-
cessed 2009)
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Automating S73. Automating Serious Games

Gyula Vastag, Moshe Yerushalmy

In this chapter, we present the theoretical under-
pinnings of and conditions for learning through
experiences gained in immersive learning sim-
ulations (or simply gaming) and show some
examples of authentic learning experiences
for business professionals. We argue that re-
cent developments in the theory of knowledge
acquisition coupled with changes in the ed-
ucational landscape (e.g., the proliferation of
online courses and programs) present an unri-
valled and so far mostly unexploited opportunity
for serious games. The examples presented are
from using Managerial Enterprise Resource Plan-
ning (MERP) in a variety of MBA and corporate
business training programs. Related examples
of other virtual learning environments are also
included.
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73.1 Theoretical Foundation and Developments:
Learning Through Gaming

It is widely accepted that “serious games are (digital)
games used for purposes other than mere entertain-
ment” [73.1]. Michael and Chen [73.2] give a similar
definition: “A serious game is a game in which educa-
tion (in its various forms) is the primary goal, rather
than entertainment.” The market for serious games is
growing rapidly as more and more organizations are
adopting or expected to adopt them in their training
programs.

Conceptually, serious games are related to and
somewhat overlap with the following terms: e-Learning,
edutainment, game-based learning, and digital game-
based learning [73.1]. In 2002, the Woodrow Wil-
son Center for International Scholars (in Wash-
ington, DC) founded the Serious Games Initiative
and the term, following the first Serious Games
Summit held in 2004, became generally accepted
(http://www.seriousgames.org/) and a growing num-

ber of scholars began working in this field. Most
recently, Sawyer and Smith developed a taxonomy of
serious games and made it available on the organi-
zation’s website (http://www.dmill.com/presentations/
serious-games-taxonomy-2008.pdf), and Table 73.1
provides a synthesis of applications in different seg-
ments in society.

The illustrative applications of serious games in-
clude, but are certainly not limited to, disaster prepared-
ness, health care, military training, and education, the
main focus of this chapter (Table 73.2). For a related
discussion of the role of automation in education also
see Chaps. 44 and 85. Breslin et al. [73.3] describe
how a game is used to execute and assess the effective-
ness of alternative strategies for responding to a disaster.
Kelly et al. [73.4] introduce Immune Attack, a personal
computer (PC)-based game, used for learning the rules
of the immune system and revealing deeper insights.
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Table 73.1 Taxonomy of serious games (courtesy of Sawyer and Smith)

Games
for health

Advergames Games
for training

Games
for
education

Games
for science
and
research

Production Games
as work

Government
and NGO

Public
health
education
and mass
casualty
response

Political
games

Employee
training

Inform
public

Data
collection/
planning

Strategic
and policy
planning

Public
diplomacy,
opinion
research

Defense Rehabilita-
tion and
wellness

Recruitment
and
propaganda

Soldier/
support
training

School
house
education

Wargames/
planning

War plan-
ning and
weapons
research

Command
and control

Healthcare Cyber-
therapy/
exergaming

Public
health
policy
and social
awareness
campaigns

Training
games for
health pro-
fessionals

Games for
patient
education
and disease
management

Visualization
and epi-
demiology

Biotech
manufac-
turing and
design

Public
health
response
planning
and
logistics

Marketing
and
commu-
nications

Advertising
treatment

Advertising,
marketing
with games,
product
placement

Product use Product
information

Opinion
research

Machinima Opinion
research

Education Inform
about
diseases/
risks

Social issue
games

Train
teachers/
train work-
force skills

Learning Computer
science and
recruitment

P2P
learning
construc-
tivism
documen-
tary?

Teaching
distance
learning

Corporate Employee
health
information
and wellness

Customer
education
and
awareness

Employee
training

Continuing
education
and
certification

Advertising/
visualization

Strategic
planning

Command
and control

Industry Occupational
safety

Sales and
recruitment

Employee
training

Workforce
education

Process
optimization
simulation

Nano/
biotech
design

Command
and control

America’s Army (www.americasarmy.com) was intro-
duced at the 2002 Electronics Entertainment Expo and
was, after some initial hesitation, officially embraced
and supported by the United States (US) Army as an
effective military training simulator [73.5].

In addition to the wide variety of applications, the
theoretical underpinnings of learning through gaming
were also explored. Although Gros [73.6] has some

reservations about the current status of research in the
educational use of computers (specifically, he cautions
that research in this area is still disjointed), he and others
also point to some common understanding and princi-
ples of learning. First, there are publications showing
the advantageous effects of computer games. Green-
field [73.7, p. 29] reported that “more skilled video
game players had better developed attentional skills
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Table 73.2 Serious game types and application examples

Serious game
types

Application examples

Game-based
education

Game-based learning,
edutainment, learning games

Game-based
production

Game-based authoring,
machine behaviors

Game-based
simulation

Game-based simulator,
simulation games

Game-based
messaging

Game-based advertisement,
game-based marketing,
advergaming

Game-based
training

Game-based trainer

Game-based
interface

Game-like interface,
game-based graphical user
interface (GUI)

than less skilled players.” Backlund et al. [73.8] wrote
about the positive impact that playing computer games
had on traffic school students’ driving behavior. Koepp
et al. [73.9] showed that playing video games stim-
ulates substantial dopamine release and that gamers’
performance was related to the amount of dopamine
present. Considering that dopamine is a chemical pre-
cursor to the memory storage event, it can be argued,
they write, that video games are able to chemically
prime the brain for learning. Furthermore, they write
(p. 34) that “Beyond science and engineering games,
further evidence suggests that games teach not only
facts but detailed reasoning applicable to life’s many
challenges” (Fig. 73.1).

Mayo [73.10, pp. 32–34] listed seven characteristics
that enable video games to address the deficiencies of
education, specifically the shortcomings of big lecture
formats typically used at universities.

1. Massive reach of players/participants.
2. Experiential learning (If you do it, you learn it). In

games, players must navigate game scenarios and
make decisions with consequences.

3. Inquiry-based learning (What happens when I do
this?). This is the dominant philosophy in science
and is also a natural mode for many video games
that support freeform exploration, discovery, and
experimentation.

4. Self-efficacy (If you believe you can do it, you’ll
try longer/harder, and you’ll succeed more often

Fig. 73.1 Leadership development to assess critical reasoning using
a virtual environment (courtesy of SimuLearn)

than you would otherwise). In games, points, lev-
els or magic swords are awarded at positive decision
points, encouraging players to keep going.

5. Goal setting (You learn more if you are working to-
ward a well-defined goal). All games have goals,
a key distinction between games and simulations.

6. Cooperation (team learning). Studies of classroom
techniques show that cooperative learning results
in about a 50% improvement over either solo or
competitive learning. Some types of games (such as
massive multiplayer online games) are intrinsically
structured as a team effort toward a common goal.

7. Continuous feedback and tailored instruction.

Corti [73.11] coined the term immersive learning
simulation (ILS) and pointed out that many corporate
learning professionals and suppliers of ILS are not
aware of what is needed to create a truly effective and
appropriate learning solution. His call is supported by
Zyda [73.12] who writes about the reasons supporting
the need to deploy immersive storytelling in service to
society in the interactive realm. Shaffer et al. [73.13,
p. 7] argue that

Games are powerful contexts for learning because
they make it possible to create virtual worlds, and
because acting in such worlds makes it possible to
develop the situated understandings, effective so-
cial practices, powerful identity, shared values, and
ways of thinking of important communities of prac-
tice.
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An example of such a virtual world is presented in the
sequence of screenshots in Fig. 73.2.

Writing about computer-supported collaborative
learning (CSCL), Salomon et al. [73.14] used the term
cognitive residue to refer to a byproduct effect of learn-
ers interaction with media [73.15]. By cognitive residue,
they meant [73.15, p. 3 and p. 6]

a)

b)

c)

d)

subsequent changes in mastery of knowledge, skill
or depth of understanding away from the computer
[. . .] higher order thinking skills that are either ac-
tivated during an activity with an intellectual tool
or are explicitly modeled by it can develop and can
be transferred to other dissimilar, or at least similar
situations.

These cognitive effects are effects with technology
obtained during intellectual partnership with it, and ef-
fects of it in terms of the transferable cognitive residue
that this partnership leaves behind in the form of better
mastery of skills and strategies.

It has long been confirmed that learning and do-
ing are tightly linked, as learning typically involves
activities as well [73.16]. Many professionals, includ-
ing current and would-be business managers, are action
oriented; they learn to do something that later is to im-
prove business operations. Schon [73.17] called the link
between knowing and doing a reflective practice.

Professional societies (e.g., for doctors, lawyers,
managers) develop supervised settings, residencies for
doctors or moot courts for lawyers, where a learner can
develop his/her skills by trying a course of action and
then reflecting on the results together with his peers and
mentors. During this course of action, learners develop
epistemic frames of knowledge that are [73.16]:

the conventions of participation that individuals
internalize when they become acculturated. The
reproductive practices of the community are the
means by which new members develop that epis-
temic frame.

There is a clear message here: learning does not hap-
pen in a vacuum; communities of practice or affiliation
groups provide elements of the good learning that
include goals, interpretations, practice, explanations,

Fig. 73.2a–d The friction explorer allows users to see how
a sliding object behaves when the force applied to push
it and the coefficient of friction are modified. (a) With an
applied force of 0 and coefficient of friction of 9, the ob-
ject does not move; (b) with an applied force of 2 and
a coefficient of friction of 2 the object barely moves;
(c) with an applied force of 9 and a coefficient of 0 the
object slides off the table; (d) with an applied force of 9
and a coefficient of friction of 9 the object moves about
one-third of the width of the table (courtesy of Schlum-
berger Excellence in Educational Development (SEED)
http://www.seed.slb.com/en/index.htm)�
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debriefing, and feedback [73.18]. Serious games rep-
resent a clear opportunity to create communities of
practice for business professionals.

In all settings or contexts, learning is about content
acquisition while games typically focus on experi-
ence [73.19]. In other words, there is content (facts,
principles, information, skills) that has to be learned.
Gee [73.18] argues that indirect teaching of content
(that is, teaching content via something else) is supe-
rior to the traditional approach used by schools, which
teach content directly. Serious games can be that some-
thing else that helps in content acquisition by providing
a variety of authentic learning experiences that mimic
those of professional societies.

New results in learning theory [73.20,21] show that
people primarily think and learn through experiences
they have had, assuming that these experiences meet
certain conditions. Gee [73.22] summarized these five
conditions as follows:

1. Experiences are most useful for future problem
solving if they are structured by specific goals

2. For best learning, experiences must be interpreted
by extracting the lessons learned

3. Learning is enhanced if immediate feedback is pro-
vided so that the learners can recognize and evaluate
their errors

4. Learners need ample new opportunities to apply and
reapply their previous experiences

5. Learners need to learn from interpreted experiences
and explanations of other people, both peers and
experts.

Gee’s situated learning matrix [73.18, 22] refers to
the linkage between content and identity. Content is
given in the context of a goal-driven problem space.
Learners move through similar problems representing
various contexts and learn to interpret and generalize
their experiences in these contexts. In video games, for
example, players can get lots of practice at a given level
and can then apply what they have learned in less fa-
miliar situations (across levels, for example). Through
offering learning in varied contexts, the problem of
context-specific learning is solved; for example, learn-
ing through a case study may leave the learner with
knowledge that is specific to the given case but can-
not easily be generalized to other settings. On the other
end of the spectrum, learning out of context, focus-
ing on principles only, for example, may give learners
knowledge that cannot be applied.

Learning, in Gee’s view, moves from identity to
goals and norms, to tools and technologies, and only
then to content. Identity has been linked to two char-
acteristics that enhance learning. First, the ability of
the players to have microcontrol over some elements of
the game extends and creates an, as Gee [73.22] wrote,
“embodied empathy for a complex system.” The second
characteristic is the learner’s motivation for and own-
ership over the successful outcome of the game. The
often quoted saying is that success is based on experi-
ence and experience comes from failures. A lot can be
learned from a failed business or from not reaching the
next level in a game. If the players are motivated to take
risks, try out new ideas, and eventually, learn from the
experiences, then the game has a good design.

73.2 Application Examples

Two illustrative examples of serious games are intro-
duced and discussed in this section:

• Management Enterprise Resource Planning (MERP)
– a dynamic, real-time-based online simulation
aimed at strategy execution• L’Oreal e-Strat – an online strategic business market
competition game aimed at exploring various strate-
gies by teams of managers who compete in the same
market.

73.2.1 MERP

MERP was developed to facilitate learning by offering
a variety of managerial contexts in which good prac-

tices can be discovered and practised (for details, see
http://www.mbe-simulations.com).

Unlike the usual static, written case studies, the
dynamic case study scenarios (DCSS) by MBE Sim-
ulations offer a live business environment with com-
puterized scenarios that the students must manage and
thereby control the destiny of their own business op-
erations. Students participate in a virtual organization
that is made real and dynamic as minute-by-minute
business events and conditions unfold. Students must
respond to and make complex managerial decisions
in real-time based on the big picture view. While tra-
ditional strategic business games deal with results on
a periodic basis (i. e., monthly, quarterly or yearly),
the MERP experience involves real-time execution of
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strategies and the results are shown by key performance
indicators (KPI).

MERP consists of a whole suite of scenarios that
cover practices at various levels of complexity and
scope. Focusing on individual departments (such as
production, purchasing, and others in a production
environment), as well as different industrial business
processes (make-to-stock versus make-to-order), cus-
tomer orders and client contracts fluctuate, allowing
the use of different management models and inventory
purchasing replenishment methods [e.g., the materials
resources planning (MRP) mechanism or order level
inventory policies]. Students can integrate theory into
practice while they learn to test, retest, think, and re-
think constantly in various real-life, dynamic situations.

Since 2001, MERP has been used both in traditional
and online settings to teach operations and supply-chain
management courses for MBAs. These courses involved
about 500 students at the Stuttgart Institute of Manage-
ment and Technology (Stuttgart, Germany), the Kelley
School of Business (Kelley Direct Online MBA Pro-
gram at Indiana University, USA), the CEU Business
School (Budapest, Hungary) and the Corvinus School
of Management (Budapest, Hungary). Typically, about
30–35% of the total points were assigned to MERP-
related work. The simulation software covers the full
supply chain of fictitious companies. Generally, stu-

Fig. 73.3 Simulation: management view

dents have to work with three scenarios that differ
in customer segmentation (small individual customers
and/or clients with long-term contracts), product rout-
ings (flow shops and job shops), level of variability or
randomness, and number of suppliers and final prod-
ucts. Teams of students have to manage these fictitious
companies and make a variety of interrelated, complex
decisions, so the simulation serves as an integrating
theme.

One of the first decisions is to choose the key perfor-
mance indicators (KPI) from the many options available
for monitoring the progress of the enterprise (Fig. 73.3).
The screen, in addition to current measurements, also
shows a benchmark: results without any intervention
(the light grey line).

Managerial success is measured both by numerical
results (profit, cash on hand, and reputation level) and
by the actions that the students have taken. The profit
earned (the more, the better) is the primary measure of
success, while the others serve as qualifiers (at the end
of the simulation, students have to have positive cash
on hand and minimum 75% reputation). The quality of
the students’ decision-making is also evaluated to avoid
successes based on random acts not supported by an
analysis.

In evaluating the simulation runs, assuming that all
qualifiers are met, different weights can be assigned to
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the profit earned and to the quality of decision-making.
Figure 73.4 describes the relationship between profit
and points for one of the scenarios. For illustration pur-
poses, a locally weighted regression line is shown. The
point calculations, however, are based on linear func-
tions as described below.

The profit range is divided into three segments:
upper, middle, and bottom. In each segment, a lin-
ear function describes the relationship between profit
earned and points given. This function is steep in the
middle and relatively flat at the tails, so the differentia-
tion among the top/low performers is less than among
those who are in the middle. The figure also shows
that submissions with the same profit received different
point scores; these fluctuations are due to differences in
the quality of decision-making scores.

In many ways, the simulation’s virtual world mimics
real life. First, like in real life, there are multiple factors
with which students must interact. There are many po-
tential problems and no prepared solutions to counter
these. With the MBE Simulator software, what at first
appears to be a very simple scenario raises many com-
plicated interactions that are not as straightforward as
the student might think. Students have to understand
and get an overview of the whole supply-chain pic-
ture, which can be quite an overwhelming experience
for most of them.

Also, in MBA programs, there is ever-increasing
pressure on getting better grades (and later convert-
ing better grades into better jobs), thus increasing the
temptation for cheating. As a result, much copying and
information exchange goes on between current and past
students. With traditional case studies, students can eas-
ily obtain the whole discussion to see how it was led
and managed. To try to prevent this, professors have to
regularly change, revise, and update teaching materials
just to prevent cheating. However, the principal problem
with cheating, if we put aside the ethical considerations
and the added work to prevent it, is that students learn
nothing from it.

The simulator offers a solution to this problem by
providing an ongoing measurement of how much time
each student has spent on the simulator. Furthermore,
the professor can recreate the work done by the stu-
dents and see exactly what path they took and what
decisions they made. The students are also required
to submit an executive summary that describes their
management philosophy, tactics, and decisions. This as-
signment challenges students to reveal the way in which
they managed and why they did so, just like real-life
boards of directors are required to do. In class, stu-
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Fig. 73.4 Relationship between profit and points for one of the
scenarios. A LOWESS/LOESS locally weighted regression line is
shown

dents are asked why they made each decision. This is
completely different from the usual executive summary,
where only managerial slogans are used. Here the sum-
mary (10–12 pages total) provides real insights into the
company, and is a good indicator of the extent to which
the students understood the problem.

In sum, in the simulation most of the cheating-
related problems are eliminated, because it takes far
more effort to copy someone’s notes (and then answer
questions during the presentation of the results) than to
learn while running the simulator. In addition, the com-
plexity of the scenario allows for more than a single,
well-defined solution. Rather, the simulation provides
an ongoing search for solutions.

Learning with the simulator is ideal because it can
be used to illustrate, for example, inventory modeling
embedded in practice. In traditional problems (at the
end of textbook chapters), one paragraph describes the
problem, which is basically a mathematical problem,
and the students simply plug in the numbers and get the
answer. In the simulator, you can actually see (through
the graphs and through the mechanism itself) the im-
pact of changing a parameter on other parameters (such
as changing the order point or order quantity). Other
teaching topics that can be illustrated by the simulator
are: forecasting, master production scheduling, MRP,
bill of material, rough cut capacity planning, purchas-
ing, and choosing suppliers. In short, you can cover
every topic included in any operational management
course.
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MBE Simulations has also developed and cus-
tomized some virtual worlds for various organiza-
tions, including SAP, Amdocs, Kodak, Motorola, Bank
Leomi, Biosense (Johnson and Johnson), Lucent,
KPMG, Cellcom, Tnuva, Israel Military Industries, and
Orbotech.

73.2.2 L’Oreal e-Strat

L’Oreal e-Strat, the second example, is the biggest on-
line game used by universities and corporations. During
6 months (= six decision rounds), which corresponds to
3 years in real time, students in teams of three assume
the responsibilities of the chief executive office (CEO)
in a virtual cosmetics company. In order to achieve the
highest share price index, teams have to make decisions
about pricing, production volumes and capacity, logis-
tics, research and development, marketing, advertising,
and brand positioning after analyzing data and charts of
competitors and the market situation.

The students have to analyze a periodical report
after every round which contains information about rev-
enues, gains and losses, production quantity, capacity
utilization, market research studies, competitors, brand
perceptions, and benchmarking with other competitors.
Based on the information in the report, the students
have to make decisions in the following areas of the
company’s value chain: research and development, pro-
duction planning, brand management, distribution, and
corporate social responsibility. The decisions that the
students can make are limited by a budget, which is
determined by the performance of the last round.

Each area has its own additional, area-specific deci-
sions:

Research and development decisions have an im-
pact on customer satisfaction as well as on customer
demand.

In the production planning section, by changing
policies in terms of pricing, advertising, distribution or
even research and development, it is likely that demand
for certain products will vary strongly over time. High
prices for products or low prices for competing prod-
ucts normally lead to a decrease in demand. In order to
satisfy the demand of all customers and in order not to
produce products to stock, the management has to fore-
cast market demand and include it into the production
planning. If students assume too low a level of produc-
tion capacity, demand will not be met, which will have
a negative impact on the revenues of the company and
negatively affect the share price index (SPI).

In the e-Strat world, there are four distribution chan-
nels. Management has to allocate distribution and trade
marketing budget to each retail channel depending on
the shopping habits of the target group.

Among other considerations, the e-Strat structure
includes corporate social responsibility. Management
can decide if the company wants to invest in CSR
activities (e.g., water reduction, career tracking, and
kindergartens for employees). These investments will
lead to better company reputation and can have a posi-
tive impact on the SPI.

E-Strat is a complex business simulation that cov-
ers all areas of a company’s value chain. The game is
based on decision rounds that have to be submitted to
a central server that evaluates the results. However, al-
though the simulation claims to show all responsibilities
of the CEO, there seems to be an emphasis on strategy,
marketing, and finance and less on operations.

73.3 Guidelines and Techniques for Serious Games

73.3.1 The Serious Game Solution
for e-Learning Characteristics

A serious game realm dictates a close to reality replica-
tion of a reduced size business that needs to be managed
by the trainee. The nature of learning business by doing
provides a unique characteristic of this virtual world.
The MERP and e-Strat solutions described above repre-
sent different approaches to serious games.

The comparison in Table 73.3 lists and explains the
differences between the two different types of serious
games: MERP and strategic business games such as
e-Strat.

MERP and e-Strat address Gee’s [73.22] five con-
ditions for learning through experience in the following
way.

73.3.2 The Virtual World
for Learning by Doing Characteristics

The main attribute of a serious game for teaching
business acumen is its holistic world view aimed at pro-
viding the learning by doing nature of gaming. As such,
the program should be able to simulate complex man-
agement situations that call for decision-making based
on detailed and transparent analysis of the situation at
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Table 73.3 MERP versus strategic business games such as e-Strat

Comparison criteria Dynamic management workshop
(MBE Simulations)

Business games (strategic or finance)

Decision type Realistic, daily-based events that affect the
organization’s results

Strategic (investments, penentration of
a new market, etc.)

Decision making Dynamic decision making. Choosing when
and which decision to make in parallel with
the evolving KPI status

Mandatory periodical set of decisions
(i. e., quarterly)

Competitive nature Teams are competing based on actual bench-
mark results. Scenarios are stochastic, reflect-
ing turbulent daily business life

Direct competition based on profit or
share price index reflected. The dynamic
is limited to competition cycles only.

Learning effectiveness Reinforced learning: Repeated runs of the
same organization

The game runs once, cannot be repeated

Learning scope Aimed at improving the learner’s effective
strategy execution abilities. Managerial and
business insights built upon tactical daily ex-
perience gained: Cause and effect, system
thinking, and accepting and dealing with un-
certainty

Focusing on strategic learning

hand. Such a program should incorporate the following
approaches to learning and education:

• A pool of live dynamic case studies. These are
descriptions and scenarios which depict certain
management situations which often occur in real
life; for example, in the simulated world of MERP
and e-Strat, the trainees are given detailed data
on the virtual manufacturing organization includ-
ing: income statement, descriptions and details
of the products and their market segmentation,
details of the operational system, characteristics
of the raw-material suppliers, cash and credit
lines available, and various policies and ad hoc
decision-making capabilities. A wide variety of or-
ganizational settings in marketing, operational, and
finance can be described by different scenarios;
for example, a scenario’s cover story may read like
this: the company appears to be well managed; it
is doing all the right things. The order book is full;
it has good customer relations in that it delivers on
time and is therefore considered to be a reliable
vendor. The company has a good management infor-
mation system which provides detailed and varied
management reports. It has an MRP scheduling and
order system. It has reliable raw material suppliers.
It has the most modern and reliable machinery in
its operations division. It has everything, and is do-

ing everything, that a good manufacturing business
should be doing. However, it is losing money.• It should cover a virtual-world presentation of the
entire company and its environment. When the
trainee starts the simulated dynamic case study, the
trainee should be able to watch his/her strategies
unfold. The important point to note with this type
of management simulation is that the trainee is in
control and can set the rules, i. e., he/she can deter-
mine product prices, lead-time commitments made
to customers, operational policies, inventory levels,
suppliers to buy from, and so forth. In fact, ev-
erything that the trainee would normally plan and
control in his own business is available for planning
and control in the simulation.• It should be equipped with modern information
technology (IT) managerial solutions. As today’s
turbulent businesses are relying heavily on advanced
integrated information systems, the trainee should
be able to use such enablers in his/her practice. This
need dictates a presentation of an integrated infor-
mation system as well as a set of key performance
indicators (KPIs) for each department of the orga-
nization. An example of such a KPI presentation is
shown in Fig. 73.1. These IT enabler tools present
dynamic changes in the company’s situation, and
trainees should respond to these changes by execut-
ing effective strategies.
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Table 73.4 Five conditions for learning through experiences

MERP e-Strat

Each MERP scenario is structured around very spe-
cific goals. Some of these goals serve as order
qualifiers (a certain level must be reached but going
beyond the required level does not provide extra value)
and some as order winners (the more, the better).

The game is structured around one goal: winning the
contest, mainly by maximizing share price index.

In workshops and lectures, the simulation runs are in-
terpreted and the lessons learned extracted.

In between the various cycles, the results of the previ-
ous round are interpreted.

Throughout each scenario, learners can rely on a wide
range of key performance indicators (KPIs) to help
them recognize and evaluate their errors.

Throughout each cycle run, learners can rely on
a wide range of management reports to help them
recognize and evaluate their errors.

This game is aimed at improving learners’ effec-
tive execution rather than strategic decision making.
Therefore, the learners have a practically unlimited
number of runs in each scenario to apply and reapply
their previous experiences.

Focusing on strategic learning, the learners have six
decision rounds which correspond to 3 years in real
time. The learning is gained upon the progress of their
results impacted by competitors’ decisions and not
only on their own effective execution.

While the simulation is run individually, the learners
are assigned to groups where the members’ experi-
ences can be shared. Also, independently of group
membership, the results of all individual runs are
displayed in a Top 100 list that provides further moti-
vation and feedback.

Learners are grouped into teams of three. The teams
have to decide on pricing, production volume and
capacity, logistics, research and development, market-
ing, advertising, and brand positioning after analyzing
charts on competitors and the market situation in order
to gain the highest share price index.

• The decision-making nature of such a solution
should mimic that of real life. At any given point
in time, a large number of potential decisions are
available to the trainee and the challenge is to de-
cide not only on the decision to make but also on
the timing of the decision (that is, when to make
a decision). This feature distinguishes MERP from
traditional business games.• It should reflect a complex integrative and dynamic
environment: This realism is enhanced by the pro-
gram’s ability to introduce contingencies, such as
the uncertainty of the market, variations in the sup-
ply chain, maintenance downtime, and machinery
and plant breakdowns, to mention but a few. The
impact of these contingencies is coupled with the
impact of the strategic decisions already taken, and
integrated with the results to date, in exactly the
same way as in real life.• The program should describe a generic view of
a managed environment. In order to support real
insightful learning, a serious game should provide
a virtual-world description different from informa-
tion system solutions readily available from vendors

(i. e., packages from SAP, Oracle, etc.). This will
lead the trainee into the content path of learning
rather than focusing on is it real? type questions.

73.3.3 Supporting the Learning
by Doing Characteristics

Serious games for education/training should enable
learning by doing. This need dictates the following
main characteristics:

• The role of the manager should be realistic. In
the assignment, the trainee should take the role of
a manager who has been called in to take over
a bankrupt company. He has lots of historical data
which can be used to develop strategic plans for
improving the situation, as well as to introduce
tactical and operational control mechanisms. The
game should provide all decisions and presentations
needed for carrying out the strategy developed.• It should be fully interactive and integrative. The
trainee should be able to stop the simulation when-
ever he/she feels the need to review the situation and
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think. The trainee should be able to change the poli-
cies, rules or decisions at any time and watch the
effect. The program also allows the trainee to se-
lect and simulate a number of special activities, such
as expediting and order consolidation. The game
should describe a whole set of cause and effect
chains for each decision made, allowing the trainee
to explore and learn about the interrelations between
decisions and their outcomes as well as about their
impact on other business entities.• Ease of learning. The game should lead the trainee
along a short, relatively simple, path. Learning
should be about content rather than about the
mechanics of managing the simulation (as often
happens with traditional games).• It should reinforce learning. The solution should al-
low the trainee to repeat the same scenario again and
again, trying a different decision path every time.
In other words, this sensitivity analysis allows the
trainee to learn from his/her own experience.• Putting into practice things learned. The game
should guide and steer trainees in the right direc-
tions needed for gaining real experience and making
them learn through these experiences.• Simulate events that are close to reality. The game
should describe events in business and manage-
ment that are affected by uncertainties; for example,
product cost, product price, inventory level, and
product demand by customers are all events that
are dynamically and randomly changed in the back-

ground during simulation sessions. Consequently,
these events cause varied and sometimes unex-
pected situations to which each trainee must react.• Provide monitoring and evaluating. The game
should track trainee decisions and operating per-
formance as well as evaluate the decisions taken.
MERP, for example, monitors and displays the
decisions made by trainees. The consequences of
these decisions (e.g., cash flow, inventory levels,
and service levels) are continuously shown to group
members (running the same assignment), making
learning a shared experience. Additionally, a game
should provide ways to test the quality of the
trainee’s decisions and their effectiveness.• Team learning and collaboration. The game should
provide built-in platforms for chat and team com-
munication in a networked environment where
trainees can interactively communicate with each
other to share opinions and experiences about de-
tails and aspects of the simulator program in general
or about the specific program scenarios.• Learning from the previous experience. The game
should allow saving of simulation sessions as run
files. These run files should show the history of the
simulation sessions and should be replayed later by
the trainee and by professor. Session history exe-
cutable files contain all decisions, whether simulator
and/or trainee generated, exactly as in the originally
run simulation session, for trainees to review and
analyze separately.

73.4 Emerging Trends, Open Challenges

A significant trend in learning is the paradigm shift in
the role of trainee (Iverson, in [73.2]), from passive
to accountable active participation. Serious games offer
a solution to support this trend.

Unlike traditional business learning approaches, like
business games based on one size fits all solutions, there
is a need for tangible, content-specific business edu-
cation for motivated and engaged trainees. This need
calls for more content about the various business skill
areas and about industry-specific needs. Michael and
Chen [73.2] listed the required skills as follows: peo-
ple skills, job-specific skills, organization skills (that
is, how to utilize resources effectively, collaborate,
and focus on results, etc.), communication skills, and
strategy skills aimed at effective execution of strategy
needs.

Over time the generational structure of management
will change; the younger generation is becoming more
and more game-oriented. This new gamer generation is
more accustomed to calculated risk taking and needs
more challenging learning solutions (Beck and Wade,
in [73.2]).

Veen and Vrakking [73.23] argued that schools
of the future will have longer sessions (4 h periods)
and interdisciplinary themes rather than subject-specific
content. This trend in management learning will present
a challenge to provide more collaboration-based seri-
ous games that reflect and mimic the holistic realm of
a learning subject, and teachers should also be prepared
for this new environment [73.24]. Freitas [73.25] wrote
that training and education, both physically and con-
ceptually, will shift to new opportunities beyond the
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traditional classroom. Diverse communities with differ-
ent needs and cultures will present a new challenge for
serious games, learners and educators as well [73.26].

The last challenge in serious game learning is
the need to assess learning outcomes. Serious games
should be able to show that learning has occurred

and the extent to which the learning objectives have
been achieved [73.2]. This will elevate the character-
istics of the learning game to be directed implicitly
and explicitly toward learning goals. It will also re-
quire the development of assessment tools for serious
games.

73.5 Additional Reading

• D. Cheek, H. Kelly: Designing an online vir-
tual world for learning and training, Fifth IEEE
Int. Conf. Wirel. Mob. Ubiquitous Technol. Educ.
(2008) pp. 208–209• T. Connolly, M. Stansfield: Games-based e-
Learning: Implications and challenges for higher

education. In: Social Implications and Challenges
of e-Business, ed. by F. Li (IGI Global, Hershey
2007)• B. Sawyer, P. Smith: Serious games taxonomy, The
Serious Games Summit at the Game Developers
Conference, San Francisco (2008)
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Automation i74. Automation in Sports and Entertainment

Peter Kopacek

A service robot has to be intelligent, mobile, and
able to cooperate with other robots and devices.
We are on the way towards multirobot systems
in which several robots, called multiagent sys-
tems (MAS), will act in a cooperative way together
a common task. One of the newest application ar-
eas of service robots and especially MAS is the field
of entertainment, leisure, and hobby. People have
more free time, and modern information technolo-
gies lead to loneliness of humans (teleworking,
telebanking, teleshopping, etc.). Entertainment
robots are expected to be one of the real frontiers
of the next decade.

In this chapter a short description of such
robots will be given, including some application
examples. Due to the broad range of possible
applications of robots in entertainment, leisure,
and hobby, the following classification has been
made in order to give this contribution a basic
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structure: robot construction sets, sports assistants,
promotion and public relations, robots in the en-
tertainment industry, personal robots, humanoid
robots, and competition robots.

As an example, robot soccer competitions will
be described in more detail. Finally an outlook on
future development trends will be given.

There are three starting points for the development of
intelligent robots (Fig. 74.1):

• Conventional stationary robots• Autonomous guided vehicles (AGVs)• Walking machines.

Stationary industrial robots equipped with external sen-
sors are used today, e.g., for assembly and disassembly
operations, fueling of cars, etc. and were the first intel-
ligent robots.

Mobile platforms with external sensors (AGVs)
have been commercially available for some years and
cover a broad application field. Mobile platforms are the
real roots of service robots.

Walking machines or mechanisms have been well
known for some decades. Usually they have four to six
legs (multiped) and only in some cases two legs (biped)
– from the viewpoint of control engineering walking on

two legs is a very complex (nonlinear) stability problem.
Biped walking machines equipped with external sensors
are the basis for humanoid robots. Some prototypes of
such robots are available today.

To give an idea about further developments,
Fig. 74.1 shows possible development trends in robotics.
We are now on the way from unintelligent industrial
robots via intelligent industrial robots to intelligent mo-
bile – including humanoid – robots to third-generation
advanced robots able to interact and work symbiotically
with us.

Robots in the 21st century will be used in all areas
of modern life. The major challenges are:

• To develop robotic systems that can sense and inter-
act usefully with humans• To design robotic systems able to perform complex
tasks with a high degree of autonomy.
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Fig. 74.1 From industrial to service robots (after [74.1])

In the same way that mobile phones and laptops
have changed our daily lives, robots are poised to be-
come a part of our everyday life. The robot systems of
the next decades will thus be human assistants, help-
ing people do what they want to do in a natural ad
intuitive manner. These assistants will include: robot co-
workers in the workplace, robot assistants for service
professionals, robot companions in the home, robot ser-
vants and playmates, and robot agents for security and
space.

First generation

Industrial robot Personal robot

1960

Second generation

2000

Third generation

2010

• Manufacturing
 & automation
• Robust, fast, precise

• Edutainment,
 welfare, etc.
• Intelligence, human–
 robot interaction (HRI),
 mobility

Ubiquitous robot
• U-services
• Networked, calm,
 seamless,
 context-aware

Fig. 74.2 Development trends in robotics [74.2]

The role of these robots of the future could be
improved by embedding them into emerging infor-
mation technology (IT) environments characterized by
a growing spread of ubiquitous computing and commu-
nications and of ad hoc networks of sensors forming
what has been termed ambient intelligence.

Currently available robots are far from this vision
of the third generation, being able to understand their
environments, their goals, and their own capabilities or
to learn from their own experiences.
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74.1 Robots in Entertainment, Leisure, and Hobby

One of the newest application areas of service robots is
in the field of entertainment, leisure, and hobby, because
people have more free time, and modern information
technologies lead to loneliness of humans (teleworking,
telebanking, teleshopping, etc.). We need robots to as-
sist, support, and join humans. The field of robots in
entertainment, leisure, and hobby was therefore born.
The roots of such robots go back more than 20 years
ago [74.3, 4]. These robots are usually mobile, intel-
ligent, and cooperative. The idea of making modern
automation transparent for a broader public goes back to
the middle of the 19th century. One tool for this is play-
ing with automation. First examples were in the field of
process automation, e.g., two- and three-tank systems,
model railways, model racing cars, etc. At the end of
the 19th century and the beginning of the 20th century
robots started to attract a broader public. One of the rea-
sons for this is humans’ long-time dream of having an
intelligent machine looking and acting like us. There-
fore robots are currently and will be also in the future
high-tech toys for playing with automation.

In the past construction sets for stationary, indus-
trial robots served for playing with robots. These model
robots were a popular gift not only for children. Ap-
proximately 30 years ago the first construction kits for
mobile and also humanoid robots appeared on the mar-
ket. Currently and also in the future the development of
entertainment robots is closely connected to the devel-
opment of real, mobile, intelligent, especially humanoid
robots. Most of the advanced theories implemented in
these real robots are and will be the basis for enter-
tainment and play robots. The main problem can be
summarized under the headline cost-oriented automa-
tion (COA). These robots must be available on the
market for a reasonable selling price.

74.1.1 Definitions

First it is certainly important to take a brief look at dif-
ferent definitions of the terms entertainment, leisure,
and hobby. Their meanings often overlap, but neverthe-
less they all mean something different.

Entertainment
This can be defined as: the act or profession of en-
tertaining, i. e., to amuse and interest, especially by
public performance and keeping the attention of peo-
ple watching or listening [74.5]; the act of entertaining,
or something diverting or engaging as a public perfor-

mance, e.g., a (usually light) comic or an adventure
novel [74.6].

Leisure
This can be defined as: time when one is free from work
or duties of any kind; free time [74.5]; freedom provided
by the cessation of activities; especially time free from
work or duties [74.6].

Hobby
This can be defined as: an activity which one enjoys
doing in one’s free time [74.5]; a pursuit outside one’s
regular occupation, engaged in especially for relax-
ation [74.6].

74.1.2 Categories

Due to the broad range of possible applications of robots
in entertainment, leisure, and hobby, the following clas-
sification [74.3] has been made in order to give this
chapter its basic structure:

• Robot construction sets• Sports assistants• Robots for promotion and public relations• Robots in entertainment industry• Personal robots• Humanoid robots• Competition robots.

74.1.3 Examples

In the following some classical examples, because of
the rapid development in this field, are presented and
shortly discussed.

Robot Construction Sets
These construction sets often stem from conventional
technical construction sets that have been upgraded
using sensor and microcontroller technology, paired
with computer interfaces to allow the user to run
self-programmed software. They are mainly for com-
puter enthusiasts for testing own-developed software on
a cheap hardware.

There are two main types of construction kits
available:

• Sets where it is possible to construct various robots• Sets where only one robot can be constructed
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Within these main categories it is also possible to
choose from a wide variety of different kits; prices range
from under US$ 100 to several hundred US dollars.

The well-known system in the first category is Lego
Mindstorms [74.7]. Based on the products of this com-
pany, the construction set allows a great variety of
possible assemblies due to its modular structure. The
only limit is the fantasy of the constructor. The sys-
tem consists is of a specially developed microcomputer
(the heart of Lego Mindstorms), software, 717 elements
(bricks, connectors, wheels, and gears), 2 motors, 2
touch sensors, 1 light sensor, and an infrared transmitter
for sending programs to the robots.

Mobile Robots is a construction set for sensor-
guided robots. The included robot–personal computer
(PC) interface allows one to write ones own command
routines on the computer and load them into the robot’s
memory. So the robot can act independently and without
any attached cables. Possible constructions are capable
of detecting edges and stopping before falling down,
are aware of obstacles, and can follow light sources or
track plotted lines. As it is a totally flexible system, own
creations are possible and appreciated.

Representatives of the second category are robots
from a company offering a wide variety of construc-
tion kits, but all of them designed for building one
robot only. Various models of robotic arms, bipeds,
quadrapods, hexapods, polypods, carpet rovers, four-
wheel-drive (4-WD) rovers, and sumo robots are
available.

Sports Assistants
The robots introduced into this field are systems well
equipped with high-tech sensors that assist humans in
their favorite sport by performing routine tasks usually
annoying such as collecting tennis balls or carrying golf
clubs.

Tennis Ball Collector: Jeeves. Developed by a free-
lance designer in cooperation with a university, this
robot collects tennis balls by driving towards them when
detected by the onboard charge-coupled device (CCD)
camera, and bringing them into a basket in the rear us-
ing a rotating brush. Ultrasound distance sensors avoid
collisions with obstacles on the court while the robot
generates a map of the environment based on its sen-
sor data and stores this information for further use,
thus enabling Jeeves to sweep an already known court
effectively. Path planning is done by a sophisticated
computer system running on an off-board workstation
that is connected via a radio link.

Golf Caddy: InteleCaddy. This robot replaces a hu-
man caddy in a mass sport application where many
golfers are not willing to pay for a caddy, currently
being installed at golf courses all over the world. The
InteleCaddy is a computer-controlled, electrically pow-
ered golf caddie robot that navigates around the golf
course with its telecommunication skills and sensors,
being connected to the golfer via a small pager-sized
coded transmitter. The robot features a digital aerial
map of the golf course and is programmed to stay within
preset boundaries, thus following the golfer with the
bags using geographical positioning system (GPS) and
ultrasound sensors for navigation and obstacle avoid-
ance. As a bonus, the computer also supplies the golfer
with useful information on the course such as exact dis-
tance to predefined positions (greens, bunkers, and tees)
on the map.

Robots for Promotion and Public Relations
Robots for promotion and public relations can be di-
vided into the categories of tour guide robots and
performance robots, hence having very different tasks.

Tour guide robots give information to people while
interacting with them, thus attracting and entertaining
prospective visitors as well. Performance robots are for
performances in public places or at events, mostly with
robot systems rented by specialized companies.

Tour Guide Robots. A tour guide robot has to be able to
move around autonomously in the environment. It has to
acquire the attention of visitors and interact with them
efficiently in order to fulfil its main goal: give the vis-
itors a predefined tour. These robots were designed to
conduct guided tours in public places such as museums

Fig. 74.3 Museum tour guide Minerva
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Fig. 74.4 Museum tour guide Twiddling, Inciting, Instruc-
tive

while managing autonomous sensor-based navigation
as well as avoidance of collisions in a densely populated
area of unpredictable moving visitors.

The tasks of a tour guide robot are:

• Traveling from one exhibit to the next during the
course of the tour• Attracting visitors to participate in a new tour be-
tween tours• Engaging people’s interest and maintaining their at-
tention while describing a specific exhibit.

Furthermore, they are equipped with social interac-
tion features, which range from rather simple voice
output (RHINO) [74.10] to a combination of voice, fa-
cial expressions, and a model to express feelings as
well (Minerva), giving the robot a human touch. The
navigation system of both units is based on real-time
processing of sensor data to generate a map of the
environment.

Minerva [74.11] was developed in 1998 by Carnegie
Mellon University and the University of Bonn and
is working in the Smithsonian’s National Museum of
American History, USA.

These robots, developed by Fraunhofer IPA,
Stuttgart, have been in use in the Museum für Kommu-
nikation in Berlin, Germany since 2000.

Performance Robots. The main task of performance
robots is to entertain people, often using low-tech ap-
plications with a few sensors, limited computing power,
and no capabilities to act autonomously. Systems such
as Robosaurus or Boxerjocks can be rented for large
public events to attract visitors and thus increase the
revenue of the renter.

Fig. 74.5 Megasaurus [74.8]

Due to the existence of a large number of companies
renting or distributing performance robots, just a few
applications have been included in order to give a short
survey of how broad the range of entertainment robots
or animatronic systems is in this field.

Megasaurus and Transaurus are modeled after
a Tyrannosaurus rex and have hydraulically activated
arms, grasping claws, and jaws, as well as flame throw-
ers set up in the head to give the effect of breathing
fire from the mouth. They both fold up into a ve-
hicle based on a tank and when the robots perform
they initially appear as a box on tracks decorated as
either a military vehicle (Megasaurus) or a dinosaur
(Transaurus). Each robot is roughly 30 feet tall at maxi-
mum extension. They are used primarily to destroy cars
by eating them (ripping them apart with the claws and
jaws) at motor sport events, especially monster truck
competitions.

Fig. 74.6 Transaurus [74.9]
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Fig. 74.7 Boxer Jack [74.12]

Boxer Jacks Robotic Boxing is an animatronics sys-
tem that serves as an attraction in amusement parks
or other places where large crowds of people can be
found, such as shopping centers. The application system

Fig. 74.8 Jekyll and Hyde animatronic (courtesy of Life
Formations [74.12])

is fairly straightforward: Two of these robots are located
within a certain area where they can move around freely.
Each of the systems is controlled by a human, who tries
to punch the other’s robot. Technical features include:

• Construction – Tubular steel network with a rigid
steel mesh surrounding the rider’s upper body, pro-
viding ample safety and visibility• Drive – Dependable Honda gasoline engine pow-
ers the hydropneumatic system for mobility and arm
punching articulations• Body – Hand-laid fiberglass with choice of color
scheme; quality urethane enamel finishes used• Seating – Designed so that riders aged 8 years
through to adults can operate a Boxerjack easily• Impact areas – Use of heavy rubber on all contact
areas, bumper, gloves, and arms cushion all shock
loadings during the match• Electrical – 12 V direct-current (DC) battery system
use for arm switching, scoreboard, and head horn.

Robots in the Entertainment Industry
Robot applications in the film industry are often spec-
tacular because of their custom-made special features.
In this chapter robots as performing artists, can be found
as well.

Film Industry. Starting with Metropolis in 1926, deal-
ing with a futuristic city and its mechanized society with
humans being replaced by a robot, through The Day
the Earth Stood Still (1951), Lost in Space (1965) to
A Space Odyssey, robots have frequently been used in
films.

One of the most recent examples in movies is I-
robot; although not based on the the book written by
Asimov, it was based on the concepts proposed therein,
such as the three laws of robotic behavior. It presents
a future where robots do all manual labor. One robot
is programmed and trained to understand human emo-
tions, and commits murder due to a promise and out
of love. The robots take over as they get deeper under-
standing of the three laws – mankind is destroying itself
and has to be protected from self-destruction.

As the entertainment industry was one of the first
fields to use service robots, there is a huge variety of ap-
plications in theme parks and especially movies, where
robotic and animatronic creatures are often combined
with animated computer graphics to realize spectacular
special effects (Figs. 74.8–74.10).

Another field of robotic applications is in the per-
forming arts, where robots can be found rather seldom,
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but therefore in mostly amazing performances that
partly have a scientific background as well.

Robotic Snake in Anaconda. This lifelike replica
of the giant Anaconda is a high-tensile-steel robot
structure, consisting of individually controlled artifi-
cial vertebrae that are driven by hydraulic cylinders.
The system is controlled by more than 70 coupled
microprocessors with a special control concept that
allows the underlying hydraulic system to perform
the necessary quick movements of the heavy struc-
ture.

Robots in Jurassic Park. The robotic system incorporat-
ing the Tyrannosaurus, the largest one ever built for use
in a movie, is a fiberglass frame construction covered by
clay and afterwards coated with a specially painted latex
skin. As the robot measured 9 m high and weighed 10 t,
it had to be supported by a massive foundation usually
used for flight simulators.

Other less spectacular systems such as the replica of
a Triceratops, featuring remotely controlled motors and

Fig. 74.9 Lincoln library (Springfield, IL) animatronics
(courtesy of Life Formations)

a mechanism to imitate breathing movements, were also
used in the movie.

Robots as Performing Artists. The robot band in-
troduced here is a pretty low-tech application for
entertainment purposes that plays digital music from
a computer disk while the animated robotic figures pre-
tend to move to the sound and play their instruments.

Although the Ullanta Performance Robots seem at
first sight to exist solely for entertainment, these fully
autonomous robots are used for research in cooperative
robot group behavior and multiagent systems as well,
both employed in a dynamic environment. These robots
are, within certain boundaries, allowed to interpret the
script based on their own software.

Personal Robots
Pet Robot: Furby. Being the ancestor of all pet robots,
this popular animatronic pet is equipped with a com-
puter chip, various sensors, and a small motor. It
responds to its environment in Furbish, a nonsense lan-

Fig. 74.10 Rolling Hills, Kansas Museum animatronics
(courtesy of Life Formations)
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guage, and is able to communicate with other Furbies
via infrared signals.

Personal Robot: R100. This prototype mobile personal
robot uses a completely new voice-controlled approach,
thus providing a more natural, buttonless interface in
order to become a real family member.

With its visual and voice recognition technology and
Internet connectivity, it can be used as a voice mes-
sage or home security system (besides its function as
a personal companion).

Catrobot: Tama. Featuring speech output and recogni-
tion, this kitten-like pet robot serves as a companion and
information source for senior citizens, while being re-
motely accessible by health or social workers who thus
can take care of the elderly without too much intrusion
into their privacy.

Robodog: i-Cybie. Described as “a watered-down
version of AIBO with almost the same functions with-
out the finesse” in the press, this infrared-controllable
robot dog indeed features many of AIBO’s functions
at a technically lower level but for a fraction of the
price.

Robodog: AIBO. AIBO is an abbreviation for artificial
intelligence robot. Because of its reduced instruction
set computer (RISC)-processor-powered high-tech sys-
tem including numerous sensors, a color camera, and
18 motors to move its extremities it is the first enter-
tainment robot that can think, feel, and act by itself. It
can walk and play, sit, and stretch like dogs and cats.
AIBO’s brain contains an emotion model to handle feel-
ings and an instinct model to handle drives. The emotion
model covers six feelings: happiness, sadness, anger,
surprise, fear, and dislike. The instinct model has four
components: love, search, movement, and hunger.

Pet Robot: My Real Baby. This interactive, animated
doll features instant, sophisticated, and interactive
emotion-like responses and is able to simulate a mat-
uration and speech development process.

Humanoid Robots
Entertainment robots are expected to be one of the real
frontiers of the next decade. According to latest esti-
mations millions of such robots will be in use in the
coming years. The newest developments are friendly
robots for humans; for example, elderly people need lis-
tening and talking friends. We now have dogs, cats, and

human-like robots available for reasonable prices, but
not really humanoid robots walking on two legs [74.13].
First examples are described below.

Since 1986 the Japanese Company Honda has devel-
oped humanoid robots, P2, P3, and ASIMO (advanced
step in innovation mobility). The basic idea is to inte-
grate intelligence and moving capability into a robot
for trivial tasks. Over the years the robot has become
smaller (from 160 cm for P3 to 120 cm for ASIMO) and
lighter (from 130 kg of P3 to 43 kg of ASIMO). The
newest development is ASIMO. It can move at up to
1.6 km/h and has 26 degrees of freedom (DOFs). This
kind of robot can easily be used in home as wheel-
driven robots, because of their ability to move over an
uneven surface such as stairs.

Therefore service robots will become a real partner
of humans in the near future. One dream of the scientists
is the personal robot. In 5, 10 or 15 years everybody
should have at least one such robot. Because the term
personal robot is derived from personal computer the
prices should be equal. Some new ideas in automation,
especially in robotics, are realized very quickly while
others disappear.

Honda is trying to build the ASIMO robot to be
a partner for people. So far it is merely a study about
how to imitate humans’ movements and make it able
to help people somehow. It is 120 cm high, which is
enough to reach most gadgets designed for humans. The
latest model, introduced in December 2004, can even
run at 3 km/h like a human.

QRIO is Sony’s [74.14] next step after the robodog
AIBO in entertainment robots. It’s a bipedal humanoid
robot that is able to:

• Walk on uneven and sloppy surfaces• Run• Jump• Perceive depth through its two CCD cameras• Create a three-dimensional (3-D) map of its sur-
roundings• Recognize people from their faces and voices• Learn• Connect to the Internet via a wireless home network• Download and read information it thinks you’re in-
terested in• Sing• Dance• Survive a fall unscathed and get back up again by
itself.

In order for QRIO (Fig. 74.11) to walk and dance
so skillfully, an actuator was needed with the ability to

Part
G

7
4
.1



Automation in Sports and Entertainment 74.1 Robots in Entertainment, Leisure, and Hobby 1321

produce varying levels of torque at varying RPM speeds
and respond with quickness and agility.

The robot moves with dynamic walking. Static walk-
ing means that the robot keeps its center of gravity
within the zone of stability – when the robot is stand-
ing on one foot, its center of gravity falls within the sole
of that foot, and when it is standing on two feet it falls
within a multisided shape created by those two feet –
causing it to walk relatively slowly. In dynamic walking,
on the other hand, the center of gravity is not limited to
the zone of stability – in fact it often moves outside of it
as the robot walks. People move using dynamic walking.

If pushed by someone, QRIO will take a step in the
direction in which it was pushed to keep from falling
over. When it determines that its actions will not prevent
a fall, it instinctively sticks out its arms and assumes an
impact position. After a fall, it turns itself face up, and
recovers from a variety of positions. It is equipped with
a camera and the ability to analyze the images it sees.
It detects faces and identifies who they are. Moreover
QRIO can determine who is speaking by analyzing the
sounds it hears with its built-in microphones.

An example of a reasonable cheap entertainment
robot is the humanoid robot of Robonova [74.15]. This
robot offers educators, students, and robotic hobbyists
a complete robot package. It is a fully customizable
and programmable aluminum robot (Fig. 74.12). Six-
teen digital servos and joints give complete control of

Fig. 74.11 QRIO

torque, speed, and position. The programming software
is simple, so advanced knowledge of programming is
not needed. It can walk, run, do flips, cartwheels, and
dance. The robot is available as a kit – assembly time
approximately 8 h – or preassembled, ready to walk
robot. In addition to the typical robot talent of walking
until it senses a wall using ultrasound, Robonova can
be instructed to do cartwheels, take a bow, and even do
one-handed pushups.

The simplest way for programming is with the
catch-and-play function. With RoboScript or RoboBa-
sic the robot is moved to any position and by mouse
click that position is captured. The software then links
these captured positions and, once activated, smoothly
transitions the robot’s movements through these pro-
grammed positions.

For beginners in robot programming two software
packages are available. With these the users can create
operational subroutines without knowing any program-
ming language at all. The computer screen displays
sliders for every individual servo (joint). Moving the
sliders changes the position of the servos. Simple
movements can then be assembled to produce com-
plex movements simply by clicking the mouse. These
movements can then be called up on a graphical user
interface.

For more advanced users a programming tool based
on the Basic programming language is available. This
enables the users to create complex applications de-

Fig. 74.12 Robonova
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signed to accomplish their own individual tasks. The
independent development environment includes an ed-
itor and compiler. Commands for synchronous servo
movements, servo point-to-point movements, and servo
motion feedback are also available. The robot can be
extended with several accessory modules and items:
additional servos and brackets, gyros, acceleration
sensors, speech functions, remote control (RC) acces-
sories, and more can also be added as they become
available.

The RoboSapien (Fig. 74.13a) is a toy-like ro-
bot [74.16] preprogrammed with moves, which can also
be controlled by an infrared remote control included
with the toy, or by either a personal computer equipped
with an infrared transmitter, or an infrared-transmitter-
equipped personal digital assistant (PDA). The toy is
capable of walking motion without recourse to wheels
within its feet. It is also able to grasp objects with ei-
ther of its hands, and is also able to throw grasped
objects with mild force. It has a small loudspeaker unit,
which can broadcast several different vocalizations, all
of which appear to be recordings of a human male pre-
tending to be a great ape, such as a gorilla.

The toy’s remote control unit (Fig. 74.13b) has a to-
tal of 21 different buttons. With the help of two shift
buttons, a total of 67 different robot-executable com-
mands are accessible.

The remote controller is equipped with a basic
level of programmability. Users can string together

a) b)

Fig. 74.13 (a) RoboSapien, (b) remote control

Fig. 74.14 RoboSapien V2

movement commands to form what the toy’s manual
describes as either macros or mini-programs, but which
are more correctly described as robotic instructions sets.
It is also possible to produce a sensor-keyed instruction
set.

The original robot was developed in the year 2000
and was a brilliant achievement of breakthrough design.
It could walk, grasp, and respond – in human-like ways.
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Fig. 74.15 RS Media

The next generation (Fig. 74.14) was released in 2003
and is nearly twice the size of the original robot. In-
stead of the original caveman grunts the V2 can speak
a reasonably large list of prerecorded phrases. It has in-
frared and basic color recognition sensors, grip sensors
in its hands, touch- or contact-activated hand and foot
sensors, and sonic sensors. For movement the V2 has an
articulated waist, shoulders, and hands, giving it a wide
variety of impressive body animations.

The latest model, the RS Media (Fig. 74.15), which
was released in October 2006, uses basically the same
body as V2, but a different brain based on a Linux
kernel. As the name implies, RS Media’s focus is on
multimedia capabilities, including the ability to record
and playback audio, pictures, and video.

Another example of a reasonable cheap entertain-
ment robot is a 12 inch-high robot that can walk, run,
and do flips, cartwheels, and dance moves, and that,
once programmed, is ready to compete in distinct com-
petitions. This fully articulating humanoid is controlled
by a control board, which can operate up to 24 servos
and 16 accessory modules with 16 digital servos.

Optional devices will eventually include gyros,
acceleration sensors, speech synthesis modules, and op-
erational devices such as Bluetooth controllers and R/C
transmitters and receivers. The operation time with a
five-cell rechargeable battery pack is approximately 1 h.

The main problem with such robots consists in the
preprogrammed movements and that it is not easy to add
some software modules.

Competition Robots
A very popular group of entertainment robots are those
for competitions. A robot competition is an event where
robots have to accomplish a given task. Usually they
have to beat other robots in order to be judged the best.
Most competitions are for schools but, as time goes by,
several professional competitions are arising. There is
a wide variety of competitions [74.17] for robots of var-
ious types. The following examples describe a few of
the higher-profile events.

The idea of a robot competition is not new; they
have been held for several years at, for example, the
Massachusetts Institute of Technology (MIT) in Boston
and Eidgenössische Technische Hochschule (ETH) in
Zurich. Having a robot competition in an academic
curriculum is highly beneficial, as it gives students
open-ended problem spaces, teaches them to work in
groups (of two or three persons), and stimulates creativ-
ity [74.18].

Classical examples are:

• Robot outdoor tournaments• Robot soccer• Ping-pong-playing robots• Robot wrestling• Sumo wrestling robots• Billiard robots.

Table 74.1 gives some examples of robot games.

RoboGames. RoboGames [74.19] (previously ROB-
Olympics) is an annual robot contest held in San
Francisco, California. RoboGames is the world’s largest

Table 74.1 Examples of robot games

Beam robot games/olympics Robofesta official

games

Solarroller High/long jump Robocup

Photovore Legged race Robot grand prix

Aquavore Innovation All Japan sumo

machine tournament

Rope Robot-art All Japan

climbing micromouse

contest

Robot sumo Micromouse

Nanomouse Aerobot compet.
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open robot competition. They invite the best minds
from around the world to compete in over 70 different
events. About two-thirds of the robot events are au-
tonomous, while the remaining one-third are remotely
operated.

The first goal is to bring builders from com-
bat robotics (mechanical engineering), soccer robotics
(computer programming), sumo robotics (sensors), an-
droids (motion control), and art robots (aesthetics)
together for exchange experiences. The second goal is
to offer recognition to engineers from around the world
in varying disciplines with consistent rule sets and low
cost or without contestant fees. There are no prerequi-
sites for contests; the event is open to anyone, regardless
of age or affiliation. Twenty-eight countries competed
with more than 800 robots in 2007.

Competition categories:

• Combat:
– Categories from 1 to 340 lbs (454 g–154.5 kg)
– RC and autonomous

• Robot soccer:
– MiroSot 5:5/11:11 (autonomous)
– Biped soccer 3:3 (R/C)
– AIBO soccer 4:4 (autonomous)

• Autonomous humanoid challenges:
– Basketball
– Weight lifting
– Obstacle run

• Autonomous autos• Sumo• Bot hockey• R/C humanoid competition• Tetsujin (exoskeletons)• Art bots• Junior league (< 18 years old)• Open.

DARPA Grand Challenge. The Defense Advance
Research Projects Agency (DARPA) Grand Chal-
lenge [74.20] is a prize competition for driverless cars,
sponsored by DARPA, the central research organization
of the US Department of Defense. Congress has autho-
rized DARPA to award cash prizes to further DARPA
missions to sponsor revolutionary, high-payoff research
that bridges the gap between fundamental discoveries
and their use for national security.

Fully autonomous vehicles have been an interna-
tional pursuit for many years and the Grand Challenge
was the first long-distance competition for robot cars in

the world; the main goal is to make one-third of cars
autonomous by 2015.

The first competition of the DARPA Grand Chal-
lenge was held in 2004 in the Mojave Desert region of
the USA along a 150 mile to just past the California–
Nevada border in Primm. None of the robot vehi-
cles finished the route. Carnegie Mellon University’s
Red Team traveled the farthest distance, completing
11.78 km (7.36 mile) of the course.

All but one of the 23 finalists in the 2005 race sur-
passed the 11.78 km (7.36 mile) distance completed by
the best vehicle in the 2004 race. Five vehicles success-
fully completed the race.

Vehicles in the 2005 race passed through three nar-
row tunnels and negotiated more than 100 sharp left
and right turns. The race concluded through Beer Bot-
tle Pass, a winding mountain pass with sheer drops on
both sides. Although the 2004 course required more el-
evation gain and some very sharp switchbacks (Daggett
Ridge) were required near the beginning of the route,
the course had far fewer curves and generally wider
roads than the 2005 course.

The third competition of the DARPA Grand Chal-
lenge (2007) was named the Urban Challenge. The
course involved a 96 km (60 mile) urban area course,
to be completed in less than 6 h. Rules included obey-
ing all traffic regulations while negotiating with other
traffic and obstacles and merging into traffic. While the
2004 and 2005 events were more physically challeng-
ing for the vehicles, the robots operated in isolation
and did not encounter other vehicles on the course. The
Urban Challenge required designers to build vehicles
able to obey all traffic laws while they detected and
avoided other robots on the course. This is a particular
challenge for vehicle software, as vehicles must make
intelligent decisions in real time based on the actions of
other vehicles. In contrast to previous autonomous vehi-
cle efforts that focused on structured situations such as
highway driving with little interaction between the vehi-
cles, this competition operated in a more cluttered urban
environment and required the cars to perform sophisti-
cated interactions with each other, such as maintaining
precedence at a four-way stop intersection. Four teams
completed successfully the course.

The cars are usually equipped with laser measure-
ment systems, laser sensors, global positioning systems
(GPS), and cameras. The teams employed a variety of
different software and hardware combinations for in-
terpreting sensor data, planning, and execution. Some
examples included C++ and C# running on Windows
hosts with planning involving Bayesian mathematics;
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and Mac Minis running Linux because it can run on DC
power at relatively low wattage and produce less heat.
Examples of the latter included Mac Minis running on
Windows and an embedded version of Windows XP.

Annual Fire-Fighting Home Robot Contest. The main
challenge of this contest [74.21] is to build an au-
tonomous, computer-controlled robot that can find its
way through an arena that represents a model house,
find a lit candle that represents a fire in the house, and
extinguish the fire in the shortest time. This task simu-
lates the real-world operation of an autonomous robot
performing a fire protection function in a real house.
The goal of the contest is to make a robot that can
operate successfully in the real world, not just in the
laboratory. Such a robot must be able to operate suc-
cessfully where there is uncertainty and imprecision.
Therefore, the dimensions and specifications listed in
the rules are not exactly what will be encountered at the
contest and are provided as general aids. However, the
size limits on robots are absolute and are enforced by
the judges.

Once turned on, the robot must be autonomous, i. e.,
self-controlled without any human intervention. Fire-
fighting robots are to be computer controlled and not
manually controlled devices.

A robot may bump into or touch the walls of the
arena as it travels, but it cannot mark, dislodge or dam-
age the walls in doing so. There will not be a penalty
for touching a wall, but there is a penalty for moving
along the wall while in contact with it. The robot cannot
leave anything behind as it travels through the arena. It
cannot make any marks on the floor of the arena that
aid in navigation as it travels. Any robot that deliber-
ately, in the judges’ opinion, damages the contest arena
(including the walls) will be disqualified. This does not
include any accidental marks or scratches made in mov-
ing around.

The robot must, in the opinion of the judges, have
found the candle before it attempts to put it out; for ex-
ample, the robot cannot just flood the arena structure
with CO2, thereby putting the candle out by accident.

Early competitions include the following:

Robot Golf Open. An example of a robot competition is
the 1996 robot contest called the Robot Golf Open. The
contest arena was a rectangular square of 2 × 2 m, sur-
rounded by a 15 cm high wall. The green was located in
the middle of the arena and was a 7 cm high disc with
a diameter of about 40 cm. Seven golf balls were ran-
domly placed on the arena. It was the task of the robot to

locate the balls, pick them up, and put them in some way
into the hole, with two points being given for each ball.
One point was given if the ball was only placed on the
green. It is emphasized here that the robots performed
the task autonomously, i. e., they made decisions as to
how to control themselves according to the software
running on the onboard computer based on sensory in-
formation. Two robots played golf against each other
for a period of 2 min.

Environmental Control Robot Competition. The lat-
est contest with a vision system, held in the spring of
2001, was called environmental control; the robot task
was to locate three different kinds of garbage in an arena
and bring them to the correct container. The arena was
2 × 2 m and contained containers at one side, three for
each robot. The garbage was either a bottle, a battery or
a pack of newspapers.

Other currently well-known competitions are:

Aerial Robotic Vehicle Competitions. The International
Aerial Robotics Competition [74.22] is the longest run-
ning aerial robotic event, held annually since 1991. This
competition involves fully autonomous flying robots
performing tasks that, at the time posed, are undemon-
strated anywhere worldwide. The competition is open
to universities and has had missions involving ground
object capture and transfer, hazardous waste location
and identification, disaster scene search and rescue,
and remote surveillance of building interiors by fully
autonomous robots launched from 3 km. A series of mi-
cro air vehicle (MAV) events have been sponsored by
various organizations. Typically, these competitions in-
volve capability demonstrations rather than missions,
and may or may not involve full autonomy.

Ground Robotic Vehicle Competitions. In addition to
the DARPA Grand Challenge [74.23] there is also the
Intelligent Ground Vehicle Competition (IGVC) for au-
tonomous ground vehicles. The robots must traverse
outdoor obstacle courses without any human interac-
tion. This is an international student design competition
at university level and has held annual competitions
since 1992.

Underwater Robotic Vehicle Competitions. This is
a spin-off of the International Aerial Robotics Compe-
tition [74.24], and as such, carries through the theme
of full autonomy of operation, albeit in a subsurface
robotic vehicle. This is, since 1997, a collegiate com-
petition.
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International METU Robotics Days. The Middle East
Technical University (METU) Robotics Days [74.25]
are organized in Ankara, Turkey. There are robot com-
petitions from various categories in which original and
creative ideas take their part, while innovation is hon-
ored. Participants are always encouraged to share their
knowledge. International METU Robotics Days, apart
from holding competitions for those who would like
to challenge their skilled robots, also host profession-
als and academics interested in the field of robotics
to come together in lectures and workshop studies
with younger amateurs, giving them the opportunity
to take a closer look at this continuously developing
technology.

IEEE Micromouse competition. In the classical Micro-
mouse competitions [74.26], small robots try to solve
a maze in the fastest time. Micromouse competitions
were held first in Tampere Finland Technical University
around 1983–1985.

Botball Educational Robotics. Botball [74.27] is
a robotics competition for middle- and high-school
students. Organized by the KISS Institute for Practi-
cal Robotics, Botball encourages participants to work
constructively within their team, building basic com-
munication, problem solving, design, and programming
skills. Each team builds one or more (up to four) robots
that will autonomously move scoring objects into scor-
ing positions.

Mobile Autonomous Systems Laboratory Competition.
The Mobile Autonomous Systems Laboratory [74.28] is
one of the few college-level vision-based autonomous
robotics competition in the world. Conducted by and
for MIT undergraduates, this competition requires mul-
tithreaded applications of image processing, robotic
movements, and target ball deposition. The robots are
run with Debian Linux and run on an independent
OrcBoard platform that facilitates sensor-hardware ad-
ditions and recognition.

Wall-Climbing Competitions. There are two world-
wide known events. The Duke Annual Robo-Climb
Competition (DARC) [74.29] in the USA and the
Climbing and Walking Autonomous Robot (CLAWAR)
[74.30] competition in Europe. The task is to create in-
novative wall-climbing robots that can autonomously
ascend vertical surfaces of different materials with ob-
stacles.

AAAI Grand Challenges. The two Association for the
Advancement of Artificial Intelligence (AAAI) Grand
Challenges [74.31] focus on human–robot interac-
tion, with one being a robot attending and delivering
a conference talk, the other being operator-interaction
challenges in rescue robotics.

This is only a selection – there are a lot of other
robot competitions worldwide, mainly dedicated to BSc
students.

As an example, robot soccer will be described in
more detail below.

Robot Soccer
The fascinating idea of using small robot cubicles to
play soccer was born just a decade ago in Korea and
Japan and has since spread all over the world. Yearly
championships are even organized in different coun-
tries. From the scientific point of view, robot soccer is
one of the first applications of a MAS. The players –
robots or agents – have to solve a common task, i. e., to
win the game.

Robot soccer was introduced to develop intelligent
cooperative multirobot (agents) systems (MAS) and to
educate the young generation in these difficult scien-
tific and engineering subjects by playing. From the
scientific viewpoint the soccer robot is an intelligent
autonomous agent which carries out tasks with other
agents in a cooperative, coordinated, and communica-
tive way. Generally robot soccer is a good test bed for
the development of MAS. Furthermore it is also a good
tool for spending leisure time and for education [74.32].

In the future, production systems will become more
complex. Several independently working autonomous
mobile robots are working together, and therefore con-
flict situations in certain areas could appear, e.g., where
several robots gather at an intersection. In order to avoid
conflict situations and delays, and guarantee smooth
movement, robots should have the capability to commu-
nicate and cooperate in order to coordinate their actions.

Soccer is one of the best known sports worldwide. It
is exciting to watch how robots play the game. It is also
possible not only to watch the game but also to play
the game – human against computer, human against hu-
man – using a joystick as well as a keyboard. The big
question for common use is the price of the whole sys-
tem. With the development of electronic devices and
peripheries the cost is going down. For the realization of
interdisciplinary research, work should be done in areas
such as robotics, image processing, sensors, mechatron-
ics, communication, etc.
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At the moment there are two robot soccer or-
ganizations in the world: the Federation of Interna-
tional Robot-Soccer Associations (FIRA) [74.33] and
RoboCup [74.34]. The objects and scope of both orga-
nizations are similar. The size, speed, acceleration of the
robots, the sizes of the playgrounds, and the numbers of
robots playing are different.

RoboCup. RoboCup is an international research and
education initiative. Its goal is to foster artificial intel-
ligence and robotics research by providing a standard
problem for which a wide range of technologies can be
examined and integrated.

The main focus of RoboCup activities is competitive
football. The games are important opportunities for re-
searchers to exchange technical information. They also
serve as a great opportunity to educate and entertain the
public. RoboCup soccer is divided into the following
leagues:

Simulation League. Independently moving software
players (agents) play soccer on a virtual field inside
a computer.

Small-Size Robot League (f-180). Small robots of no
more than 18 cm in diameter play soccer with an orange
golf ball in teams of up to five robots on a field with size
bigger than a ping-pong table.

Middle-Size Robot League (f-2000). Middle-sized
robots of no more than 50 cm diameter play soccer in
teams of up to four robots with an orange soccer ball on
a field the size of 12 × 8 m.

Four-Legged Robot League. Teams of four four-legged
entertainment robots (Sony’s AIBO) play soccer on
a 3 × 5 m field. The robots use wireless networking
to communicate with each other and with the game
referee. Challenges include vision, self-localization,
planning, and multiagent coordination.

Humanoid League. Biped autonomous humanoid
robots play in penalty kick and 2 versus 2 matches,
and technical challenges. This league has two subcat-
egories: kid-size and teen-size.

RoboCupRescue. The intention of the RoboCupRes-
cue project is to promote research and development in
this significant domain by involving multiagent team-
work coordination, physical robotic agents for search
and rescue, information infrastructures, personal digi-

tal assistants, standard simulator and decision support
systems, evaluation benchmarks for rescue strategies,
and robotic systems, which will all be integrated into
a comprehensive system in the future.

Federation of International Robot-Soccer Associa-
tions (FIRA). Similar to RoboCup there are also different
categories in this Robotsoccer World.

Micro Robot World Cup Soccer Tournament (MiroSot).
A match shall be played by two teams, each consist-
ing of 5 or 11 robots on a dark playground 220 cm ×
180 cm for the middle league, 400 cm × 280 cm for the
large league, with an orange golf ball (Fig. 74.16). Only
three human team members, a manager, a coach, and
a trainer, are allowed on the stage. One host computer
per team, mainly dedicated to vision processing and
other location identification, is used. The size of each
robot is limited to 7.5 cm × 7.5 cm × 7.5 cm. The height
of the antenna is not considered in deciding a robot’s
size.

Nano Robot World Cup Soccer Tournament (NaroSot).
Similar to MiroSot, but the size of the five robots is
limited to 4 cm × 4 cm × 5 cm. They play with an or-
ange ping-pong ball on a playground 130 cm × 90 cm
(Fig. 74.17).

Kheperasot. The Kheperasot game is played by two
teams, each consisting of one robot player and up two
human team members. The robot is fully autonomous
with an onboard vision system. The human team mem-
bers are only allowed to place their robot on the field,
start their robot at the beginning of each round at the po-
sition indicated by the referee before each round, start

Fig. 74.16 MiroSot robot [74.31]
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Fig. 74.17 NaroSot robot [74.31]

their robot when indicated by the referee, and remove
the robot from the field at the conclusion of the match.
They play with a yellow tennis ball on a playground
130 cm × 90 cm.

Humanoid Robot World Cup Soccer Tournament
(HuroSotCup). In this competition, the humanoid robot
has two legs (biped robot). The game is played us-
ing humanoid robots on a playground 340–430 cm ×
250–350 cm. The maximum size of the robots is
150 cm, and the maximum weight is 30 kg. The robots
have remote or auto control.

RoboSot. A match is played by two teams, each consist-
ing of one to three robots with maximum size 20 cm ×
20 cm × (no limit in height) on a playground 260 cm ×
220 cm with a yellow with light green tennis ball. Only
three human team members, a manager, a coach, and

Host-
computer
team A

Host-
computer
team B

Communication
module
team B

Communication
module team A

Players
team A

Camera

Players
team B

Fig. 74.18 Overall system of robot soccer

a trainer, are allowed on the stage. The robots can be
fully or semiautonomous. In the semiautonomous case,
a host computer can be used to process the vision infor-
mation from the cameras onboard the robots.

Simulation Robot World Cup Soccer Tournament
(SimuroSot). SimuroSot consists of a server, which
has the soccer game environments (playground, robots,
score board, etc.) and two client programs with the
game strategies. A 3-D color graphic screen displays
the match. Teams can make their own strategies and
compete with each other without hardware. The 3-D
simulation platform for 5 versus 5 and 11 versus 11
games are available at the FIRA web site [74.33].

MiroSot and NaroSot. The FIRA Mirosot and NaroSot
systems work as follow: A camera approximately 2 m
over the playground delivers 60 pictures/s to the host
computer. With information from color patches on top
of the robots, the vision software calculates the position
and orientation of the robots and the ball. Using this,
the host computer generates motion commands accord-
ing to the implemented game strategy and sends motion
commands wirelessly to the robots.

A soccer robot is an excellent example of mecha-
tronics. Its main parts are wheels, drives, a power
source, a microprocessor, and a communication mod-
ule. All these parts have to be included in a very small
volume: a cube 7.5 × 7.5 × 7.5 cm or a cuboid 4.0 × 4.0 ×
5.0 cm. The soccer robots of a team (5–11 players) are
controlled by the team computer.

The robot itself has a drive mechanism, power
supply, electronic parts to control robot behavior, and
communication. Mostly digital proportional–integral–
differential (PID) controllers are used. The problem is
the setting of the controller parameters. Therefore fuzzy
control and neural networks are applied to adapt the
parameters.

The main problems are the power sources of such
robots. Usually batteries are approximately 50% of the
weight of the robot and have a lifetime of only 2 h.

Worldwide there are already more than 150 teams
competing in regional and world championships.

As pointed out earlier, a soccer robot is an excel-
lent example of multidisciplinarity. For the construction
and manufacturing of the body, knowledge of mechan-
ical and, because of the small dimensions, precision
engineering is required. Electrical as well as control
engineering is necessary for the drives and the power
source. The control and communication board of the
robot is more or less applied electronics. A micro-
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processor serves as an internal controller and is also
responsible for wireless communication with the host
computer. For these tasks and for the software of the
host computer fundamental knowledge in computer sci-
ence is necessary. The software of the host computer
includes online image processing, game strategies, con-
trol of the team’s own players, communication with and
between these, and the user interface.

Development of a robot soccer team therefore
requires the teamwork of specialists from various disci-
plines, having different thinking and talking a different
language. The project leader has to harmonize such
a team and must have at least basic knowledge of all
these necessary subjects.

One possibility to go into a broader market is to
replace conventional games in amusement parks and
restaurants. Therefore, as a first step in this direction,
the software had to be adopted to use also a joystick
to control each robot player. This offers the following
possibilities for playing:

• Humans against humans (both teams controlled by
joysticks)• Humans against computer (only one team controlled
by joysticks)• Computer against computer (state of the art).

In contrast to soccer video games this new technol-
ogy offers a real-life feeling similar to that in a soccer
stadium.

A special application is robot dancing. Mirosot
robots are programmed for dancing and are judged on
criteria such as creativity and costumes. With a user-
friendly programming interface a 2 min dance can be
created in half a day without any pre knowledge. As an
example Fig. 74.20 shows two Mirosot robots from the
soccer team of Vienna University of Technology dressed
in tuxedo and white robe ready for dancing the world-
wide well-known Blue Danube Waltz.

Until now the robots are completely unintelligent;
they have no sensors and are controlled by the host
computer. In the future robots will be more and more
intelligent and will be equipped with different sensors
(ultrasonic, infrared, laser, etc.). This offers the pos-
sibility for robots to adapt the commands of the host
computer.

Future developments will be towards humanoid soc-
cer players. A humanoid soccer playing robot has to:

Fig. 74.19 Overall view of robot soccer

Fig. 74.20 Dancing couple for a Vienna waltz

• Be able to accelerate and slow down as fast as
possible• Keep its balance all the time, even after a crash with
another robot• Localize itself on the field• Localize the ball• Localize the opponents• Make autonomous decisions regarding which ac-
tions to take.

As a first step some producers are offering robots
with four or six legs at a high price. In some years play-
ers with two legs will probably be available – then we
can start the first soccer games with humans against
robots.
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74.2 Market

Consumers showed an astonishingly quick appreciation
of the new products in this field, especially of Furby,
the first animatronic pet marketed on a larger scale, in
February 1998. This pet’s popularity is on the one hand
due to the well-prepared marketing campaign that was
organized for its introduction and on the other hand to
market mechanisms outside the company’s control that
made these little creatures a must-have item in practi-
cally every child’s room.

As this product proved to be nearly perfect for the
manufacturer, combining low production costs with ex-
tremely high customer demands, many other companies
copied the product or designed other robotic pets based
on the successful concept in the subsequent years to
participate in this expanding market as well.

By far the most famous of these personal com-
panion robots is AIBO, which sold out over the
Internet within minutes, regardless of the fairly high
price. For the second generation, introduced in the
market at the end of 2000, a large number will be
sold.

It is safe to assume that this market will continue
to expand, with newly developed and technically even
more refined products entering the market. Thus other
companies in this market will have to keep pace and
develop further products themselves.

Even in related fields such as robot soccer, robots
are likely to find their way to the toy market as soon as
these systems can be produced in larger quantities and
at a lower price than today.

74.3 Summary and Forecast

Mobile, intelligent robots are now available on the mar-
ket. The number of these robots in use will dramatically
increase in the next year. One of the main application ar-
eas will be the field of entertainment, leisure, and hobby
and robot competitions.

Well-known scientists engaged in robotic research,
and who dare to make forecasts not only for the imme-
diate future of service robotics but for the more distant
future, also believe that the evolution of service robots
will basically happen in several stages, being closely
linked to progress in computer technology.

The semiconductor market has seen a series of
market-driving waves, from the analog wave to the first
digital wave, in which the PC was central, to the second
digital wave, in which the digital consumer and net-
work were central. After these waves, scientists expect
a robotics wave to occur. So the personal robot mar-
ket will become more important than the PC market.
An estimation of one scientist is that a humanoid robot-
soccer team will win against the world champions by
2050.

We are talking about entertainment robots in gen-
eral, beyond QRIO. It would be desirable to develop
is a robot companion for human beings. For instance,
a robot can hold things in its memory indefinitely. The
hardware might break down over the course of many
years, but by taking the memory stick and putting it
into a new robot, you could transfer those memories
to it. In so doing, one can share with it a short time’s
worth of memories and knowledge and visions. In some

ways, a robot could be the ultimate companion. Yet an-
other idea would be a robot that listens to you. The
basis for this is the active listening method of coun-
seling, wherein the counselor gives no information but
simply listens. A robot can do that too. A robot can lis-
ten to complaints, share information, and be a counselor
anytime, day or night.

Therefore we will probably see the following
generations:

First Companion Robot Generation – 2010
Mobile, human-sized universal service robots, being as
intelligent as a lizard, will be able to perform everyday
routine work such as cleaning floors, remove garbage
or dust furniture. The required computing power for
such a robot would be approximately 5 Mips (5 million
instructions per second).

Second Companion Robot Generation – 2020
The subsequent robot generation, also designed to
assist humans in their everyday activities, performs
janitorial services, or simply entertains them, features
an advanced processor capable of computing about
100 000 Mips, thus boosting the intelligence level of the
system to that of a mouse. These robots can already be
trained using praise and censure.

Third Companion Robot Generation – 2030
With computing power advancing further to 5 × 106 Mips,
the robotic system reaches the intellect of a monkey.
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Forth Companion Robot Generation – 2040
Within 40 years from now, the forth generation of
service robots should be capable of abstracting and gen-
eralizing problems like a human, thus performing not
only routine tasks, but tasks that require preparation

and planning as well. Therefore the existence of com-
panies that do not employ a single human worker any
more, besides their autonomous robots, might be well
conceivable. We are looking forward to what will be
realized.

74.4 Further Reading

• P. Corke, S. Sukkarieh: Field and Service Robotics,
Results of the 5th International Conference,
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trial Robotics, ed. by S.Y. Nof (Wiley, New York)
pp. 1201–1212• J.F. Engelberger, Robotics in Service (Kogan Page,
London 1989)• H.R. Everett: Sensors for Mobile Robots: The-
ory and Application (A.K. Peters, Wellesley
1995)• S. Haddadin, T.S. Laue, G. Hirzinger: Foul 2050:
thoughts on physical interaction in human–robot
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Robot. Syst. (2007) pp. 3243–3250• G. Lakemeyer, E. Sklar, D. G. Sorrenti, Takahashi
(Eds.): RoboCup 2006: Robot Soccer World Cup X
(Springer, Berlin, Heidelberg 2007)• E. Osawa, H. Kitano, M. Asada, Y. Kuniyoshi,
I. Noda: RoboCup: the robot world cup initiative,
ICMAS-96 Proc. 2nd Int. Conf. Multi-Agent Syst.
(1996) p. 454• R. D. Schraft, G. Schmierer: Service Robots
(A.K. Peters, 2000)• J. Schmidhuber: Developmental robotics, optimal
artificial curiosity, creativity, music, and the fine
arts, Connect. Sci. 18(2), 173–87 (2006)

References

74.1 P. Kopacek: Advances in robotics, Proc. 10th Int.
Conf. Comput. Aided Syst. Theor. – EUROCAST 2005
(Springer, Berlin, Heidelberg 2005) pp. 549–558

74.2 J.W. Kim: Unpublished Transparencies (Summer-
school, Kaist, Daejon 2006)

74.3 G. Fischer: Robots in entertainment leisure and
hobby. Diploma Thesis (Vienna University of Tech-
nology, Vienna 2000)

74.4 P. Kopacek, M.W. Han: Robots for entertainment,
leisure and hobby, Proc. CLAWAR/EURON/IARP Work-
shop Robot. Entertain. Leisure Hobby (Vienna 2004)
pp. 1–6

74.5 Dictionary of Contemporary English, 2nd edn.
(Longman Group UK Ltd., Essex 1987)

74.6 Merriam–Webster’s Collegiate Dictionary (Merriam–
Webster Inc., Springfield 1999)

74.7 http://mindstorms.lego.com
74.8 http://www.megasaurus.com
74.9 http://www.transaurus.com
74.10 http://www.cs.uni-bonn.de/˜rhino/tourguide/
74.11 http://www.cs.cmu.edu/˜minerva/tech/
74.12 http://www.boxerjocks.com
74.13 P. Kopacek, M.W. Han: New concepts for humanoid

robots, Proc. FIRA RoboWorld Congr. (Dortmund,
2006) pp. 108–111

74.14 http://en.wikipedia.org/wiki/QRIO
74.15 http://www.robonova.com
74.16 http://www.wowwee.com/products_robotics
74.17 http://en.wikipedia.org/wiki/Robot_competition
74.18 A.J. Baerveldt, T. Salomonsson, B. Astrand: Vision-

guided mobile robots for design competition, IEEE
Robot. Autom. (2003) pp. 38–44

74.19 http://www.robogames.net
74.20 http://www.darpa.mil/grandchallenge/
74.21 http://www.trincoll.edu/events/robot/
74.22 http://avdil.gtri.gatech.edu/AUVS/IARCLaunchPoint
74.23 http://www.igvc.org
74.24 http://www.auvsi.org/competitions/water.cfm
74.25 http://www.roboticsdays.org
74.26 http://micromouse.cannock.ac.uk
74.27 http://www.bootball.org
74.28 http://maslab.csail.mit.edu
74.29 http://robotics.pratt.duke.edu/roboclimb/
74.30 http://www.clawar.org
74.31 http://www.aai.or
74.32 P. Kopacek, M.W. Han: Mini robots for soccer, Proc.

12th Int. Conf. Comput. Aided Syst. Theor., EUROCAST
(Springer, Berlin, Heidelberg 2007) pp. 342–344

74.33 http://www.fira.net
74.34 http://www.robocup.org

Part
G

7
4



“This page left intentionally blank.”



1333

AutomatiPart H
Part H Automation in Medical and Healthcare Systems

75 Automatic Control in Systems Biology
Henry Mirsky, Santa Barbara, USA
Jörg Stelling, Basel, Switzerland
Rudiyanto Gunawan, Singapore,
Neda Bagheri, Cambridge, USA
Stephanie R. Taylor, Waterville, USA
Eric Kwei, Santa Barbara, USA
Jason E. Shoemaker, Santa Barbara, USA
Francis J. Doyle III, Santa Barbara, USA

76 Automation and Control
in Biomedical Systems
Robert S. Parker, Pittsburgh, USA

77 Automation in Hospitals and Healthcare
Brandon Savage, Chalfont St Giles, UK

78 Medical Automation and Robotics
Alon Wolf, Haifa, Israel
Moshe Shoham, Haifa, Israel

79 Rotary Heart Assist Devices
Marwan A. Simaan, Orlando, USA

80 Medical Informatics
Chin-Yin Huang, Taichung, Taiwan

81 Nanoelectronic-Based Detection
for Biology and Medicine
Samir M. Iqbal, Arlington, USA
Rashid Bashir, Urbana, USA

82 Computer and Robot-Assisted Medical
Intervention
Jocelyne Troccaz, La Tronche, France



1334

Automation in Medical and Healthcare Systems. Part H Most of the automation inventions, innovations
and devices in medical and healthcare systems have just emerged in the recent two decades, and many more are
moving out of research labs to hospitals and homes. This part explains the exponential penetration and main con-
tributions of automation to the health and medical well being of individuals and societies. First, the scientific and
theoretical foundations of control and automation in biological and biomedical systems and mechanisms are ex-
plained, and their significant value for useful implementation and application is detailed. Then, specific areas are
described and analyzed in: implantable devices; medical robotic solutions and techniques for a range of medi-
cal problems and medical interventions; diagnostics and testing procedures and tools, including the emergence
of nano-devices; and the significant progress in medical informatics and medical records and instrumentation.
Available, proven, and emerging automation techniques and design for better cost savings and quality assurance
in healthcare delivery, and elimination of hospital and other medical errors are also addressed in this part.
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Henry Mirsky, Jörg Stelling, Rudiyanto Gunawan, Neda Bagheri, Stephanie R. Taylor, Eric Kwei,
Jason E. Shoemaker, Francis J. Doyle III

The reductionist approaches of molecular and
cellular biology have produced revolutionary
advances in our understanding of biologi-
cal function and information processing. The
difficulty associated with relating molecu-
lar components to their systemic function
led to the development of systems biology,
a relatively new field that aims to establish
a bridge between molecular level information
and systems level understanding. The novelty
of systems biology lies in the emphasis on
analyzing complexity in networked biological
systems using integrative rather than reduc-
tionist approaches. By its very nature, systems
biology is a highly interdisciplinary field that re-
quires the effective collaboration of scientists
and engineers with different technical back-
grounds, and the interdisciplinary training of
students to meet the rapidly evolving needs of
academia, industry, and government. This chap-
ter summarizes state-of-the-art developments of
automatic control in systems biology with sub-
stantial theoretical background and illustrative
examples.
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75.1 Basics

Advances in molecular biology over the past two
decades have made it possible to probe experimentally
the causal relationships between processes initiated by
individual molecules within a cell and their macro-
scopic phenotypic effects on cells and organisms.
A systematic approach for analyzing complexity in bio-

physical networks was previously untenable owing to
the lack of suitable measurements and the limitations
imposed in simulating complex mathematical models.
Recent studies provide increasingly detailed insights
into the underlying networks, circuits, and pathways re-
sponsible for the basic functionality and robustness of
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biological systems and create new and exciting opportu-
nities for the development of quantitative and predictive
modeling and simulation tools [75.1]. The discipline
of systems biology has emerged in response to the
challenges in modeling and understanding complex bi-
ological networks [75.2, 3].

75.1.1 Systems Biology

The field of systems biology combines approaches
and methods from systems engineering, computa-
tional biology, statistics, genomics, molecular biology,
biophysics, and other fields [75.5–7] to help create
systems-level understanding of complex biological net-
works. In particular, systems engineering methods are
finding unique opportunities in characterizing the rich
dynamic behavior exhibited by biological systems.
Conversely, the new classes of biological problems are
motivating novel developments in theoretical systems
approaches. Two characteristics of systems biology
are [75.4]: (1) integrative view points towards unravel-
ing complex dynamical systems, and (2) tight iterations
between experiments, modeling, and hypothesis gener-
ation (Fig. 75.1).

Although the field of systems biology is relatively
young, one can already point to early successes in
a number of cases. The work of Arkin on λ-phage was
one of the first detailed analyses of a stochastic gene
switch, and showed convincingly that formal stochastic
treatment was required to understand the cell fate switch
between lysis and lysogeny [75.8]. The analysis of per-
fect adaptation in chemotaxis is another example where
multiple groups adopted a systems perspective, and key
insights have been generated [75.9–11]. Notably, the

Experimentation

Experimental
design

Network
identification

Systems modelling
and analysis theory

Fig. 75.1 Systems biology iterations. Interactions between
experimental analysis and theoretical approaches, and the
main tasks for theory at the interfaces (after [75.4])

mechanism for perfect adaptation has been elucidated
and interpreted in classical control engineering terms:
integral feedback [75.11].

The approach of model reduction and systematic
analysis (including requisite modeling assumptions to
yield perfect adaptation) is an excellent example of
an effective systems strategy. This problem continues
to generate new insights, as recent work has shown
that disparate organisms have both overlapping and dis-
tinctive architectures for chemotaxis [75.11]. Another
nice example that has received considerable attention is
the gene network underlying circadian rhythms. Mod-
els have been proposed [75.12], and formal robustness
analysis tools have generated insights on biological de-
sign principles [75.13].

A more detailed case study that might be character-
ized as a success story has also emerged from the work
of Muller et al. on the JAK-STAT pathway [75.14].
They have shown that modeling-experiment iterations
can yield new hypotheses, particularly regarding un-
observable components that can be simulated (but
never measured). One implication, for the JAK-STAT
pathway, involves pharmacological intervention. Cur-
rent practice focuses on the phosphorylation element
of the pathway, but the model shows that a more
effective strategy involves the blocking of nuclear ex-
port.

75.1.2 Control Research in Systems Biology

Natural control systems are paragons of optimality.
Over millennia, these architectures have been honed
to achieve automatic, robust regulation of a myriad
of processes at the levels of genes, proteins, cells,
and entire systems. One of the more challenging
opportunities for systems research is unraveling the
multiscale, hierarchical control that achieves robust per-
formance in the face of stochastic perturbations. These
perturbations arise from both intrinsic sources (e.g., in-
herent variability in the transcription machinery), and
extrinsic sources (e.g., environmental fluctuations). Ro-
bustness in key performance variables to particular
perturbations has been shown to be achieved at the
expense of strong sensitivity (fragility) to other pertur-
bations.

The coexistence of extreme robustness and fragility
constitutes one of the most salient features of highly
evolved or designed complexity [75.15]. Optimally ro-
bust systems are those that balance their robustness to
frequent environmental variations with their coexist-
ing sensitivity to rare events. As a result, robustness
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and sensitivity analysis are key measures in under-
standing and controlling system performance. Robust
performance reflects a relative insensitivity to perturba-
tions; it is the persistence of a system’s characteristic
behavior under perturbations or conditions of uncer-
tainty. Measuring the robustness of a system determines
the behavior (the output or performance) as a function
of the input (the disturbance). Formal sensitivity ana-
lysis allows the investigation of robustness and fragility
properties of mathematical models, yielding local prop-
erties with respect to a particular choice of parameter
values.

Within the field of systems engineering, control
engineering has had a pervasive influence on the disci-
pline of systems biology. For instance, the chemotaxis
work [75.11] was a paradigm of collaboration between
control engineers (Doyle) and biologists (Simon). Other
examples include the robustness analysis of cellular
function [75.15] and the unraveling of design principles
in circadian rhythm [75.13]. There are many other ex-
amples from the control community: for instance, major
advances in understanding signal transduction [75.16],
and the oscillations underlying a positive feedback gene
switch [75.17].

75.2 Biophysical Networks

Biophysical networks are remarkably diverse, cover
a wide spectrum of scales, and are inevitably character-
ized by a range of rich behaviors. The term complexity
is often invoked in the description of biophysical
networks that underlie gene regulation, protein interac-
tions, and metabolic networks in biological organisms.
There are categorically two distinct characterizations
of complexity: (1) the descriptive or topological no-
tion of a large number of constitutive elements with
nontrivial connectivity (described in Sect. 75.3), and
(2) the classical notion of behavior associated with
the mathematical properties of chaos and bifurcations
(described in Sect. 75.4). In both biological and more
general contexts, a key implication of complexity is
that the underlying system is difficult to understand and
verify [75.18]. Simple low-order mathematical models
can be constructed that yield chaotic behavior, and, yet,
rich complex biophysical networks may be designed to
reinforce reliable execution of simple tasks or behav-
iors [75.19].

Biophysical networks have attracted a great deal
of attention at the level of gene regulation, where
dozens of input connections may characterize the reg-
ulatory domain of a single gene in a eukaryote, as
well as the protein level, where literally thousands of
interactions have been mapped in so-called protein in-
teractome diagrams that illustrate the potential coupling
of pairs of proteins [75.20, 21]. Similar networks also
exist at higher levels, including the coupling of indi-
vidual cells via signaling molecules, the coupling of
organs via endocrine signaling, and ultimately the cou-
pling of organisms in ecosystems. To elucidate the
mechanisms employed by these networks, biological
experimentation and intuition are by themselves insuf-

ficient. As noted earlier, the field of systems biology
has laid claim to this class of problems, and engi-
neers, biologists, physicists, chemists, mathematicians,
and many others have united to embrace these prob-
lems with interdisciplinary approaches [75.22]. In this
field, investigators characterize dynamics via mathe-
matical models and apply systems theory with the goal
of guiding further experimentation to better understand
the biological network that gives rise to robust perfor-
mance [75.22].

75.2.1 Timing and Rhythm:
Circadian Rhythm Networks
and Oscillatory Processes

Oscillatory processes are omnipresent in nature, com-
prising the cell cycle, neuron firing, ecological cycles
and others; they govern many organisms’ behaviors.
A well-studied example of a biological oscillator is the
circadian rhythm clock. The term circa- (about) diem
(day) describes a biological event that repeats approx-
imately every 24 h. Circadian rhythms are observed at
all cellular levels since oscillations in enzymes and
hormones affect cell function, cell division, and cell
growth [75.23]. They serve to impose internal align-
ments between different biochemical and physiological
oscillations. Their ability to anticipate environmental
changes enables organisms to organize their physiol-
ogy and behavior such that they occur at biologically
advantageous times during the day [75.23]: visual and
mental acuity fluctuate, for instance, affecting complex
behaviors.

The mammalian circadian master clock resides in
the suprachiasmatic nucleus (SCN), located in the
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Fig. 75.2 Gene regulatory network underlying circadian rhythms in neurons in the SCN. Activated complexes of proteins inhibit
the transcription of their corresponding genes, thus leading to time-delayed negative feedback and oscillations (after [75.30])

hypothalamus [75.24]. It is a network of multiple
autonomous noisy (sloppy) oscillators, which com-
municate via neuropeptides to synchronize and form
a coherent oscillator [75.25, 26]. At the core of the
clock is a gene regulatory network in which approxi-
mately six key genes are regulated through an elegant
array of time-delayed and coupled negative and pos-
itive feedback circuits (Fig. 75.2). The activity states
of the proteins in this network are modulated (acti-
vated/inactivated) through a series of chemical reactions
including phosphorylation and dimerization. These net-
works exist at the subcellular level. Above this layer
is the signaling that leads to a synchronized response
from the population of thousands of clock neurons in
the SCN. Ultimately, this coherent oscillator then co-
ordinates the timing of daily behaviors, such as the
sleep/wake cycle. Left in constant (dark) conditions, the
clock will run freely with a period of only approxi-
mately 24 h such that its internal time, or phase, drifts
away from that of its environment. Thus, the ability to

entrain to external time through environmental factors
is vital to a circadian clock [75.27–29].

75.2.2 Apoptosis: Programmed Cell Death

Another example of biophysical networks is the apop-
tosis network in which an extracellular input controls
the response of the cell as a result of this information
processing network. Apoptosis is the programmed cell
death machinery that is used by nature to strategically
kill off unneeded and infected cells, but this mecha-
nism often becomes impaired in cancer cells, leading
to unchecked proliferation.

The specific example here is triggered by the Fas
ligand. When an activated T-cell contacts a diseased
cell, Fas and its natural ligand bind, resulting in the
formation of the death inducing signalling complex
(DISC). This complex then activates two pathways,
both of which lead to the activation of the so-called
executioner caspase 3. The Fas apoptotic network has
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been modeled by [75.31] using ordinary differential
equations and is illustrated in Fig. 75.3. In the Type I
pathway, a feedback pathway involving caspase-6 and
caspase-8 regulates the amount of activated caspase-3.
In the Type II pathway, Bcl-2 and active caspase-8 both
interact with the mitochondrial membrane, regulating
mitochondrial permeability. Caspase-8 allows mito-
chondria to become permeable, inducing the activation
of the apoptosome and Smac (second mitochondrial-
activator caspase) [75.32]. The activated apoptosome
(Apopt active) in turn activates caspase-3, while Smac
can further enhance the activation of the executioner
caspase by removing XIAP (X-linked inhibitor of apop-
tosis protein). FLIP, Bcl-2, and XIAP all antagonize
the apoptotic signal and variations in their quantities
can toggle the apoptotic signal between Type I and
Type II activation or no activation at all. Experimen-
tal evidence has shown that Type I activation requires
a significant amount of caspase-8 to be present in the
cell. Yet, in Type II cells, mitochondrial activity ulti-
mately enhances the death signal, significantly lowering
the amount of caspase-8 that needs to be activated to
induce apoptosis [75.33].
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Fig. 75.3 Network schematic of the Type 1 and Type 2 Fas-induced apoptosis network (after [75.31])

Understanding apoptosis in a broader sense will
lead to a better knowledge of the common platform
for emergence of cancer cells, and perhaps point to
possible cures for certain types of cancer. The com-
plexity of apoptosis, however, makes the understanding
very difficult without a systems level approach using
a mathematical representation of the pathway. Further,
analysis of an apoptosis model can reveal the fragility
points in the mechanism of programmed cell death that
can have physiological implications not only for ex-
plaining the emergence of cancer cells but also for
designing drugs or treatment for reinstating apopto-
sis in these cells. A robust performance analysis of an
apoptotic network identified known network fragilities
as well as new potential targets for therapeutic inter-
vention. Such analyses are crucial to streamlining drug
discovery in highly dynamic networks [75.34].

75.2.3 Signals in Diabetes:
Insulin Signaling Pathway

In healthy cells, the uptake of glucose is regulated by
insulin, which is secreted by β-cells in the pancreas.
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Fig. 75.4 Insulin signalling pathway model (after [75.35])

Simply stated, in patients with type 1 diabetes, the
pancreas does not produce insulin, whereas in type 2
diabetes, among other consequences, the cells are resis-
tant to the insulin produced by the pancreas. The latter
phenomenon is best understood from detailed consid-
eration of the insulin signalling pathway (illustrated in
Fig. 75.4). The sequence of actions occurs as follows:
(1) insulin binds to a receptor on the cell surface, which
causes receptor autophosphorylation and activation;
(2) the activated insulin receptor then phosphorylates
insulin receptor substrate-1 (IRS1), which subsequently
forms a complex with phosphatidylinositol-3-kinase

(PI3K); (3) the IRS1-PI3K complex catalyzes the pro-
duction of phosphatidylinositol triphosphate (PIP3),
which then interacts allosterically with phosinositide-
dependent kinase 1 (PDK1); (4) the PIP3-PDK1 com-
plex phosphorylates protein kinase Akt and protein
kinase C (PKCζ ); (5) activated Akt and PKCζ trigger
glucose transporter (GLUT4) translocation from an in-
ternal compartment to the cell membrane. In a healthy
cell, this cascade ultimately leads to uptake of glucose
and helps to regulate glucose levels. In a cell charac-
terized by type 2 diabetes, the cascade is desensitized to
insulin, and the effectiveness of the signal is diminished.

75.3 Network Models for Structural Classification

An important point in systems biology is the integrative
perspective, i. e., the analysis of the system considered

as a whole and across the different levels (gene, pro-
tein, metabolite, etc.) and not the reductionist analysis
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of individual components. While it is useful to catego-
rize the elements and levels of a hierarchical regulatory
scheme, it is more useful to analyze such schemes for
behaviors that emerge from combinations of simpler
motifs. Some simple examples of canonical regulatory
constructs (i. e., motifs) that yield specific classes of
behavior in gene networks include [75.36]:

1. Positive feedback: multistability, oscillations, state-
dependent response

2. Integral feedback: robust adaptation
3. Negative feedback: steady-state (homeostasis, adap-

tation)
4. Time delay: complex response, oscillations
5. Protein oligomerization: multistability, oscillations,

resonant stimulus frequency response.

In addition, stochastic fluctuations can induce ran-
dom response to stimuli, random outcomes, as well as
stochastic focusing. Such properties are characteristic
of general networks, including social networks, com-
munication networks, and biological networks [75.37].
Given the wide variety of modeling objectives, as well
as the heterogeneous sources of data, it is not surpris-
ing that many approaches exist for capturing network
interactions in the form of mathematical structures.

75.3.1 Hierarchical Networks

Biophysical networks can be decomposed into modular
components that recur across and within given organ-
isms. One hierarchical classification is to label the top
level as a network, which is comprised of interacting
regulatory motifs consisting of groups of 2–4 compo-
nents such as proteins or genes [75.38–40]. Motifs are
small subnetworks that are over-represented compared
to random networks with the same large-scale proper-
ties. At the lowest level in this hierarchy is the module
that describes transcriptional regulation, of which a nice
example is given in [75.41]. At the motif level, one can
use pattern searching techniques to determine the fre-
quency of occurrence of these simple motifs [75.39],
leading to the postulation that these are basic build-
ing blocks in biological networks. Of relevance to the
present discussion is the fact that many of these com-
ponents have direct analogs in systems engineering
architectures. Consider the three dominant network mo-
tifs found in Escherichia coli [75.39]:

1. Coherent feedforward loop: in this, one transcrip-
tion factor regulates another factor, and, in turn, the
pair jointly regulates a third transcription factor

2. Single input module (SIM): in systems terminology,
a single-input multiple output block architecture

3. Densely overlapping regulons: in systems termi-
nology, a multiple-input multiple output block
architecture.

Similar studies in a completely different organism,
Saccharomyces cerevisiae, yielded six related or over-
lapping network motifs [75.38]:

1. Autoregulatory motif: negative feedback in which
a regulator binds to the promotor region of its own
gene

2. Feedforward loop: as described earlier
3. Multicomponent loop: effectively, a closed-loop

with two or more transcription factors
4. Regulator chain: a cascade of serial transcription

factor interactions
5. Single input module: as described earlier (SIM)
6. Multiinput module: a natural extension of the pre-

ceding motif.

In effect, these studies provide strong evidence that,
in both eukaryotic and prokaryotic systems, cell func-
tion is controlled by sophisticated networks of control
loops that are cascading onto and interconnected with
other (transcriptional) control loops. The noteworthy
insight is that the complex networks, which underlie bi-
ological regulation, appear to be made of elementary
systems components like a digital circuit. This lends
credibility to the notion that analysis tools from sys-
tems engineering should find relevance in this problem
domain.

75.3.2 Boolean Networks, Petri Nets,
and Associated Structures

Boolean networks are abstract mathematical models
employed for coarse-grained analysis of biophysical
networks. A Boolean network is represented as a graph
of nodes, with directed edges between nodes and a func-
tion for each node (e.g., [75.42]). Boolean networks
are used to model network dynamics; for instance,
a Boolean network can be used to model transcripts and
proteins:

DNA mRNA

t+1

t

DNA

t+1

t

Fig. 75.5 Transcription of transcripts (mRNA)

Part
H

7
5
.3



1342 Part H Automation in Medical and Healthcare Systems

mRNA Protein

t+1t

Fig. 75.6 Translation from transcripts to proteins

1. Transcripts and proteins are either on (1) or off (0).
2. The expression of a node at time step t is given by

a logical rule of the expression of its effectors at
time t −1.

3. Transcription depends on transcription factors; re-
pressors are dominant (Fig. 75.5).

4. Translation depends on the presence of the tran-
script (Fig. 75.6).

5. Transcripts and proteins decay in one step if not
produced.

Place/transition (P/T) nets, or Petri nets, introduced
by Carl Adam Petri in 1962, have been intensively stud-
ied as one of several formal methods used to verify the
correctness of systems, which are described as mathe-
matical objects that can handle characteristics such as
nondeterminism and concurrency (e.g., [75.43]).

There are several additional types of networks
such as Bayesian nets, which combine directed acyclic
graphs with a conditional distribution for each random
variable (vertices in a graph, e.g., [75.44]), and signed
directed graphs, in which a signed directed edge is used
to represent activation versus inhibition (depending on
the sign, e.g., [75.45]). Alternatively, S-systems (bio-
chemical systems theory, BST) provide an approach
wherein polynomial nonlinear dynamic nodes are used
to capture network behavior (e.g., [75.46]).

75.4 Dynamical Models

While the consideration of motifs and network topology
is essential for unraveling design principles in com-
plex biophysical networks, it is necessary to understand
the role of dynamic behavior in ascribing meaning to
the rich hierarchies of regulation. Moreover, because
of the interplay between topology and dynamics, it is
often not enough in systems biology to specify only
the nodes (components) and edges (interactions). The
robust control of biophysical networks requires the an-
swer to many challenging questions such as: (1) What
are the dynamical aspects of the interaction? (2) What is
the characteristic quantity changed by the interaction?

Some of the intrinsically dynamic features of bio-
physical networks have been analyzed in a recent paper
that shows the close relationship between dynamic mea-
sures of robustness and the abundance of particular
network motifs for a wide range of organisms [75.47].
Attempts to detail dynamic behavior in these networks
have fallen into three broad classes of modeling tech-
niques: (1) first-principles approaches, (2) empirical
model identification, and (3) a hybrid approach that
combines minimum biophysical network knowledge
with an objective function to yield a predictive model.
In this section, we outline some key results in the de-
velopment of mechanistic models, and in the following
section, we will address network identification.

Given detailed knowledge of a biological archi-
tecture, mathematical models can be constructed to
describe the behavior of interconnected motifs or tran-
scriptional units (TUs). A number of excellent review

papers have been published in recent years [75.1,36,48,
49]. In the majority of these studies, gene expression
is described as a continuous-time biochemical process,
using combinations of algebraic and ordinary differ-
ential equations (ODEs) [75.12, 36, 50]. In a similar
manner, models at the signal transduction pathway level
have been developed in a continuous-time framework,
yielding ODEs [75.51]. At the TU level, a detailed
mathematical treatment of transcriptional regulation is
described in [75.41]. Mechanistic models for a number
of specific biological systems have been reported, in-
cluding basic operons and regulons in E. coli (trp, lac,
and pho) and bacteriophage systems (T7 and λ) [75.52].

Systems theory has found an enabling role in
the analysis of the complex mathematical structures
that result from the previously described modeling
approaches. The language of systems theory now
dominates the quantitative characterization of biolog-
ical regulation, as robustness, complexity, modularity,
feedback, and fragility are invoked to describe these
systems. Even classical control theoretic results, such
as the Bode sensitivity integral, are being applied to
describe the inherent tradeoffs in sensitivity across fre-
quency [75.53]. Robustness has been introduced as
both a biological system-specific attribute, as well as
a measure of model validity [75.54, 55]. In the next
section, brief accounts of systems-theoretic analysis of
biological regulatory structures are given, emphasizing
where new insights into biological regulation have been
uncovered.
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75.4.1 Stochastic Systems

Discrete stochastic modeling has recently gained
popularity owing to its relevance in biological pro-
cesses [75.8, 56–59] that achieve their functions with
low copy numbers of some key chemical species. Un-
like the solutions to stochastic differential equations,
the states/outputs of discrete stochastic systems evolve
according to discrete jump Markov processes, which
naturally lead to a probabilistic description of the sys-
tem dynamics. A first-order Markov process is a random
process in which the future probabilities are dependent
only on the present value, and not on past values. Such
descriptions can find relevance in systems biology when
the magnitude of the fluctuations in a stochastic system
approaches the levels of the actual variables (e.g., pro-
tein concentrations). In addition, there are qualitative
phenomena that are intrinsic to such descriptions that
arise in biological systems, as will be mentioned later.

The idea that stochastic phenomena are essential for
understanding complex transcriptional processes was
nicely illustrated by Arkin and coworkers in the analy-
sis of the phage λ lysis–lysogeny decision circuit [75.8].
The probabilistic division of the initially homogeneous
cell population into subpopulations corresponding to
the two possible fate outcomes was shown to require
a stochastic description (and could not be described
with a continuous deterministic model). In particular,
the coexistence of the two subpopulations necessi-
tated such a formal characterization, and the relative
sensitivity of the subpopulations to model parameters
including external variables could be analyzed with
the resulting models. In a more recent work, Samilov
and coworkers [75.60] have shown another example
of a biological behavior that is intrinsically stochastic
in nature – namely the dynamic switching behavior in
a class of biochemical reactions (enzymatic futile cy-
cles). In this case, the behavior is more subtle than the
lysis–lysogeny switch, where the existence of a bifurca-
tion was at least evident in the continuous differential
equation model. In the enzymatic futile cycle prob-
lem, the deterministic model gives no indication of
multiplicity, yet the discrete stochastic model generates
behaviors, including switching as well as oscillations,
that indicate characteristics of bifurcation regimes. It is
suggested that such noise-induced mechanisms may be
responsible for control of switch and cycle behavior in
regulatory networks.

In the discrete stochastic setting, the states and out-
puts are random variables governed by a probability
density function, which follows a chemical master equa-

tion (CME) [75.61]. The rate of reaction no longer
describes the amount of chemical species being pro-
duced or consumed per unit time in a reaction but
rather the likelihood of a certain reaction to occur
in a time window. Though analytical solution of the
CME is rarely available, the density function can be
constructed using the stochastic simulation algorithm
(SSA) [75.61].

The discrete stochastic system of interest is de-
scribed by a CME [75.62]

d f (x, t|x0, t0)

dt
=

m∑
k=1

ak(x−vk, p) f (x−vk, t|x0, t0)

−ak(x, p) f (x, t|x0, t0) , (75.1)

where f (x, t|x0, t0) is the conditional probability of the
system to be at state x and time t, given the initial condi-
tion x0 at time t0. The state vector x gives the molecular
counts of the species in the system. Here, ak denotes
the propensity functions, vk denotes the stoichiomet-
ric change in x when the k-th reaction occurs and m is
the total number of reactions. The propensity function
ak(x, p)dt gives the probability of the k-th reaction to
occur between time t and t + dt, given the parame-
ters p. As the state values are typically unbounded,
the CME essentially consists of an infinite number of
ODEs, whose analytical solution is rarely available ex-
cept for a few simple problems. The SSA provides an
efficient numerical algorithm for constructing the den-
sity function [75.61]. The algorithm follows a Monte
Carlo approach based on the joint probability for the
time to and the index of the next reaction, which is
a function of the propensities. The SSA indirectly sim-
ulates the CME by generating many realizations of the
states (typically of the order of 104) at specified time t,
given the initial condition and model parameters, from
which the distribution f (x, t|x0, t0) can be constructed.

There has been simultaneous advancement in ex-
perimental methods for quantifying the characteristics
of biological noise [75.63–65] along with advances in
computing and simulation. A number of groups have re-
cently used dual reporter methods to track the activity of
identical genes in the same cell to measure the impact of
noise on expression. In the work of Elowitz and cowork-
ers, the separate effects of stochastic behavior in the
transcriptional and translational processes in prokary-
otes (so-called intrinsic noise) are distinguished from
noise effects arising from other cellular components that
influence the rate of gene expression (so-called extrinsic
noise [75.63,65]). Raser and O’Shea analyze eukaryotic
systems with both cis-acting and trans-acting mutations
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to distinguish between the noise effects that are intrin-
sic to transcription as opposed to upstream processes
that might ultimately influence expression [75.64].

The interface of discrete stochastic systems and
biology has clearly led to new insights into stochas-
tic phenomena in biological systems, and has also
spurred the development of more efficient computa-
tional methods for stochastic simulation, as well as
analysis methods for these models. This interface will
continue to motivate developments in systems engi-
neering, with improved methods for imaging biological
systems that include the ability to resolve spatial
behaviors. Distributed stochastic models will require
more sophisticated algorithmic developments, particu-
larly as one builds models to truly address systems-scale
phenomena.

75.4.2 Constraints and Optimality
in Modeling Metabolism

To understand complex biological systems, instead of
starting from actual implementations and observations,
one can reduce the problem by first separating the
possible from the impossible, such as configurations
and behaviors that would violate constraints. Systems
approaches try to exploit three broad classes of con-
straints:

1. Empirical: large-scale experimental analysis can
provide constraints on possible network structures,
such as the average or maximal number of interac-
tions per component.

2. Physico-chemical: laws qof physics such as conser-
vation of mass and thermodynamics impose con-
straints on cellular and network behaviors. These
are used, in particular, for structural network ana-
lysis (SNA) with roots in the analysis of chemical
reaction networks [75.66].

3. Functional: biological systems perform certain
functions and their building blocks are confined to
a large, yet finite set. Network structures and behav-
iors have to conform with both aspects.

Functional constraints constitute the main differ-
ences between complex physics and biology. In physics,
they do not exist. Biological (as well as engineered)
systems evolve to fulfill functions, and are constantly
evaluated for their performance. Insufficient perfor-
mance will lead to extinction, and better solutions are
likely to survive. Hence, it is reasonable to assume some
kind of optimality in biological systems. The immediate

consequence of a purpose is a considerably smaller de-
sign space, in which effective and reliable network are
rare and presumably highly structured. Understanding
complexity in biology could, thus, employ a calculus of
purpose – by asking teleological questions such as why
cellular networks are organized as observed, given their
known or assumed function [75.67].

Physico-chemical Constraints in Metabolism
Essential constraints for the operation of metabolic net-
works are imposed by (1) reaction stoichiometries, (2)
thermodynamics that restrict flow directions through
enzymatic reactions, and (3) maximal fluxes for individ-
ual reactions. For instance, metabolism usually involves
fast reactions and high turnover of substances when
compared with regulatory events. Therefore, on longer
time-scales, it can be regarded as being in quasi-steady
state. The metabolite balancing equation (75.2) for
a system of m internal metabolites and q reactions with
the m ×q stoichiometric matrix N and the q ×1 vector of
reaction rates (fluxes) r formalizes this main constraint
in SNA. As for most real networks q * m, the system
of linear equation (75.2) is underdetermined. However,
all possible solutions are contained in a convex vector
space, or flux cone (Fig. 75.7). Methods from convex
analysis allow to investigate this space [75.68, 69]

dx(t)

dt
= N · r = 0 . (75.2)

Rate 2

Rate 1

Rate 3

Fig. 75.7 Linear constraints specify a flux cone, with path-
ways as generating rays, projection on three-dimensional
flux space (after [75.4])
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Two broad classes of methods for SNA have been
developed: metabolic pathway analysis (MPA) and flux
balance analysis (FBA) [75.70–72]. MPA computes and
uses the set of independent pathways-generating rays in
Fig. 75.7 – that uniquely describe the entire flux space;
owing to the algorithmic complexity, it can currently
only handle networks of moderate size. FBA, in con-
trast, determines a single flux solution through linear
optimization [75.73], often assuming that cells try to
achieve optimal growth rates. The computational costs
are modest, even for genome-scale models. The ap-
proach was successful, for instance, in predicting the
effects of gene deletions and the outcomes of conver-
gent evolution in microorganisms [75.72, 74, 75]. FBA,
however, has to reverse-engineer and operate with an es-
sentially unknown objective function. While maximal
growth has proven to be a reasonable assumption for
lower organisms [75.76], higher cells may tend to min-
imize overall fluxes in the network [75.77]. In general,
FBA has proven effective for simpler organisms, and
when the steady-state assumption is valid. However,
there are many situations where these conditions do
not apply, many of which are biophysically meaningful,
such as the dynamic diauxic shift in E. coli.

Extensions: Dynamics and Control
Stoichiometric constraints restrict the systems dynam-
ics. Thus, the stoichiometric matrix N is fundamental
not only for SNA but also for dynamic processes in re-
action networks, in which the reaction rates r in (75.2)
are time-dependent. For biological systems, the conser-
vation of total amounts of certain molecular subgroups
(conserved moieties such as ATP, ADP and AMP) is
characteristic and can be exploited for systems analy-
sis. Classical work in chemical engineering addressed
this topic for chemical reaction networks. For instance,
Feinberg derived theorems to determine the possible
dynamic regimes, such as multistability and oscilla-
tions, based on network structure alone [75.78, 79].
Challenges posed by biological systems led to re-
newed interest in these approaches and induced further
theory development [75.80, 81]. Application areas in
biology include stability analysis [75.80] and model
discrimination by safely rejecting hypotheses on re-
action mechanisms, thus identifying crucial reaction
steps [75.82]. Algorithms for the identification of de-
pendent species in large biochemical systems – to be
employed, for instance, in model reduction – have re-
cently become available [75.83].

Enabling FBA to deal with dynamics and regulation
proceeded by incorporating additional time-dependent

constraints that reflect knowledge of the operation
of cellular control circuits – an approach termed
regulatory FBA [75.84]. For instance, using superim-
posed Boolean logic models to capture transcriptional
regulatory events has extended the validity of the
methodology for a number of complex dynamic sys-
tem responses [75.84] and for data integration [75.85].
Other dynamic extensions of the FBA algorithm have
been proposed in [75.86]. With these more detailed
models, steady-state analysis suggested that the com-
plex transcriptional control networks operate in a few
dominant states, i. e., generate simple behavior [75.87].
Finally, pathway analysis also allows one to approach
features of intrinsically dynamic systems: for instance,
it helps to identify feedback loops in cellular signal
processing [75.88]. Hence, SNA-related approaches are
about to extend to nonclassical domains, in particular,
through theory development induced by new challenges
in systems biology.

Functional Constraints, Optimality, and Design
In analyzing living systems, one possibility is to start
from the assumptions that they have to fulfill certain
functions and that cells have been organized over evo-
lutionary time-scales to optimize their operations in
a manner consistent with mathematical principles of
optimality. FBA demonstrates the utility of this assump-
tion; note that its implicit functional constraint, i. e.,
steady-state operation of metabolic networks, is not
self-explanatory. Similarly, other approaches invoking
principles of optimal control theory have opened new
avenues for systems analysis in biology.

The cybernetic approach developed by Kompala
et al. [75.89] and Varner and Ramkrishna [75.90] is
based on a simple principle: evolution has programmed
or conditioned biological systems to optimally achieve
physiological objectives. This straightforward concept
can be translated into a set of optimal resource allo-
cation problems that are solved at every time-step in
parallel with the model mass balances (basic metabolic
network model). Thus, at every instant in time, gene ex-
pression and enzyme activity are rationalized as choice
between sets of competing alternatives, each with a rel-
ative cost and benefit for the organism. Mathematically,
this can be translated into an instantaneous objective
function. The researchers in this area have defined sev-
eral postulates for specific pathway architectures, and
the result is a computationally tractable (i. e., analytical)
model structure. The potential shortcoming is a limited
handling of more flexible objective functions that are
commonly observed in biological systems [75.91–95].
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Instead of focusing on a single objective func-
tion, mathematical models and experimental data can
be used to test hypotheses on optimality principles,
given a specific cellular function to be fulfilled. For
instance, extensions of FBA suggested that E. coli opti-
mizes the tradeoff between achieving high growth rates
and maintaining wild-type metabolic fluxes after gene
deletions [75.96]. MPA showed that the interplay be-
tween the metabolic network (the controlled plant) and
gene regulation (the controller) in E. coli might be de-
signed to achieve optimal tradeoffs between long-term
objectives, such as metabolic flexibility, and short-term
adjustment for metabolic efficiency [75.97]. Optimal
production pipelines for biomass components, with fast
responses to environmental changes and minimal addi-
tional efforts for enzyme synthesis, were predicted in
detail to employ wave-like gene expression programs,
which was later confirmed experimentally [75.77, 98].
Hence, at least certain cellular design principles can be
revealed by evaluating assumptions on cellular optimal-
ity principles.

Finally, without assuming optimality, we can ask
how functions in biological systems could be es-

tablished in principle. Among others, drawing from
analogies with engineered systems helps to understand
more general design principles in biology. From non-
linear dynamics, for instance, it is well-known that
functions such as oscillators and switches require some
source of nonlinearity. Establishing such a function with
biological building blocks, thus, allows only for cer-
tain circuit designs [75.99,100]. Similar ideas can prove
powerful at different levels of abstraction. For instance,
highly structured bow-ties with multiple inputs, chan-
neled through a core with standardized components and
protocols to multiple outputs, could be the common
organizational principles to establish complex produc-
tion systems in engineering and biology [75.53]. On
the other hand, El-Samad and colleagues studied the
bacterial heat-shock response, pointing out that the in-
tertwined feedback and feedforward loops present can
be assigned individual functions parallel to those loops
in designed control circuits that have to yield fast re-
sponses in highly fluctuating environments [75.101].
Notably, most of the examples discussed here involved
new developments in theory to address challenges posed
by biology.

75.5 Network Identification

Model development involves the translation of identi-
fied biological processes to coupled dynamical equa-
tions, which are amenable to numerical simulation
and analysis. These equations describe the interac-
tions between various constituents and the environment,
and involve multiple feedback loops responsible for
system regulation and noise attenuation and amplifica-
tion. Currently, however, our knowledge of essentially
all biological systems is incomplete. Despite genome
projects that allow enumeration and, to a certain ex-
tent, characterization of all genes in a system, this
does not imply knowledge about all network compo-
nents (for instance, all protein variants that can be
derived from a single gene), interactions, and properties
thereof [75.22]. An important task in systems biology
consists of specifying network interactions, which can
concern qualitative or quantitative properties (existence
and strength of couplings), or detailed reaction mecha-
nisms, for genome-based inventories of components.

Essentially, this is a systems identification prob-
lem. Given a set of experimental data and prior
knowledge, the network generating the data is to be
determined [75.102]. Alternatively termed reverse en-

gineering [75.103], network reconstruction [75.104] or
network inference [75.105], the general network iden-
tification problem provides a key interface between
science and engineering. Several qualitatively different
approaches for biological systems have been proposed,
which can be roughly classified into three categories:
data-driven, approximative and mechanistic.

75.5.1 Data-Driven Methods

Empirical or data-driven methods rely on large-scale
datasets that can be generated, for instance, through
microarray analysis for gene regulatory networks.
The relevant methods include singular value decom-
position analysis of microarray data [75.106, 107],
self-organizing maps [75.108], k-means clustering or
hierarchical clustering [75.109], protein correlation and
dynamic deviation factors [75.110], and robust statis-
tics approaches [75.111, 112]. For instance, clustering
methods are routinely applied for identifying groups of
coregulated genes from microarray data. The interpre-
tation of clustering results employs (implicit) models
such as coexpressed genes that are likely to have a com-
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mon regulator. Data quality and algorithmic choices (for
instance, of distance measures) critically influence the
clustering results; in addition, validation of clustering
results and techniques is an open issue [75.113–115].

In contrast to the mechanistic approaches discussed
later, most empirical approaches employ discrete-time
gray box models [75.116–119]. For instance, infer-
ence methods based on probabilistic graphical (e.g.
Bayesian) models help to elucidate causal couplings
between the network components [75.120]. Their scal-
ability for large systems and the ability to integrate
heterogeneous datasets make them attractive [75.5,
121]. Yet, these approaches deliver only qualitative
descriptions of network function, and have inherent lim-
itations. For instance, Bayesian models cannot cope
with the ubiquitous feedback in cellular networks, since
causal relationships have to be represented by directed
acyclic graphs [75.120].

A number of challenges are present in treating ex-
perimental data for such problems: (1) the sampling rate
is rarely uniform and may be exponentially spaced by
design, and (2) data from multiple research groups are
often combined (e.g. from WWW-posted data) to yield
data records with inconsistent sampling, experimen-
tal bias, etc. From a systems engineering perspective,
another critical point is the potentially divergent qual-
itative behavior between continuous-time and discrete-
time models of corresponding order [75.122]. Recent
work has shown the promise of continuous-time formu-
lations of empirical models using modulating function
approaches [75.40].

More generally, correctly identifying network
topologies (corresponding to the model structure)
clearly does not suffice for establishing predictive
mathematical models. Experiences with engineered
genetic circuits illustrate this point: with identical topol-
ogy, qualitatively different behavior can result and
vice versa [75.123]. Hence, quantitative characteris-
tics, which are usually incorporated through parameters
in deterministic models, are also required. Corre-
sponding identification methods are rooted in systems
and information theory and, thereby, also provide the
largest intersection among biology, other sciences, and
engineering.

75.5.2 Linear Approximations

The identification of dynamically changing interac-
tions requires corresponding dynamic models. In a first
approximation, we can consider linear systems, i. e.,
systems with additive responses to perturbations. In

systems engineering, a standard form for linear time-
invariant (where the shape of the output does not change
with a delay in the input) systems with n states and m in-
puts is given by (75.3) with n × 1 state vector x(t), n × n
system matrix A, n × m input matrix B, and m × 1 in-
put vector u(t). Linearization of the general dynamic
system dx(t)/dt = f (x, p, t) with parameter vector p
provides first approximations to the network dynam-
ics, even for highly nonlinear systems such as those
encountered in biological networks. Linear models cap-
ture the local dynamics, for instance, in the vicinity of
a steady state, instead of aiming at more complicated
global behaviors.

dx(t)

dt
= f (x, p, t) ≈ Ax(t)+Bu(t) (75.3)

Mathematically, most methods reconstruct the system
matrix A, which corresponds to the Jacobian matrix
J = ∂ f (x, p)/∂x, from the measured effects of (suffi-
ciently small) perturbations. However, direct recovery
of the system matrix A will be unreliable with noisy
data and inputs. In a study using linear models and
perturbation experiments to identify the structure of
genetic networks, Tegner et al. [75.103] therefore pro-
posed an iterative algorithm that uses rational choices
of perturbations to improve the identification quality.
For a developmental circuit, despite high nonlinearities
in the system, the reverse engineering algorithm, which
involves building and refining an average connectivity
matrix in successive steps, recovered all genetic inter-
actions [75.103]. A related approach that uses linear
models and multiple linear regressions showed simi-
lar performance. The algorithm attempts to exploit the
sparsity of systems matrices for biological networks
owing to, for example, (estimated) upper bounds on the
number of connections per node [75.105, 124]. Both
algorithms are scalable – a central concept in engineer-
ing, but until recently considered of less importance in
biology.

Newer approaches to systems identification aim
at exploiting modularity in biological networks. For
a modular system with one output per module, the
method employs inversion of the global response matrix
for identification of network connectivities and of lo-
cal responses from perturbation experiments [75.125].
It requires a reduced number of measurements com-
pared with other methods because only changes in
so-called communicating intermediates have to be
recorded. Apparently, some simplifying assumptions
have to be made; for example, modules are coupled
by information flow only, and mass flow is negligi-
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ble [75.125]. An important result of extending the
modular identification to time-series data is that, for
identifying all connections of a node, it is not nec-
essary to perturb this node directly – inference can
rely on detecting the network responses to remote
perturbations [75.126]. Extensions to include the ef-
fects of uncertainties in experimental data and prior
knowledge [75.127], and the possibility of a unified
mathematical framework [75.128] make modular iden-
tification methods particularly promising.

75.5.3 Mechanistic Models, Identifiability
and Experimental Design

Mechanistic models, owing to effects such as saturation
in enzymatic reactions, pose particular challenges be-
cause they involve identification of nonlinear systems.
Depending on whether model structure and parame-
ters, or only the parameters have to be identified, the
problems fall into the classes of mixed-integer nonlin-
ear programs or nonlinear programs, respectively. As
a clear limitation, finding a unique global optimum in
the estimation, or convergence of the algorithms cannot
be guaranteed. In addition, model identification comes
at high computational costs owing to numerous model
simulations [75.129].

In terms of parameter estimation, which is a com-
mon problem in different scientific domains [75.102],
realistic modeling of complex, nonlinear dynamics of
biological networks has given new impulses for the
evaluation of existing methods and development of new
methods. For instance, though stochastic algorithms
show superior performance over deterministic meth-
ods for parameter optimization in these systems, they
are computationally expensive [75.130]. Novel hybrid
methods try to exploit synergies between both ap-
proaches in order to increase robustness and efficiency
(e.g. [75.131, and references therein]).

More fundamentally, identifiability and design of
informative experiments need to be addressed. Unstruc-
tured approaches to model identification are completely
ill-posed when faced with, for instance, modeling
a yeast cell with 6200 genes and four possible states
per gene; we obtain an overall expression state dimen-
sion in excess of 1015 [75.132]. Clearly a number of
a priori constraints and correlations must be exploited.
For discrete models, usage of the experimentally ob-
served upper bound on the number of interactions per
species brings the amount of data needed for identi-
fication into realistic dimensions [75.133]. However,
mere extrapolation of current high-throughput technol-

ogy will not solve these high dimensional data issues.
Several recent studies have highlighted the importance
of proper design of perturbations to reveal the logical
connectivity of gene networks [75.104, 134]. Systems
engineering concepts of experimental design to pro-
vide rich datasets can be exploited to develop predictive
mechanistic models.

Parameter estimation accuracies are central to mea-
suring identifiability of mechanistic models. Low accu-
racies mean that the corresponding parameters may be
varied to a greater extent – and still describe the data –
than it is possible for parameters with high estimation
accuracy (low associated error). They combine infor-
mation on model sensitivities with experimental data
(Fig. 75.8). More specifically, the Fisher information
matrix (FIM) F(p) [75.135], for a point in parameter
space p, links model and experiment via state sensitiv-
ities S(t) = ∂x/∂ p and measurement covariance matrix
for a discrete sampling time ti , C(ti ). For an unbiased
estimator, the Cramér–Rao theorem then gives a lower
bound for the estimation error (minimum variance).

FIM-based approaches, for instance, yielded insight
into the importance of suitable design of input per-
turbations for signaling networks [75.40], optimality
criteria for the design of such inputs [75.136], and al-
gorithms for the optimization of sampling times for
dynamic experiments [75.137]. New hybrid parameter
estimation methods [75.131] and closed-loop (i. e., inte-
grating iterations between estimation, evaluation of the
identifiability, and experimental design) optimal identi-
fication procedures [75.138] rely on the FIM formalism.
Note, however, that while these proof-of-concept stud-
ies with small models and synthetic data are valuable,
the performance for real biological problems awaits
assessment.

Mathematical model

Parameter sensitivities

Fisher information matrix:  F (p) =

Quality of identification:  σj ≥

S (ti)
T C –1(ti) S (ti)

Experimental data

Measurement
covariance matrix CS (t) = ∂x (t)

∂p x = x (t,p), p = p0

Σ [

F (p)–1
j, j[ [

[
N

i = 1

Fig. 75.8 FIM and identification quality. The lower bound
for the estimation error of parameter j, σ j , is derived from
the inverse of the main diagonal of the FIM (after [75.4])
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Information-rich datasets for integrative models will
have to be derived from sources across all levels
of biological regulation, such as the transcriptome,
proteome, and metabolic fluxes. Concomitantly, we
need novel statistical frameworks for data integra-
tion [75.139]. Systems identification would greatly
benefit from the direct in vivo determination of ki-
netic parameters; the work by Ronen et al. [75.140]
for transcriptional control is a first step in this direc-
tion. As a complement, synthetic genetic circuits could
provide means for controlled excitation of the system,
for instance, by inducible genetic switches [75.103],
or through genetic oscillators to incorporate analysis

methods in the frequency domain [75.102]. Novel meth-
ods could also take known uncertainties associated with
measurements, such as experimentally determined char-
acteristics of stochastic noise, explicitly into account.
Finally, identification depends on adequate specifica-
tion of the system and model (e.g., [75.141]). While
models are currently either set up ad hoc, or through
manual comparison of few alternative structures (in-
cluding kinetic terms in the equations), uncertainties in
biology pose a major challenge for systems sciences:
deriving advanced approaches to model discrimination
for the simultaneous identification of model structures
and parameters.

75.6 Quantitative Performance Metrics

In biology, as in engineering, robust performance refers
to the attainment of a particular behavior or response by
a system in the presence of uncertainty. This appears to
be a ubiquitous property of biological processes that are
subject to constant uncertainty in the form of stochas-
tic phenomena [75.142], fluctuating environment, and
genetic variation (reviewed in [75.15]). Biology has
adapted a number of approaches for coping with these
sources of uncertainty, which include:

1. Back-up systems (redundancy)
2. Disturbance attenuation through feedback and feed

forward control
3. Structuring of networked systems into semi-

autonomous functional units (modularity)
4. Reliable coordination of network elements through

hierarchies and protocols.

The robustness problems in systems biology have
only begun to yield, in recent years, formal quanti-
tative analyses, owing largely to their nonlinear (and
nonstationary) nature. As with engineering systems, ro-
bust performance requires the precise specification of
both a performance metric and the type/size of uncer-
tainty. When both these elements are specified, it may
be possible to analyze biological systems with estab-
lished engineering tools. It is important to note that
the performance metric is often difficult to be defined
precisely in biology, as it is an implicit element of an
evolved entity.

The last 10 years have demonstrated that sensi-
tivity analysis can provide unique insights into the
functioning of complex biophysical networks [75.4,
143–145]. Of particular interest is the behaviour of

biological circuits that exhibit oscillations (e.g., circa-
dian rhythm, cell cycle, neuron firing, cardiac cycles,
etc.). In [75.146], a novel set of sensitivity metrics
was introduced for performance that were based on
a number of different phase-measures: period, phase,
corrected phase, and relative phase. The motivation
was that phase appears to be the biological imperative,
rather than period, for optimal regulation of circadian
rhythms. Both state-based and phase-based tools were
applied to free-running (absence of light/dark cycles)
Drosophila melanogaster and Mus musculus circadian
models. Each metric produced unique relative sensitiv-
ity measures used to rank parameters from least to most
sensitive. Similarities among the resulting rank distri-
butions strongly suggested a conservation of sensitivity
with respect to parameter function and type. A con-
sistent result, for instance, is that model performance
of biological oscillators is more sensitive to global pa-
rameters than local (i. e., circadian specific) parameters.
Differences across the metrics revealed that the conclu-
sions about robustness were dependent on the metric
employed for performance.

In [75.147], a novel sensitivity measure, the para-
metric impulse phase response curve (pIPRC), was
derived to both characterize the phase behavior of an
oscillator and provide the means for computing the
response to an arbitrary signal (in the form of paramet-
ric perturbation). The pIPRC builds on the knowledge
that biologists have collected for decades in the form
of phase response curves (PRCs), to more general
classes of input perturbations. The PRCs and infinitesi-
mal PRCs presented in that study provided quantifiable
measures of robustness for oscillators acting as pace-
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makers. In these systems, robust performance involves
proper maintenance of phase behavior. In the case of the
circadian clock, this means that the PRC to light must
have not only the proper shape, but also the correct mag-
nitude. Zeilinger et al. [75.148] were able to invalidate
a model of the circadian clock in the plant Arabidop-
sis thaliana, because the pIPRC had neither the proper
shape nor the proper magnitude.

In [75.149], sensitivity methods were employed to
predict the likelihood that noise propagates in stochas-
tic models of the circadian network. The results showed
that noise introduced into a sensitive point in the clock
propagates very well, while noise introduced into an
insensitive (or robust) point is undetectable elsewhere.
The noise propagates without regard to distance from
point of introduction to point of measurement. It was
concluded that the sensitive global parameters are the
sites of effective noise propagation in the clock. The hy-
pothesis was that global parameters govern reactions at
critical points in the network and therefore may suggest
those parts of other systems most worthy of investiga-
tion.

The previous studies focused on single cell models,
but network properties must also be analyzed at higher
levels in the system. Bagheri et al. [75.150] demon-
strated that computational techniques applied to single
cell data are fundamental for tuning and predicting the
behavior of oscillatory phenomena at the population
level [75.151], since the results of such investigations
point to the coupling mechanisms that give rise to
spontaneously synchronized networks of stochastic bio-
physical nodes. Without such insight, it would not have
been possible to reproduce the synchrony observed in
the SCN. As a result, it is important for experimental
biologists to adopt the tools necessary to analyze the
structure of both in vitro and in vivo systems.

75.6.1 State-Based Sensitivity Metrics

Parametric state sensitivity is captured in an m by
n matrix consisting of individual state performance
values with respect to isolated parametric perturba-
tions. The direct method [75.152, 153] is a means
to determine exact parametric state sensitivity mea-
sures, Sij (t) = dxi (t)/dρ j . This approach relies on the
continuity of f [x(t), ρ] with respect to the parameter
vector ρ. Applying the chain rule results in partial
derivatives of the function with respect to states and pa-
rameters produces an ordinary differential equation of
sensitivity dynamics (75.4). The initial conditions for
the sensitivities are zero unless the system initial condi-

tions x0 depend on the parameters.

Ṡ(t) = ∂ f [x(t), ρ]
∂x

•S(t)+ ∂ f [x(t), ρ]
∂ρ

(75.4)

In oscillatory systems, coefficients of raw state sensitiv-
ity, S(t) = dx(t)/dρ, rely on multiple coupled outputs
(such as period and phase) and grow unbounded in
time for parameters whose period sensitivities are
nonzero [75.154–156]. The secular term is due to com-
putation of sensitivities involving a nonuniformly valid
expansion of a periodic system [75.154]. Tomovic and
Vukobratovic [75.155] demonstrate that state sensitiv-
ity, evaluated at the constant nominal period τ , provides
a specific measure corresponding to limit cycle be-
havior. This measure is unbiased to changes in the
period/frequency of oscillation. The resulting m by n
matrix is referred to as the cleaned-out or shape sensi-
tivity measure SC(t) = (∂x(t)/∂ρ)τ ; SC(t) is periodic in
time and describes how parametric perturbations affect
the shape of state trajectories [75.154]. In its raw form,
state sensitivity for oscillatory systems may be decom-
posed into a combination of shape and period sensitivity
measures (75.5) [75.155]. This decomposition of raw
state sensitivity highlights its linear time growth t/τ
while isolating period sensitivity, Sτ = dτ/dρ. The de-
composition is generally accomplished by calculating
state and period sensitivities, and then solving for the
cleaned-out shape sensitivity matrix.

S(t) = SC(t)− t

τ
f [x(t), ρ] dτ

dρ
(75.5)

Zak et al. [75.156] proposed a method to determine pe-
riod sensitivity Sτ by making use of the decomposition
(75.5) and evaluating state sensitivities at a large time
t1 * τ . At this time, the second term on the right-hand
side of (75.5) dominates the cleaned-out sensitivity ma-
trix. Singular value decomposition of state sensitivity
produces S(t1) = U�V�, where � is an m by n di-
agonal matrix of nonnegative singular values σ and
matrices U and V contain the eigenvectors of SS�
and S�S, respectively. Hence, period sensitivity of any
given state may be approximated by (75.6) where σ1 is
the largest singular value in � , ‖ f [x(t1)], ρ‖ is the vec-
tor norm of the state matrix evaluated at time t1, and
V1 is the first column vector of V. This approximation
holds true at any large times t * τ , when the system is
nonzero, and when the period of oscillation is sensitive
to at least one parameter [75.156].

Sτ ≈± σ1τ

‖ f [x(t1)], ρ‖t1
V1 (75.6)
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Amplitude sensitivity S∧ describes how maximum state
values vary due to independent parametric perturba-
tions. As discussed, cleaned-out sensitivity defines how
parametric perturbations affect the shape of state trajec-
tories at every time in the cycle; at peak concentration
times this measure relates directly to the state’s maxi-
mum concentrations. Thus, amplitude sensitivity values
are calculated from shape sensitivity by evaluating the
time-dependent measure (75.7) at peak concentrations
times tpeak

S∧ = SC(tpeak) . (75.7)

75.6.2 Phase-Based Sensitivity Metrics

In cases involving oscillatory networks and often noisy
state amplitude data, phase may be employed as a met-
ric for model development and analysis. Standard (raw)
phase and decoupled (corrected) phase are among
the set of numerical performance measures introduced
in [75.146]. Radian-based phase angles θ(t, ρ) are ex-
tracted from the system’s limit cycle (Fig. 75.9a) using
the cosine rule [75.158]. Resulting phase dynamics re-
flect the oscillator’s real-time position, or concentration
(75.8), with respect to a static reference r

cos[θ(t, ρ)] ≈ ± x(t, ρ)�r
‖x(t, ρ)‖‖r‖ . (75.8)

Phase measures are recorded under varying parameter
sets, θ(t, ρ̃), where ρ̃ indicates measurements with re-
spect to a perturbation of magnitude δ affecting a single
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Fig. 75.9a–c Time-dependent phase dynamics. (a) Real-time phase dynamics captured in a 2-D limit cycle. Phase is the radian-
based measure θ(t, ρ) that describes the angular relationship between the state vector x(t, ρ) and some predetermined reference r.
Phase measures are recorded as a function of time under various parameter sets. (b) Coupling of period and phase as trajectories
diverge in time. (c) Decoupled measure of phase behavior as circadian phase dynamics are normalized with respect to their
perturbation-induced periods (after [75.146, 157] by permission of Oxford University Press)

parameter ρ j . This perturbation changes the nominal
parameter vector from ρ to a perturbed parameter vec-
tor ρ j

ρ̃ = ρ+ δe j , ∀ j ∈ [1, n] . (75.9)

The collected phase trajectories capture the oscillator’s
position and map them onto nominal time (Fig. 75.9b).
If the perturbation strength and length are the same, the
information contained in these trajectories is analogous
to that contained in phase transition curves [75.159]. Di-
rect evaluation of phase trajectories (Fig. 75.9b) yields
two types of sensitivity measures: period and phase,
because the change in period (or period sensitivity)
is merely an accumulation in the change in phase (or
phase sensitivity) evaluated over an entire cycle. In
the case of period sensitivity, phase trajectories are
evaluated at a 2πL-radian interval, where the integer
interval L is chosen to balance the numerical error
with computational expense. The difference between
the perturbed 2πL-radian crossing time k̃ and the nom-
inal 2πL-radian crossing time k yields the system’s
periodic performance. A normalized time difference be-
tween perturbed and nominal phase trajectories defines
the system’s period sensitivity, Sθτ (75.10): a series of
measurements denoting the quantitative change in pe-
riod with respect to a change in the j-th parameter

Sθτ
j = 1

L

k̃− k

δρ j

∣∣∣∣∣
θ(k,ρ)=θ(k̃,ρ̃)=2πL

,

∀ j ∈ [1, n] , L ∈ [1,∞) . (75.10)
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In the case of strict phase sensitivity, one can evalu-
ate phase trajectories at specific times t = tk. The radian
phase difference between perturbed and nominal trajec-
tories describes the raw phase sensitivity, Sθ (75.11):
a series of measures reflecting the induced change in
phase with respect to a change in the j-th parameter
tk-hours after the perturbation

Sθ
j (tk)= θ(t, ρ̃)−θ(t, ρ)

δρ j

∣∣∣∣
t=tk

, ∀ j∈[1, n] . (75.11)
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Fig. 75.10a–e Metric evaluation. (a–c) Parametric sensitivity metrics ordered from least to greatest absolute value for the
Drosophila model: (a) state-based and phase-based period sensitivity, (b) corrected phase (decoupled angular phase trajecto-
ries) and relative phase (time interval between peak per mRNA and nuclear PER/TIM protein concentrations) sensitivity ranks
and (c) amplitude-based and state-based metrics. Spearman rank correlation coefficients for these pairs of metrics are 1.00, 0.64
and 0.85, respectively. Legends describe the parameters’ particular biological processes as the shading of each data point describes
their type: global (open), mixed (gray) and local (black) parameters. Data points outlined in red reflect per gene dynamics, and
those in green reflect tim gene dynamics. (d,e), Color-coded average sensitivities (values are scaled between 10−4 and 1) among
parameter function (upper subplots) and parameter type (lower subplots) for each metric in the fly (d) and the mammalian (e)
model. See the supplementary material for alternate correlation diagrams and ranking plots (after [75.146, 157] by permission of
Oxford Univ. Press)

Just as state sensitivity diverges over time, phase
sensitivity grows unbounded due to the nonuniform
expansion of a periodic system. To correct for the inte-
grated response of perturbation effects (in this case, the
coupling of period and phase), each phase trajectory is
normalized with respect to the period of the system af-
ter parametric perturbation τ̃ : dividing each time series
by τ̃ decouples the system’s phase from its period. As
a result, normalized datasets begin and end at the same
relative time points (0 and 100% of their respective cy-
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cles). These modified datasets allow for a comparison
between nominal and perturbed phase at every point
in the cycle (Fig. 75.9c). This corrected phase sensi-
tivity assumes a linear scaling of raw phase measures
resulting in a time-dependent performance quantity that
identifies specific points of the cycle most susceptible to
uncertainty (75.12)

S
%
Θ
j (tk)= θ(t/τ̃, ρ̃)−θ(t/τ, ρ)

δρ j
, ∀ j∈[1, n] . (75.12)

Phase-based period, phase, and corrected phase sensi-
tivity analysis examine the biological network relative
to a static reference. In some cases, a relative analysis
that studies relationships within the perturbed network
may be more useful. The timing effects relating tran-
scription, translation, phosphorylation, and transport are
governed by global cellular processes. Variation of these
specific time intervals as a result of parameter ma-
nipulation indicates a degree of sensitivity. Relative
sensitivity Sφ investigates the time interval relating the
hour-difference between the occurrence of particular
events; for instance, the time interval between peak
mRNA concentrations and their corresponding protein
concentrations. This time interval φ[x(t), ρ], is a func-
tion of the system’s state and parameter vectors. It
explores how a system’s individual components change
relative to one another due to parametric perturba-
tion (75.13)

Sφ
j =

φ[x(t), ρ̃]−φ[x(t), ρ]
δρ j

, ∀ j∈[1, n] . (75.13)

75.6.3 Global Versus Local Parameters

The investigated performance metrics depict classes of
sensitivity that associate with parameter function, prov-

ing a certain conservation of robustness for specific
biochemical processes. A similar sensitivity distribution
was found when parameters were separated into three
types: global, mixed, and local [75.15]. Global param-
eters are involved in core cellular reactions nonspecific
to the circadian rhythm; they encompass properties con-
sistent with the entirety of the cellular network. Local
parameters are primarily attributed to the circadian sys-
tem; their processes and/or elements are not shared with
many other cellular circuits. Global parameters include
transcription rates, various mRNA and protein degrada-
tion rates, and translation rates.

Figure 75.10a–c depict phase-based and state-based
period sensitivities, relative and corrected phase sen-
sitivities, and amplitude and state sensitivities. Global
parameters were consistently found in the first (up-
per right) quadrants of these plots. Local parameters,
including protein phosphorylation and dephosphoryla-
tion, were consistently in the lower left (less sensitive)
corners. Figure 75.10d and e (lower subplots) empha-
size this conservation of sensitivity apparent in both
models by assigning a color reflective of the average
sensitivity ranking within each parameter type.

The results demonstrated that every defined per-
formance metric was more sensitive to perturbations
involving global and mixed parameters than it was
to perturbations involving local parameters. Grouping
parametric sensitivity based on parameter type provided
a more consistent and distinct distribution of sensitiv-
ity measures among various metrics than the grouping
of sensitivity by function. This outcome agreed with
a previous study suggesting that circadian performance
is greatly affected by changes in global parameters and
less susceptible to changes in local parameters [75.13,
15].

75.7 Bio-inspired Control and Design

Biological networks offer a number of opportunities
for inspired design of engineering networks. Aside
from the overlapping computational toolkit (e.g., sim-
ulation methods for high dimensional, stochastic, stiff,
multiscale systems), there are numerous behaviors in
biological networks that offer promise for improved
communications and sensors networks. Given the space
constraints, we highlight only two of them here, but re-
fer the reader to the thorough NRC report on network
science for additional details [75.160].

Using control engineering parlance, one may refer
to the elements that influence or entrain the circadian

oscillator (zeitgeber: time giver) as manipulations, and
the elements that exhibit quantifiable circadian rhythms
as measurements. The use of this terminology is re-
flective of the spirit in looking for ways to influence
rhythms to fine tune physiological performance. Contin-
uing the control analogy, the open-loop characteristics
(i. e., with no intervention) of the typical human are to
adjust at a rate of approximately 60–90 min of phase per
day [75.161]. In other words, jet lag accommodation oc-
curs at a rate of approximately 2–3 days for a 3 h time
zone change. Westward travel is slightly easier, as the
natural free-running human circadian clock (i. e., in ab-
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sence of light) has a period of approximately 25 h. From
a control perspective, the two important attributes of the
resetting response characteristics are phase shift (cap-
tured by the phase response curve), and the associated
transient, which we define via the transient response
curve.

Sensitivity analysis can be used to develop insight
on the parts of a network that are most sensitive and,
consequently, the most susceptible to intervention such
as the targeting of a drug. However, a typical applica-
tion will require a temporal forcing of a node (or nodes)
in a network to elicit an optimal response. In recent
work, model predictive control (MPC) algorithms have
been employed to generate the optimal forcing proto-

col that will reset the circadian clock from a condition
of phase offset (i. e., jet lag) [75.157, 162]. Through
parametric state sensitivity analysis, key driving mech-
anisms for optimal manipulation of the large complex
circadian network were identified. Importantly, the use
of nonphotic control inputs outperforms light-based
phase resetting dynamics. Aside from targeting indi-
vidual parameters as control inputs, Fisher information
matrix based parametric sensitivity analyses identified
combinations of parameters for control (i. e., vector
strategies). The derived MPC algorithm is found to be
robust to model mismatch and outperforms the open-
loop 24 h sun cycle based phase recovery strategy by
nearly threefold.

75.8 Emerging Trends

Systems biology has an exciting future. Opportunities
for research exist in the areas of network identifica-
tion, constraints and optimality, stochastic systems, and
robustness [75.4], as well as synthetic approaches to
network reconstruction:

1. Knowledge of biological systems is incomplete,
and codification of the interactions among network
components, interactions, and properties requires
continued elaboration. This systems identification
problem can be approached via empirical, approx-
imative, and mechanistic methods.

2. An understanding of biological systems may pro-
ceed from an appreciation of constraints, which
can be divided into three classes: (1) Functional
constraints exist because biological systems per-
form specified functions arising from a finite set
of components. Since biological systems evolve to
a performance metric, it is sensible to presume op-
timality. This leads to a smaller design space with
highly structured, but rarely composed, reliably
networks. (2) Analysis of experimental data can pro-
vide data on the possible arrangements for network
structure. (3) The laws of physics and chemistry,
must, of course, be observed.

3. Developments in systems biology will continue
to depend upon algorithmic innovations to ap-

proach stochasticity, particularly for distributed
models.

4. There exist intrinsic scaling problems with those
engineering methods that provide a formal frame-
work for robustness analysis. For large, complex,
nonlinear systems, the methods are conservative
and computational tractability is questionable. Con-
sequently, the scalability of robustness analysis
methodologies provides interesting future chal-
lenges.

One promising application of a systems approach
to biology lies in healthcare [75.163]. Unlike today’s
medicine, with its emphasis on therapies for existing
disease, tomorrow’s medicine will predict and prevent
illness. Multiparameter diagnostics will be used rou-
tinely to assess health status. Network science will be
used to ascertain drug targets, leading to true preventive
medicine.

The emerging bio-inspired automation and au-
tomatic control mechanisms, techniques and mod-
els will continue to offer rich sources of innova-
tion. We will continue to search how the benefits
of systems biology knowledge in living organisms
can help us solve complex, critical problems in in-
creasingly interrelated systems and service infrastruc-
tures.
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Automation a76. Automation and Control
in Biomedical Systems

Robert S. Parker

Biomedical systems are a complex collection of case
studies where the principles of automation and
control theory are seeing increased application.
This growing interest has a twofold motivation:
the need for advanced automation and treatment
design tools for use in medical practice and the
challenges inherent to biomedical systems and
clinical deployment of technology. This chapter
provides an overview of the automation, control,
and optimization tools used in the biomedical
arena. While the scope of potential applications
is vast, examples of biomedical treatment design
systems for cancer and insulin-dependent diabetes
are discussed. The chapter concludes by scratching
the surface of emerging areas in need of translated
or novel systems and automation tools.
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76.1 Background and Introduction

76.1.1 Scope

Automation is ubiquitous in society today. Air con-
ditioners and thermostats keep the house cool; cruise
control maintains speed without driver intervention on
the road. Both of these examples demonstrate the ef-
ficiency of automating processes and taking advantage
of advanced control algorithms in doing so (the switch-
ing on and off of the air conditioner and the degree of
depression of the gas pedal are both handled by mathe-
matical algorithms). With advancements in engineering,
miniaturization, and computational capability, it be-
comes possible to deploy automation and control tools
in the medical arena. A common example of automation

in medicine is the pacemaker, with a quarter-million
per year implanted around the world [76.1]. Far from
the simple pacing instrument of 1932 [76.2], today’s
devices include diagnostic algorithms for real-time
analysis, adaptive response (control), and programma-
bility [76.1]. Robotics is a common tool used in medical
science, and due to its wide treatment elsewhere, this
topic is consciously excluded from the present chap-
ter (the interested reader is referred to [76.3] from the
Handbook of Industrial Robotics). This chapter will ex-
plore the use of mathematical models of the body (in
a variety of styles, see Sect. 76.2 for more detail) as
well as tools from optimization and dynamic control
theory in the automation of medical treatment decisions
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and the deployment of treatment. While modeling the
body is certainly not a new concept – Teorell discussed
the use of mathematical modeling in drug distribution
as early as 1937 [76.4, 5] – the ability to deploy these
models is a relatively recent event given the continuing
advancement of computational power.

Medical practice, in a broad sense, is a disci-
pline grounded in finding feasible solutions to complex
biosystems problems. Typically, clinicians are pre-
sented with a set of symptoms from which they must
diagnose and treat a disease state. Treatments in-
duce response, and when drugs are administered, the
dose amount and schedule (timing of doses) elicit
a variety of measurable outcomes such as drug phar-
macokinetics (PK, drug concentration versus time) and
pharmacodynamics (PD, disease response and toxicity).
Schematically, this is the unshaded component shown
in Fig. 76.1. The shaded region characterizes a model-
based control system that:

1. Compares the measurable responses to treatment to
a desired clinical response

2. Employs a control algorithm and mathematical
model of the patient to calculate an optimal treat-
ment

3. Deploys that treatment by adjusting dose and sched-
ule of administration

Typically, this last phase would be a recommen-
dation to a clinician who would be responsible for
the ultimate go/no-go decision of implementing the

Patient model

Control
algorithm Desired

response

Treatment dose
and schedule Response to treatment

Fig. 76.1 Schematic of drug treatment. Unshaded: open-
loop, shaded: automated model-based decision support or
control system for treatment design and/or implementation

algorithm-recommended treatment. The challenge in
designing such automation systems is the complexity
of the underlying model of the patient and its incor-
poration within a rigorous mathematical framework for
optimizing or controlling the treatment outcome.

When translating systems tools to the clinical arena,
it is critical to work closely with clinicians. Unlike
a distillation column, where automation tools can be im-
plemented as long as their performance is superior to
existing technology, the most likely early implementa-
tion of automation tools in the biomedical arena is as
decision support (a semi-closed-loop formulation). The
charge of the clinician to do no harm and the critical
issue of malpractice, with its corresponding financial
and legal ramifications, are too significant to allow
an automated system to operate independently without
oversight. Even a single failure resulting in the death of
a patient could halt the development and deployment of
an automated medical device. Hence, extensive clinical
trials demonstrating safety of patients (phase I trials),
efficacy of the automated tool or decision support sys-
tem (phase II), and ultimately performance superiority
to current standards of practice (phase III/IV trials) will
be required before an automated device can be deployed
with confidence in the biomedical arena.

The remainder of this section will establish chal-
lenges to automation in biomedical systems. The first
set are data issues, including quantity available, quality,
resolution, and consistency and frequency of collection
(for use in dynamic modeling). The differences be-
tween preclinical and clinical data are discussed, and the
concept of patient tailoring (including interpatient vari-
ability and treatment individualization) is introduced.
The chapter continues in Sect. 76.2 with the tools used
in biosystems automation and control. Two case study
areas are discussed in detail in Sect. 76.3, and a small se-
lection of directions of future research are summarized
in Sect. 76.4.

76.1.2 Data Quantity and Quality

The amount of experimental biological data in the lit-
erature is vast. However, the size scale of the data is
equally large (spanning nanometers to meters and be-
yond). The dynamic character of the data varies as well,
including static baseline measurements, point measure-
ments of biological changes (the usual case in -omics
data), and dynamic PK profiles. A further complica-
tion captured in data sets such as those from DNA
microarrays is the complexity of the interaction between
the various cellular processes, which is simultaneously
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Fig. 76.2 Expression response of MCF breast cancer
cells treated with vitamin D (figure originally published
in [76.6])

a complication in the use of modeling and automation
tools and a challenge to those interested in building new
tools. It is at this crossroads of biology and systems
engineering that computational models and automation
tools can make a significant contribution by unifying the
collection of disparate data across multiple scales and
time points.

Facilitating the collection of this interacting dy-
namic data are advances in measurement technology
that provide higher-resolution information of the bio-
logical processes taking place. Microarray technology
has provided a more detailed picture of DNA and RNA
responses to external stimuli, and these tools may even-
tually provide a fully dynamic profile of specific up-
and downregulation events in response to drug treat-
ment. The data available from a microarray study at
present, however, do not provide such a picture. The
measurements are often distributed in time, with sig-
nificant nonmeasurement periods, so the dynamics of
a particular challenge may or may not be fully captured.
Furthermore, the ability to quantitate at high precision

with a microarray is limited by the sensing technology;
semiquantitative and directional information is avail-
able from the colorimetric technique, but exact counts
of DNA or RNA are unavailable (Fig. 76.2). Tissue
concentrations of agents are measured using high-
performance liquid chromatography (HPLC) as the gold
standard; however, liquid-chromatography mass spec-
troscopy (LC/MS) has higher resolution (the ability to
measure fewer ng/ml) and lower sample volume re-
quirements. Hence, PK data may be more accurate in
the future, thereby leading to higher-quality models and
possibly to better informed treatment decisions. A po-
tential drawback of this new technology is the need to
repeat previous studies with the new analysis device.
This may lead to conflicting outcomes between stud-
ies as superior measurements are analyzed, and model
refinement should be an expected and ongoing process.
Given these factors, modelers and algorithm developers
must carefully evaluate the data sets they employ, and
the ongoing generation of new data, to be sure that the
treatment decisions recommended by automated tools
are of the highest possible quality and provide the great-
est potential benefit to the patient.

76.1.3 Preclinical Versus Clinical Study Data

Animal studies are a required precursor to human tri-
als for testing novel drugs. These studies are primarily
toxicologic – the objective is to establish toxicities as-
sociated with drug administration and to evaluate the
various routes of administration (oral, intravenous (IV),
etc.). Pharmacokinetic studies are often required by the
US Food and Drug Administration (FDA) [76.7]. The
search for tissue toxicities leads to detailed (potentially
dynamic) concentration versus time data sets from an-
imals for compounds of potential clinical interest. The
outcome of these studies is often a maximum tolerated
dose (MTD) in a variety of species, and the dose for
first trials in humans is established from the MTD in
the most sensitive species. A useful side-effect of these
studies, from an automation perspective, is the value of
these data sets in modeling dynamic biological phenom-
ena at scales that one cannot achieve in humans (e.g.,
tissue drug concentration versus time via destructive
analyses such as HPLC or LC/MS).

Animals are not people, however. A critical short-
coming of model-based automation and control for the
biosystems field is that most of the high-resolution
(temporal or spatial) in vivo data comes from animal
studies. Hence, detailed animal models of pharma-
cokinetic and pharmacodynamic behavior can be con-
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structed [76.8–10], but the scale-up of these models to
humans remains open (Sect. 76.4.2). In contrast, phar-
macokinetic and pharmacodynamic models collected in
clinical trials are often macroscopic in nature. Measure-
ments are often easy to collect and analyze, such as
urine measurements of function or disease state (e.g.,
creatinine clearance or glucose in the urine), drug con-
centrations in the bloodstream, or circulating markers
of effect (e.g., cholesterol levels in the blood). Further-

more, measurements from a single patient are often not
a full time course but a small number of samples (1–3)
that provide the clinically necessary information but
may not provide sufficient data to inform a model of the
individual patient. Depending on the resolution and pre-
diction required from the model, as well as its intended
use, a variety of tools may be employed in model syn-
thesis and deployment at the animal and human scales.
These are outlined in the next section.

76.2 Theory and Tools

This section will introduce some of the tools often
employed in the solution of biomedical modeling and
control problems. A summary can be found in Ta-
ble 76.1, which provides the section where a technique
can be found, the name of the technique(s) discussed
therein, and one or two strengths and weaknesses of the
various approaches. While this is certainly not a canon-
ical summary of tools employed in the automation of
biomedical problems, this section provides a jumping-
off point for further reading on the tools and techniques
of biomedical control.

76.2.1 Parameter Estimation

In the development of mathematical models, there
is a need to estimate parameters. A concern in this
arena is the a priori identifiability of such models.
Phrased differently: are the parameters of a given model
structurally identifiable from the available input–output
(measurement) data? A number of recent studies of
biomedically relevant systems explore tools and meth-
ods for evaluating model identifiability [76.11–15].
Audoly et al. [76.11] examine the identifiability of linear
models, which has direct mapping to the popular com-
partmental models used in pharmacokinetic analysis
(Sect. 76.2.2). Physiological structures are the focus of
Yates [76.13], who examines the global identifiability of
the model with restriction to local identifiability in the
worst case. In a nonlinear context, Bellu et al. [76.15]
provide differential algebra for identifiability of sys-
tems (DAISY) software to evaluate the identifiability
of nonlinear systems in polynomial or rational form
(a limitation of the differential algebra tool used in the
analysis). At a higher level of resolution, intracellular
networks are of particular interest in systems biology,
metabolomics, etc. The amount of information that is
measurable from these systems is generally small with

respect to the parameters. Van Riel and Sontag [76.14]
explore methods of modeling these systems using ficti-
tious dependent inputs to represent unidentifiable model
structures.

Given an identifiable model, parameter values need
to be estimated with confidence. Two common objec-
tives for parameter estimation include nonlinear least
squares and maximum likelihood. The nonlinear least-
squares technique can be represented as [76.16]

min
p

J(p) =
N∑

i=1

χi [ym(i)− ŷ(i, p)]2 . (76.1)

The measured data at observation i is given by ym(i),
the model prediction at the same observation, which
depends on parameters p, is represented by ŷ(i, p),
and the observation-dependent weights are given by
χi . In the unweighted case χi reduces to an appropri-
ately sized identity matrix. Alternatively, weighting by
χi = 1/σ2

i can reduce sensitivity to variability in the
measurement, where σi is the standard deviation of the
measurement data at observation i. Standard tools for
this optimization using linear or nonlinear models are
available in MATLAB [76.17]. An alternative objective
is maximum-likelihood estimation (MLE), a statistical
approach to parameter estimation. Here, the conditional
probability that the residuals are generated by a model
having the estimated parameter vector is maximized.
The likelihood function is written as [76.16]

L(p) =
N∏

i=1

1

σi
√

2π

[−1

2

(
ym(i)− ŷ(i, p)

σi

)2]
.

(76.2)

The objective is to maximize the likelihood that the
data results from the model (as parameterized by the
vector p). Assumptions in using maximum likelihood
include: (i) uncorrelated residuals and (ii) residuals are
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Table 76.1 Summary of theory and tools by Section, topic(s), and advantages/disadvantages of the various methods

Section Topic(s) Pros (+) and cons (–)

76.2.1 A priori identifiability + Highlights parameter estimation concerns based on available data

− Theoretically and computationally challenging

(Weighted) least + Straightforward application, many tools available

squares − Weighting of points is subjective

Maximum likelihood + Robust and commonly employed

− Based on assumed error structure/distribution

76.2.2 Compartmental PK + Compact models, generally identifiable

− No relationship to mechanism or physiology

Population PK + Incorporates intra-/interpatient variability in model

(when justified by available data)

− Not straightforward to tailor to an individual

− Patient and data intensive

76.2.3 Physiological PK + Incorporates patient physiology explicitly

− Measurements of individual tissues are difficult

to collect (limited to animal studies)

− Large number of equations makes parameter estimation

computationally challenging

76.2.4 Biochemical networks + May provide high-resolution mechanistic detail

− May be difficult to resolve causality (cause versus effect)

− Semiquantitative (colorimetric)

76.2.5 Optimal control + Solves constrained dynamic optimization problem

− Formulation (two-point boundary-value problem, continuous

controls) must be reasonable for solution of corresponding

biomedical problem

Model predictive + Robust to mismatch between actual patient/process

control and mathematical model

+ Solves constrained dynamic optimization problem

− Suboptimal (relaxed) solution of problem

− Mathematical analysis of stability and performance

is theoretically challenging

zero mean and normally distributed with variance σ2
i .

While these may not be rigorously true of biomedi-
cal data sets, MLE has been shown to work well with
biomedical data, and packages are available that use
MLE for estimation [76.18, 19]. These packages also
return parameter information in the form of a confi-

dence interval or coefficient of variation. Large values
indicate poor parameter accuracy, and hence possible
structural parameter identifiability issues [76.20] or vi-
olations of the assumptions above as parameters may
not be Gaussian distributed in the modeling of multiple
individuals.
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76.2.2 Pharmacokinetics

PK is the study of drug administration to, distribution
in, and clearance from the body [76.4,5]. To capture the
dynamics observed after drug dosing, compartmental
models are often employed (Fig. 76.3). The adminis-
tered dose is given by D(t). Individual compartments
are modeled as drug masses (x1 and x2), with cor-
rection to concentration in the output equation (via
division by volume V ). Clearance of the drug is from
the central compartment (rate kcl). Additional dynamic
character is included by adding compartments and in-
tercompartment transfer rates (kij from compartment i
to compartment j). A two-compartment model can be
represented mathematically as

dx1(t)

dt
=−kclx1(t)− k12x1(t)+ k21x2(t)+ D(t) ,

(76.3)

dx2(t)

dt
= k12x1(t)− k21x2(t) , (76.4)

y(t) = x1(t)

V
. (76.5)

The output(s) of the model corresponds to measurable
concentrations of drug, as given by y(t). Additional
blocks can be added, as necessary, to capture observed
plasma dynamics related to dosing (for drugs not de-
livered intravenously) and/or absorption. The resulting
model is an empirical description of patient drug con-
centration as a function of time after administration.
These model structures are commonly employed using
available PK modeling tools such as ADAPT II [76.18],
and the FDA requires some pharmacokinetic informa-
tion for most new chemotherapeutics [76.7]. Parameters
in the model can be estimated from individual patient
data, when detailed pharmacokinetic measurements are
available. More often, models of this form are con-
structed from animal studies where multiple animals

1 2

D (t)

kcl

k21

k12

V

Fig. 76.3 Two-compartment mamillary model used in
pharmacokinetic analysis. Plasma dynamics are captured
by the central compartment (block 1) in Eq. (76.3)

(e.g., mice or rats) are euthanized at each measured time
point. The mean and standard deviation of measured
drug concentrations are used as the data to which a sin-
gle model is fit. Low-order deterministic models may
not capture the observed drug concentration measure-
ments for a variety of reasons, including nonlinearity,
higher-order dynamics, and interindividual variability.

To address interindividual variability and data spar-
sity, population models are often developed [76.16,
21, 22]. In this case, a stochastic approach to model
parameterization is employed, where parameters are
composed [76.21] as

pi = θμ+η
p
i + θcCi . (76.6)

Parameters (pi ) for patient i are a function of the
population mean value of the parameter θμ, interindi-
vidual variability in the parameter η

p
i , and any known

correlative effects Ci scaled by their population mean
correlation θc. These parameter formulations are then
included in model structures akin to those in (76.3–
76.5), as replacements for the kij and kci parameters, for
example. Variances on the measurement noise (added
to (76.5)) and interpatient variability ηi are specified as
part of the estimation. With this approach, it is possi-
ble to use a small number of output measurements from
a large number of individuals to characterize both the
underlying model structure (through the observed dy-
namics) and the population variability (through the need
for η and θc or Ci to describe individual responses).
Software tools are available for constructing these mod-
els (including NONMEM [76.22] and SPK [76.23]).
A population model, once constructed, is representative
of the population response to a drug dose. Furthermore,
it can provide a characterization of both validated vari-
abilities (as a function of body weight, gender, race,
liver or kidney performance status, etc.) and the dis-
tribution of responses expected after dosing a group of
patients with the drug. However, it is not designed to
be predictive in the single-patient case; here it may be
of more use to couple the variabilities established in the
population model with the ability to tailor an individual
PK model.

76.2.3 Modeling Physiology

The potential of detailed physiological models was
recognized by Teorell when he began studying pharma-
cokinetics [76.4, 5], but calculational limitations made
physiological modeling of drug PK intractable in 1937.
With today’s desktop computational power, simulat-
ing physiological models of drug administration and
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distribution is straightforward. A physiologically-based
model for a cancer chemotherapy application is shown
in Fig. 76.4. Each block in a physiologically-based
model represents an ordinary differential equation
that characterizes concentration in a particular tissue
or fluid, with the volume of the compartment cor-
responding to the physiological volume into which
the compound distributes. Where necessary, subcom-
partments can be added to modify tissue dynamic
response, and these are often denoted as vascular (blood
space) and extravascular (interstitial space) compart-
ments (models may also include intracellular or tissue
binding spaces as well [76.8, 24]). Transfer between
vascular and extravascular space can be via gradient-
based diffusion or active transport, and may be uni-
or bidirectional. Unidirectional arrows between tissue
compartments denote the flow of blood; the bidirec-
tional arrow pairs between red blood cells (RBCs)
and the plasma compartments represent equilibration
(transport is often fast in RBCs, such that they are of-
ten represented algebraically rather than differentially).
Metabolic elimination and clearance are shown as un-
connected arrows exiting particular (sub)compartments
(e.g., the arrow out of liver extravascular space), and
infusion into the system can be properly placed in
a physiological sense, e.g., the IV dose administered
to the venous blood compartment. Advantages of this
approach include the accuracy of the tissue connectiv-
ity and the availability of mean values for the flow and
volume parameters [76.25]. Furthermore, knowledge of
the metabolic pathway of drug clearance (e.g., liver
metabolism or kidney excretion) can be included in the
physiologically correct location. This structure changes
the identification burden to that of metabolic rates and
intratissue transport (plasma ↔ interstitial fluid ↔ cell)
and dynamics. Resolution of these effects can be chal-
lenging (when feasible) as the necessary information
(e.g., arterio–venous differences in drug concentration)
for identification is not typically available from in vivo
measurements. The result is that tissues are often as-
sumed to be well mixed if they are highly perfused
(e.g., kidney and liver), and only tissues where sig-
nificant transport resistances are involved are modeled
using more detailed intratissue dynamics (and then of-
ten using a compartmental approach).

The utility of these structures is of more potential
benefit when evaluating pharmacodynamic effects. Un-
like the compartmental or population models described
above, the physiological model also allows the effects
of the drug to be properly assigned to their physiologi-
cal sites of action. These outcomes can be positive (e.g.,
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Fig. 76.4 Block structure schematic of a physiological model of
drug distribution

antitumor activity related to tumor concentration, not
plasma concentration, of an antineoplastic) or negative
(e.g., toxic side-effects of a drug affecting liver perfor-
mance status). This is a significant advantage in the use
of in vitro information for the purposes of in vivo mod-
eling, as the concentration at the site of action (effect
or toxicity) is more accurately represented by a physio-
logical model than the plasma concentration estimate of
a compartmental model.

76.2.4 Biochemical Networks

Phenotype is related to genotype at some level, mean-
ing that macroscopic observables such as physiology,
PK, etc., are driven by biological networks at a vari-
ety of scales. The field of systems biology is focused
on developing a systems-level description of biology
by studying the dynamics of cellular and organ func-
tion, rather than the traditional drill-down study of
increasingly highly resolved portions of a cell [76.26].
In order to rigorously integrate the complex behaviors
taking place at the genetic level with the macroscopic
(whole-organism) response, and to ground these hy-
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potheses in experimental data, requires a computational
model [76.27].

Due to the scales spanned in network analysis (from
the gene regulatory [76.28] to the metabolic [76.29]), it
is infeasible in this space to review the plethora of tools
employed. Ordinary differential equations, due to their
simplicity, are popular, and compartmental approaches
(such as those in Sect. 76.2.2) are also used to sim-
plify the model structures. The systems biology markup
language (SBML) is one tool for representing biochem-
ical networks, both qualitative and quantitative [76.30].
A review of SBML, along with two other data rep-
resentation standards (PSI MI (Proteomics Standards
Initiative Molecular Interaction) and BioPAX), can be
found in [76.31]. The strengths of these packages can be
seen in the complexity of the models that are generated,
and can be simulated, as a result of complex network
modeling (see [76.29] and models at www.systems-
biology.org and www.biopax.org).

76.2.5 Model-Based Control
and Optimization

A commonly employed tool in model-based treatment
design for biomedical systems is optimal control. Math-
ematically, optimal control problems can be formulated
as follows [76.32]

min
u(t)

J(y(t), u(t), r(t)) , (76.7)

subject to: ẋ = f (x(t), u(t), p) , (76.8)

y(t) = h(x(t), u(t), p) , (76.9)

umin ≤ u(t) ≤ umax , (76.10)

y(tf) = yfin . (76.11)

The objective function (76.7) often takes the form of
a least-squares deviation of y(t) from some desired
trajectory r(t), and the decision variable is the u(t)
profile over 0 ≤ t ≤ tf; for example, in the diabetes ex-
ample introduced later in this chapter, the measured
variable would be plasma glucose concentration (y(t)),
r(t) would be the desired glucose concentration (e.g.,
90 mg/dl), and u(t) would be the insulin delivery profile
(or delivery rate) from the present time t to t + tf. Feasi-
ble system trajectories are governed by the dynamics of
the model (states x(t), parameters p), and these are in-
corporated as constraints (76.8) and (76.9). Continuing
the diabetes example, the states characterize the patient;
in a physiological model context, these states would be
the glucose and insulin concentrations in the various
physiological tissues (not all of which are measurable).

Constraints on the input magnitude can be enforced, as
in (76.10); other input constraints can also be included,
though they are not explicitly described here. Finally,
a desired final value for the controlled variable y(tf)
is included. The identification of a feasible treatment,
an input sequence that drives y(0) to y(tf), involves
the solution of a constrained two-point boundary-value
problem. Control vector parameterization [76.33] is
a common method of computer implementation, where
the time axis is discretized into k equal-length steps, and
the series of input levels over each of the steps become
the decision variables of the optimization problem. The
resulting input profile generally has a characteristic
bang–bang shape, switching from full on to full off at
one or more points along the time axis. The strength
of optimal control is the ability to solve nonlinear
control problems in the presence of input constraints.
A key shortcoming is the formulation of optimal control
versus the practice of medicine. The former specifies
an endpoint constraint and has no mechanism for the
inclusion of information that becomes available at in-
termediate time points. Clinical practice, on the other
hand, does not generally have an a priori specified end
time of treatment and routinely takes measurements of
patient performance status and incorporates these into
treatment decisions.

One way to take advantage of model-based control
and optimization techniques while retaining the advan-
tages of the optimal control formulation is to use reced-
ing horizon control, also referred to as model predictive
control [76.34,35]. Receding horizon control is an open-
loop optimization posed and solved for a sequence of
input move changes at each time step; a typical model
predictive control formulation may be posed as

min
Δu(k|k)

‖Γ y(r(k+1|k)− y(k+1|k))‖2
2

+‖Γ uΔu(k|k)‖2
2 (76.12)

subject to: x(k+1|k) = f (x(k|k), u(k|k), p)
(76.13)

y(k|k) = h(x(k|k), u(k|k), p) (76.14)

umin ≤ u(k|k) ≤ umax (76.15)

|Δu(k|k)| ≤ urate . (76.16)

Because the model is used to predict output responses
at future times (up to Np steps in the future), statisti-
cal notation is employed, where y(k+1|k) is the vector
of Np predicted outputs at time k+1 given information
up to time k. The corresponding vector of desired out-
put values is r(k+1|k), and the degrees of freedom are
the Nu input moves Δu(k|k). The matrices Γ y and Γ u
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are weights to trade off tracking error (large Γ y) ver-
sus input move suppression (large Γ u). The underlying
model dynamics of (76.13) and (76.14) can be continu-
ous or discrete, as they are simulated at each time step,
but the output values employed in the calculation of
the objective correspond to the Np future step times.
Because the solution methodology includes the use of
an optimization routine at each time step, constraint
incorporation is straightforward, and input constraints
can be included in magnitude-constrained (76.15) and
rate-constrained (76.16) forms. Output constraints can
be included, but these may lead to infeasibilities in the
optimization problem, much as state constraints do in
optimal control. One option is to soften the constraints
by including them as additional weighted terms in the
objective function [76.36]. At each sample time, mea-
surements from the system are used to update the states
or outputs of the model, and the optimization problem
is solved. The first input move change is implemented,
and the process repeats at each following sample time
(as shown schematically in Fig. 76.5). In the case that
measurable quantities are sampled at different intervals,
the update rate of the model can be variable (this is
referred to as a multirate MPC formulation [76.37]).
When measurements are not collected at each sample
time, multiple inputs in the sequence Δu(k|k) can be
implemented. The structural advantages of MPC, in-
cluding the online solution of an optimization problem
that incorporates available patient information, are sig-
nificant, but a key drawback of this control structure is

k+1 k+2 k+Nu–1

u (k+Nu–1|k)

k+Npk

Past Future

Current output
measurement
y (k)

Past
output
measurements

Model-predicted
future output values
ŷ (k+1|k)

Optimal
input profile
u (k |k)

Reference r (k+1|k)

Horizon

Fig. 76.5 Receding horizon (model predictive) control implemen-
tation schematic. Model-predicted deviations from the desired
reference are minimized over a future horizon

the challenging analysis of algorithm performance. Sta-
bility guarantees, which may be required by the FDA
before an algorithm can be deployed in an ambulatory
setting, often require the use of endpoint constraints
or long prediction horizons (i. e., large Np or infinite-
horizon formulations), which may limit the achievable
performance.

76.3 Techniques and Applications

The potential scope for automation and control in
biomedical problems precludes a canonical review here.
Entire journals are focused on biomedical problems
from the engineering perspective (e.g., IEEE Transac-
tions on Biomedical Engineering, Annals of Biomedical
Engineering, IET Systems Biology), and mainstream
control journals (e.g., Automatica, Journal of Process
Control, Control Engineering Practice) also publish
biomedical control papers. There are also journals fo-
cused on the tools as they apply to classes of problems
(e.g., Journal of Pharmacokinetics and Pharmaco-
dynamics for PK and PD modeling tools). Beyond
the diabetes and cancer case studies discussed below,
a wide variety of problems have been addressed, such
as human immunodeficiency virus (HIV)/acquired im-
munodeficiency syndrome (AIDS), blood pressure, and

anesthesia, among others (some recent review articles
include [76.9, 38, 39]).

76.3.1 Type I Diabetes Modeling and Control

Diabetes has been a popular biomedical modeling and
controller design case study for almost 50 years [76.40–
44]. The development of models of glucose–insulin
interaction, sometimes including additional hormones,
substrates, or contributions, has an equally long his-
tory [76.40–42, 45–56]. In order to estimate the
parameters in these models, tools from Sect. 76.2.1
are employed, and the model structures can be
of either compartmental (Sect. 76.2.2) or physiologic
(Sect. 76.2.3) form. With a model in place to represent
the patient (i. e., patient=model), for use in con-
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troller design (i. e., model-based optimal control using
tools from Sect. 76.2.5), or both (i. e., patient 
=model),
a control problem can be formulated. One option
is to pose a single-input single-output control prob-
lem, the formulation of which is quite similar to the
continuous processes seen in the chemical industry
for decades: a manipulated variable (insulin delivery),
with a steady-state value (pancreatic insulin release
in a healthy patient), is altered to maintain a con-
trolled variable (glucose concentration) within a small
range of its nominal value. Normoglycemia is generally
taken as circulating glucose concentrations in the range
70–120 mg/dl [76.57], with a nominal value between
80 and 100 mg/dl. Insulin delivery for type I diabetic
patients, who have no insulin release from the β-cells
of the pancreas, is altered in order to control glucose
concentration. Clinical approaches at present involve
intensive subcutaneous insulin therapy [76.57, 58] or
continuous subcutaneous insulin infusion via mechan-
ical pump [76.59].

Based on this traditional control configuration and
the control schemes introduced in Sect. 76.2.5, the
glucose control problem can be posed in the model-
predictive control framework [76.42, 43], as shown
in Fig. 76.6. Using glucose concentration measure-
ments (at 10 min or faster intervals), insulin delivery
rate would be changed in order to regulate ambu-
latory diabetic patient glucose levels in response to
meal disturbances. Controller tuning would require
rapid rejection of meal disturbances (to keep glucose
levels below 120 mg/dl), but also aggressive down-
regulation of the controller so that post-meal glucose
concentrations remain above the hypoglycemic level of

Controller Patient

Patient
model

Glucose
sensor

Insulin
pump

Glucose concentrationInsulin delivery

Meals, exercise, etc.

Measurement device

Disturbances
Desired
glucose
concentration

Reference Manipulated
variable

Controlled variable

Model predicted glucose concentration

Controlled variable (model-predicted)

Fig. 76.6 Block diagram structure for model predictive control, as applied to the diabetic patient control problem

60 mg/dl, which can be dangerous to patients [76.57,
58]. Furthermore, significant levels of measurement
noise accompany each glucose observation. The poten-
tially conflicting objectives of aggressive response and
noise suppression challenge model-based algorithm de-
signers. Simulation studies of control algorithms have
focused on the type of control needed [76.60], pro-
viding upper bounds on achievable control [76.42],
or evaluating the potential effects of measurement or
other disturbances on closed-loop performance [76.43].
A key hurdle at present is the glucose sensor, as the FDA
has not approved any real-time glucose sensor for use in
a closed-loop control algorithm.

One focus of improving diabetes treatment via
automation is the use of run-to-run control (com-
monly deployed in the batch processing literature) in
designing insulin dosing protocols [76.61,62]. Here, pa-
tient glucose concentrations are not sampled at fixed
short intervals, but instead the measurements taken by
patients over a typical day are used to improve day-
to-day performance of their glucose control. In the
context of Fig. 76.6, the controller and insulin pump
are replaced by the patient (who will determine in-
sulin delivery amount) and their delivery mechanism
(pump, subcutaneous injection, etc.); Fig. 76.7 shows
a potential configuration of a wireless sensor commu-
nicating with the combination data storage device and
insulin pump. By reformulating this problem, the use
of advanced control and automation techniques has the
potential to make a rapid contribution to the treatment
of diabetic patients instead of suffering from the crit-
ical flaw in artificial pancreas deployment highlighted
above: the lack of FDA acceptance of a glucose sensing
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Fig. 76.7 Diabetic patient using a wireless subcutaneous
glucose sensor communicating the measurement to the
data storage device. This device also includes the insulin
pump mechanism; note that the pump is not altering insulin
delivery rate based on the glucose measurement unless
commanded to do so by the patient (courtesy of Dr. Cesar
Palerm, Medtronic Diabetes)

device for use in the closed loop. In fact, the run-to-run
algorithm can provide robustness to interpatient differ-
ences [76.62], which is important given the span of
patients that such an algorithm could encounter.

Changing the focus from ambulatory diabetes to
the critical-care setting, the potential for impact is sig-
nificant [76.63–65]. In postsurgical patients, glucose
control via insulin administration can dramatically re-
duce morbidity and mortality. The altered metabolic
state in these patients is similar to the diabetic condition,
in that patients are hyperglycemic with low insulin sen-
sitivity. Hence, the automated administration of insulin
to regulate glucose concentration could assist in pa-
tient recovery. While measurement noise and rate would
(likely) be unchanged from the ambulatory setting,
other challenges manifest. First, individual models of
patients are not available a priori, and population mod-
els are insufficient for use on specific patients because
individual insulin sensitivity will vary widely. Further-
more, the dynamic state of recovering patients would
lead to time-varying insulin sensitivity requiring time-
varying model parameters. A patient model updating
mechanism, such as recursive least squares (assuming
a linear parameterization of the model), is required.
Given the present legal and regulatory climate, a high-
level safety and fault-detection layer for the algorithm
would need to be developed. Alternatively, the algo-
rithm could be implemented as a semiclosed decision
support system with medical professionals affirming or

declining the recommendation of the updating algo-
rithm. In the context of bringing an automated system
to market, the decision support system in critical care
could be the most rapid approach because collecting
a nonautomated measurement and allowing medical
professionals to intervene in therapy has the lowest en-
ergy barrier to review board approval.

A concern with any insulin delivery system is the
potential for overadministration, as this could lead to
hypoglycemia and possibly death. Adding a second
channel to the closed-loop system could alleviate some
of these issues. A model-based structure using both in-
sulin and glucose has been proposed [76.66, 67], where
insulin is added to reduce glucose levels, and glucose
infusion is used to elevate glucose. To keep glucose
from being administered continuously, an output reg-
ulator formulation is employed (a modification of the
MPC scheme in Fig. 76.6 and Sect. 76.2.5), such that
positive glucose infusion rates are penalized at a lower
level than deviations in glucose concentration from
the reference value. The result is that glucose is in-
fused only when predicted glucose levels drop below
the basal level. While numerically superior, this ap-
proach is more relevant to use in a clinical, rather than
ambulatory, setting, as patients are unlikely to desire
a two-pump/two-needle (or two-infusion-line) device.
Also, a high-dextrose solution is an excellent culture
medium for bacteria, so sterility in the nonhospital
setting would become an even greater issue for these
patients.

As McGarry highlighted in the 2001 Banting lec-
ture, glucose and insulin are not the only important
endogenous compounds in diabetes. Type 2 diabetes
typically involves the dysregulation of fatty acids (FAs);
there is also significance of FAs in insulin-dependent di-
abetes as metabolic interactions exist with insulin and
glucose. Using the minimal model [76.41] as a basis, an
extended minimal model of glucose/insulin/FA has been
constructed [76.55] using data from the literature and
the tools of Sects. 76.2.1 and 76.2.2 (see the schematic
in Fig. 76.8). While this model is not mechanistic, it
does capture the interactions of glucose, insulin, and
FAs; furthermore this model is a low-order parameteri-
zation, which would facilitate tailoring to an individual
patient.

Finally, meal disturbances are not the sole chal-
lenge to diabetic patients, and hence automated insulin
delivery systems. Exercise alters glucose and insulin ki-
netics [76.68, 69], and models of these processes have
been proposed in both physiologic [76.54] (Sect. 76.2.3)
and minimal [76.56] (Sects. 76.2.1 and 76.2.2) forms.
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Fig. 76.8 Schematic of interactions between insulin (I),
glucose (G), and fatty acids (F). Peripheral tissues con-
sume glucose and fats, while the liver and adipose tissue
serve dual source/sink roles for G and F, respectively.
Meal consumption increases glucose and fatty-acid levels,
and insulin administration drives circulating insulin level.
Dashed lines represent the effect of one compound on an-
other (G on F dynamics, for example). The Xij blocks
represent additional dynamics (equations) that alter the ex-
tent and duration of effect of i on j (e.g., insulin on glucose
through XIG)

Again, these models are more macroscopic than mech-
anistic, but they are able to capture the important
responses for the purposes of glucose regulation in di-
abetic patients. While the population-level variability
of the model parameters remains to be characterized
(which is also true of the FA models, above), the
proposed structure does allow preliminary analysis of
control structures to establish feasibility and potential
performance of automated glucose control systems.

76.3.2 Cancer Radio- and Chemotherapy

Cancer is a collection of diseases resulting from a series
of genetic mutations and characterized by an imbal-
ance between cell proliferation and apoptosis, or pro-
grammed cell death [76.71]. If untreated, cancer leads to
organ failure and the death of the host organism. One in
four deaths in the USA in 2008 was projected to be from

cancer, claiming over 565 650 lives [76.72]. In addition,
the total disease burden, including treatment costs and
loss of productivity, was estimated at US$ 219.2 billion
in 2007, providing both societal and monetary reasons
for improving cancer treatment [76.72]. Unlike insulin-
dependent diabetes, cancer is not a single disease, and
therefore, no silver bullet (i. e., insulin) exists. Hence,
cancers must be addressed individually; e.g., pancreatic
and breast cancers are separate diseases with different
treatment options and chemotherapeutic choices.

Accessible cancers are removed surgically. Alter-
natives or complements to surgery include systemic
chemotherapy and targeted site-specific treatment,
such as photodynamic therapy (PDT) or radiotherapy
(RT) [76.73, 74]. RT is often used in place of surgery
because the tissue surrounding the tumor is too sen-
sitive to permit surgical excision (e.g., tumors located
near the spinal column). PDT is used alone, or as an
intrasurgical procedure, to kill tumor cells located at
the tumor margin that are invisible to the human eye.
All cancer treatments are usually complemented by sys-
temic chemotherapy for two reasons: (i) small remote
metastases are often present by the time cancer is de-
tected; and (ii) chemotherapy is the only treatment that
is whole body in nature, thereby giving it the ability
to indiscriminately attack metastatic lesions before they
are clinically diagnosed. Hence, automation advances in
this area address targeted therapies and chemotherapy.

A key advance in RT, which requires a signif-
icant automation component, was intensity modula-
tion (IMRT) [76.75, 76]. A linear accelerator source
(Fig. 76.9) provides radiation that has its fluence mod-

Fig. 76.9 IMRT gantry and linear accelerator source (fig-
ure originally published in [76.70])
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ulated across the beam width, thereby providing pre-
scribed radiation doses to a target tissue volume. By
using a rotating beam gantry and placing the patient
on an actuated table, critical tissues can be delivered
lower doses through optimization of radiation dose to
a particular planning volume. Mathematical models are
constructed based on fundamental physics of radiation,
with refinements based on the interaction of endogenous
absorbers and scatterers with the administered radia-
tion beam(s). Collaborative work between engineers
and clinicians (such as [76.76]) has provided advanced
offline algorithms for optimizing the treatment dose.
The state of the art in RT is image-guided radiation
therapy (IGRT) [76.73, 74]. This extends IMRT tech-
niques to include real-time adjustment of the planned
dose in order to reduce interfraction (positional changes
of anatomical objects between the fractions of a ra-
diation dose) and intrafraction (real-time motion of
tissues in response to actions such as breathing) spa-
tial uncertainties. From a calculational perspective, this
changes a mixed-integer programming (MIP) prob-
lem, as solved in [76.76], into either a mixed-integer
dynamic optimization problem [76.77, 78] or a dy-
namic control problem using the MIP solution as
a reference.

Model-based approaches to cancer chemotherapy
treatment design are an active area of research. Core
to this approach is the existence of models describing
PK (the effect of the body on the drug), untreated tumor
growth (generally using the Gompertz model [76.79],
which has been shown to capture solid-tumor progres-

sion in human patients), and pharmacodynamics (the
effect of the drug on the body, including both antitumor
effect [76.80, 81] and toxicity [76.82]). These mod-
els are constructed using compartmental (Sect. 76.2.2)
or physiological (Sect. 76.2.3) approaches, depending
on the amount of data available. Population tools
(Sect. 76.2.2) are also important, as the cancer-affected
population is heterogeneous. A common solution tech-
nique for the chemotherapy dosing problem is optimal
control [76.33, 83, 84] (Sect. 76.2.5), where the fol-
lowing two-point boundary-value problem is posed:
minimize tumor volume at the end of a fixed time pe-
riod subject to constraints on drug dose (magnitude),
path constraints (states, as governed by the model dy-
namics), and in some cases explicit representations
of toxicity (e.g., neutrophils [76.85]). An alternative
formulation and solution method uses mixed-integer
programming [76.86–88]; advantages of this approach
include path constraint satisfaction and extensibility of
the framework to additional constraints. The existence
of nonlinearities (beyond the bilinear kill term) in the
PK or PD models causes additional challenges for their
solution, requiring either parameterization [76.87] or
mixed-integer nonlinear programming techniques (for
details on these methods, see [76.89,90]). A key change
in formulation introduced in [76.87] is the use of a re-
ceding horizon strategy instead of the fixed final time
(as in the latter part of Sect. 76.2.5). This is consistent
with clinical practice: the patient is treated until dis-
ease progression or cure, thereby making the final time
formulation clinically irrelevant.

76.4 Emerging Areas and Challenges

In a 2001 perspectives article [76.91], Morari and Gen-
tilini describe the state of process control, and in a larger
context, automation, as “. . . a victim of [its past suc-
cess]: it has reached a plateau and turning point.” The
remainder of their article highlights biomedical pro-
cesses as an area where, “. . . control engineers [can]
have significant impact,” because automation and au-
tomatic control were not commonly employed. While
there have been some changes since 2001, the potential
impact of automation and engineering on biomedical
practice remains significant. In this regard, this chapter
has introduced a set of challenges and tools for use in
melding systems engineering techniques with biomed-
ical problems. The case studies are areas in which
the author is active; additional opportunities abound
for those motivated to: (i) learn the biology, medical

practice, and automation need of a disease (e.g., inflam-
mation, infection, regenerative medicine), and (ii) work
closely with collaborators in complementary fields to
address the disease of interest (e.g., clinicians, biolo-
gists, engineers, mathematicians, etc.). Related to some
of the challenges that began this chapter, the emerg-
ing areas and challenges below represent areas where
systems engineering and automation can be employed
to advance science and disease treatment. These ar-
eas align along a key principle of model-based control:
model quality dictates theoretically achievable control
system performance [76.92]. Hence, the biomedical
goal is to construct mechanistic models, when possible,
and to understand the context of the model, which may
serve to limit the prospective use of the model to certain
scenarios.
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76.4.1 in vitro Physiological Systems

The basic science of biomedicine often begins with cell
culture and in vitro experiments. However, a key is-
sue in translating cell-only experimental results to live
animals is the disconnect between cells in a dish and
cells interacting. One approach to this problem has
been coculturing of cells to allow cellular crosstalk
and to allow the development of three-dimensional
structure that better mimics physiology. This is a tech-
nique used in blood–brain barrier research [76.93] to
develop in vitro tests for neurotoxicity. For PK anal-
ysis, many drugs are cleared by the cytochrome P450
enzymes in the liver but cause toxicities or effects else-
where in the body. Hence, an in vitro liver cell culture
could be used to analyze drug kinetics; one such op-
tion, although the cells are encapsulated in a polymeric
coating, is described in [76.94]. A secondary concern
beyond three-dimensional (3-D) structure is spatial het-
erogeneity, which may be more difficult to recreate
in vitro [76.95].

A potential system for in vitro testing of drug PK
would be a fully integrated physiologically motivated
cell culture system: cells of different types growing in
culture, with fluid volumes for each cell type corre-
sponding to in vivo physiological volume; fluid flow
and connectivity allowing intercell crosstalk within
and between cell types (simulated physiology); rele-
vant compartments for evaluating effect, as appropriate
(e.g., tumor cells in culture for cancer PD analysis);
and the entire system automated for sensing and con-
trol. In the context of cancer drug PK and PD, the
incorporation of tumor cells would alleviate two short-
comings commonly present in current in vitro analysis:
(i) clinically invalid pharmacokinetic profiles, where the
tumor cells are bathed in a constant concentration of
drug for a period of time, and (ii) cell kill analysis
based on the aforementioned pharmacokinetic profile.
While the mathematical analysis of tumor cell kill un-
der time-dependent pharmacokinetic profiles is more
complicated than the constant-concentration approach
used presently, the use of in vitro physiological systems
could serve to reduce the number of animal studies nec-
essary in drug development while also improving the
translation of in vitro results to the toxicity and efficacy
studies that have to be performed.

76.4.2 Translating in vitro to in vivo

The transition from in vitro to in vivo provides a serious
challenge to modelers and treatment designers. Phys-

iology may provide an advantage, as the connectivity
between organs in animals is well understood. Organ
weights and blood flow rates to individual organs are
available in the literature for a variety of species, in-
cluding toxicologic man [76.96]. However, this detailed
approach assumes a model of physiological structure,
which is not the generally applied practice in clini-
cal drug development. As described in Sects. 76.2.2
and 76.2.3, compartmental models are more commonly
employed in the (pre)clinical setting due to the smaller
number of parameters, reduced mathematical complex-
ity, and the relative ease of parameter estimation. In
this less detailed structure, however, the method for
incorporating in vitro information is ad hoc. Hence,
a more mechanistic approach is desired when significant
in vitro information is available because the mapping to
the in vivo situation will be improved.

As discussed above, animals are not humans.
The compartmental and population-based PK models
often developed in animals rely upon allometric scal-
ing [76.97, 98] to address the interspecies differences
in dynamic profile. While imperfect (as witnessed by
the dearth of PK-driven model-based treatment designs
deployed in the clinic), this scaling principle can pro-
vide useful insight for selecting first-in-human doses
and times to sample during phase I trials. Translat-
ing information relies to some degree on mechanistic
accuracy at the cellular level, thereby limiting the
unknown factors to the physiologically connected tis-
sues. In some cases, carefully constructed physiological
models can be successfully scaled from animals to hu-
mans by accounting for changes in physiology, such
as body fat percentage, as seen for the lipophilic an-
ticancer drug Docetaxel [76.10]. Often this requires
assumptions, such as equivalent plasma protein binding
characteristics (potentially based on binding informa-
tion from in vitro studies), and similar mechanisms of
clearance (liver metabolism, elimination in urine, etc.).
Under these assumptions, the human physiologically
based pharmacokinetic (PBPK) model (Fig. 76.4) can
be successfully constructed by using the metabolic and
clearance parameters as the degrees of freedom in fitting
human plasma data. When inconsistencies between the
scaled PBPK model and human data manifest, relaxing
the assumptions and fitting novel mechanistic behaviors
to the human plasma profile is required. The resulting
model at the human scale can provide information that
would otherwise be unattainable in humans, such as es-
timated drug concentrations in key tissues (e.g., brain)
or those prone to toxic side-effects (e.g., liver, kidney,
white blood cells).

Part
H

7
6
.4



Automation and Control in Biomedical Systems References 1375

76.4.3 Model and Network Structure
Identification

How can one develop a mechanistically accurate model
when limited measurements are available? This is si-
multaneously one of the greatest advantages, and most
severe limitations, of systems biology. Through mathe-
matical models, a large combination of model structures
representing observed behaviors can be quickly con-
structed and tested with a particular data set. However,
the challenge is in identifying which model is cor-
rect mechanistically, to the degree that the data set can
provide such information [76.99]. These model-based
methods allow extrapolation to estimate unknown quan-

tities, but can also be used to close the loop on (systems)
biology [76.100]. Close collaboration between experi-
mental biologists, clinicians, and modelers can provide
the feedback required to explore the predictions of
systems biology models from the intracellular to the or-
ganism scale. Experimental resolution defines the scale
of the study, and simultaneously provides context for in-
terpretation and bounds limiting extrapolation. Models
relate the perturbation to the observed responses, and
an event may be represented by a wide range of models
or even model classes. It is at this point that unify-
ing frameworks, as discussed in [76.100, 101], provide
engineering judgement in the construction of complex
system models.

76.5 Summary

From an automation perspective, the context in which
models will be used plays an important role [76.38].
In order to employ a model-based algorithm in a clin-
ical setting, the model must be robust enough to capture
clinically relevant behavior and the algorithm needs to
reliably return a clinically deployable treatment that
benefits the patient. Based on the increasing complex-
ity of the underlying biosystems models, in terms of
both structure and computational complexity, the al-

gorithmic needs for treatment design approaches are
significant. While these model-based treatment algo-
rithms will not change the role of the clinician in quite
the same way that computer-controlled systems have
affected the chemical plant operator, a mathematically
rigorous approach to biosystems analysis and disease
treatment has the potential to benefit patient treatment –
the endpoint objective of automating biomedical treat-
ment decisions.
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Automation i77. Automation in Hospitals and Healthcare

Brandon Savage

Healthcare is a complex industry, but yet it lags be-
hind virtually all others in automation and use of
information technology (IT). For healthcare, tech-
nology serves as an untapped catalyst for higher
efficiency, lower cost and broader access to care.
The appropriate application can minimize medi-
cal errors, promote better management of chronic
illness, and enable clinicians to intervene earlier
and anticipate prognosis. Additionally, medical
informatics provides the tools to generate new
insights about both individuals and entire pop-
ulations through data analysis and visualization.
These systems can also be used in support of con-
tinuous quality improvement efforts as well as
to reduce inefficiencies. While significant strides
have been made in the implementation of medi-
cal informatics, there are numerous challenges to
resolve before we will be able to realize the full
benefits of healthcare IT.
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Automation is so ubiquitous in our daily lives that few
of us give it a second thought. Whether the automated
teller machine (ATM), a barcode scanner, or wireless
communication, we embed automation as a fundamen-
tal mechanism of our daily lives.

It’s stunning to notice how few parallel examples ex-
ist in the average hospital or physician office, when the
exchange of accurate information can literally be a mat-
ter of life and death. In today’s healthcare system the
majority of medical records are still kept on paper – and
most of them, including prescriptions, are still handwrit-
ten. Even most electronic are commonly in stand-alone
systems, and unlike ATMs, are not interoperable and
cannot share information.

As an example, if you live in Duluth and need to
check your bank balance while visiting New York City,
it’s easily within reach. If you’re ill while in the Big
Apple and are taken to a hospital emergency depart-
ment, it will be virtually impossible for the medical
staff to check your medical record for allergies and past
history. And, only a few healthcare institutions use bar-
code scanning to confirm accurate dose and treatment
administration.

Managing the complexity of healthcare warrants the
need for automation that same complexity is also the
reason effective automation is so difficult. There are
thousands of data and decision points in the course of
treatment. As medical knowledge expands at a break-
neck pace, what we define as today’s best practice and
standard protocol, may not exist tomorrow.
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77.1 The Need for Automation in Healthcare

While information technology has transformed other in-
dustries, the healthcare industry (especially in the US)
remains largely paper-based. This may have been suf-
ficient in the days of the family physician who made
house calls, but is inadequate to meet the needs of
today’s complex healthcare environment. Medicare pa-
tients, for example, see an average of three different
providers regularly – but without a digitized record the
clinicians often lack a complete picture of any patient’s
medical history. Additionally, medical information col-
lected in the physician’s office is stored separately from
records related to hospital admissions.

The impacts on the patient and the healthcare
system range from the merely inconvenient to the po-
tentially (and all too often) fatal. Without access to
a complete medical record, clinicians may inadvertently
prescribe medication to which the patient is allergic, or
one clinician may unwittingly prescribe a drug that is
harmful when taken with another medication prescribed
by a different practitioner.

Even when records do exist in electronic form, the
information cannot be readily shared because the sys-
tems are not interoperable. Within a single institution,
interfaces may be required just to move data between
clinical and financial information systems, for example,
or between the system that holds pharmacy data and the
one in which nurses document a patient’s vital signs.

Beyond sharing between information systems, shar-
ing information among healthcare organizations is even

Fig. 77.1 Example of healthcare visualization and monitoring au-
tomation to prevent medical errors

more complex. There is no single standard for how med-
ical information is represented electronically, so data
that exists in one vendor’s system cannot be used by
a different vendor’s system. Overcoming the barriers to
interoperability will have a significant impact in accel-
erating the adoption of electronic medical records.

The discussion of interoperability begs the question,
however, What are the real benefits of automation in
healthcare? In fact, the benefits are considerable across
the entire spectrum of care.

Consider patient safety. Every year, between 50 000
and 100 000 people die in the US as the result of pre-
ventable medical errors [77.1]. Countless others suffer
less severe injuries. Errors arise in many different ways,
from prescribing the wrong medication to performing
surgery at the wrong site. Confusion arises when two
different patients have similar names, or when patients
are moved from one hospital room to another. A mis-
placed decimal point can result in a patient getting less
than a therapeutic dose of a drug, or a tenfold overdose:

• Incorporating alerts into electronic medical records
can help ensure the completeness and accuracy of
the record. The system can remind clinicians to fill
in missing data such as allergy information, or in
the case of surgery which side of the body is to be
operated on.• Automating the medication-ordering process can
eliminate hazards that arise from illegible handwrit-
ing; in hospitals, it can shave hours off the time
between when a drug is ordered to when it is ad-
ministered. When expert rules are incorporated, the
system can automatically suggest appropriate medi-
cations based on the patient’s current condition, past
medical history, age and weight, and even the list of
drugs that will be paid for by the patient’s insurance.• In addition to electronic ordering, closed-loop med-
ication management automates both the dispensing
and administration of drugs to ensure that the five
rights are met – i. e., that the right patient gets the
right dose of the right drug via the right route at the
right time. Nurses scan barcodes on each unit dose
of medication and on a hospital patient’s wristband;
if there is a mismatch, the system generates an alert
that can prevent the error.• When the drug Vioxx was recalled, most physician
offices had to resort to reviewing every single file by
hand to determine which patients were taking the
drug, resulting in delays of days or weeks before
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patients could be notified of the recall and given an
alternative prescription. Clinics that had electronic
record systems, on the other hand, were able to com-
pile lists of which patients were taking Vioxx and
generate notices to their primary care physicians
within a matter of hours.

In the treatment of chronic illness, a handful includ-
ing cardiovascular disease, diabetes, and asthma, are
responsible for the lion’s share of medical expenses.
Yet, if these conditions are managed appropriately,
much of the cost can be avoided and patients can con-
tinue to lead long and productive lives without acute
flare-ups of the disease. Electronic record systems can
automatically generate alerts and reminders to help en-
sure that patients receive effective preventive care, such
as annual eye exams for diabetic patients.

In addition, being able to run outcomes analysis on
all patients with a certain condition can help identify
trends and determine what treatments are more effec-
tive than others within a certain population. This kind
of analysis, like drug recall notification, is simply not
practicable with paper records, but can be done rela-
tively easily with the right kind of electronic records
systems.

Increased Efficiency and Accuracy. At each sep-
arate encounter with the healthcare system, patients
are usually asked to provide the same basic informa-
tion including name, date of birth, and insurance. Each
time the data is taken down presents an opportunity for
transcription error, as well as a frequent source of an-
noyance for patients. Automated check-in kiosks can let
patients review their demographic data on file and make
any needed changes, without having to recite the same
litany over and over again.

Nurses spend as much as one third of their time
on charting and other administrative tasks. Automation
can reduce the amount of time nurses spend on docu-
mentation, freeing up more time that can be spent on
direct patient care. Clinicians can pull patient informa-
tion from one part of the system to another, so it does
not have to be re-entered. Nurses can chart by exception,
entering only data that is outside normal ranges or that
has changed since the last reading.

Unlike paper records, electronic records give all
members of the care team simultaneous access to a pa-
tient’s most up-to-date clinical information. Lab results,
for example, are available online as soon as they are
completed, avoiding redundant tests. Physicians can

check on their hospitalized patients from office or home
at any time and enter new orders, rather than waiting for
daily rounds.

Considering consistency of care, the quality of
healthcare varies enormously from one hospital to an-
other, and even within the same hospital from one
provider to another. Simple best practices that are
proven to save lives – such as presurgical antibiotics
or administering beta-blockers to heart attack patients
within 24 h – are not uniformly followed, even within
a single institution [77.2]. Even with recommended care
guidelines and best practices published for numerous
disease processes, Americans as a whole receive only
54.9% of the recommended care [77.3], and fewer than
half of American children receive timely, needed med-
ical care [77.4]. Additionally, 11% of care received is
either not recommended or potentially harmful [77.3].
In large part, this is due to the fact that the already
overwhelming body of medical science is growing at
an explosive pace, and no individual can keep up with
it. Clinicians, like the rest of us, can also be resistant to
change – preferring to continue using the same protocol
they always have for a certain condition. To promote
higher consistency, healthcare institutions can develop
standard order sets that are used for specific conditions.
While some hospitals use hard-copy versions of such
order sets, digitizing them and integrating them with
a clinical information system, so they are automatically
presented at the point of care can be more effective
consistency.

On average, it takes 17 years for a new medical dis-
covery to become part of the standard of care. Clinical
information systems can accelerate this process through
the use of expert systems that are integrated with the
electronic medical record to make recommendations
about appropriate treatment and present that informa-
tion to the clinician at the point of care. Evidence-based
practice (EBP) is an approach to healthcare that effec-
tively integrates best practices with the daily activities
of patient care, resulting in a consistently high standard
of care both within and across healthcare organizations.
EBP can reduce inappropriate variations in care while at
the same time enabling the appropriate tailoring of best
practice to each patient’s clinical condition [77.5].

Currently only a few of the largest healthcare in-
stitutions are able to implement expert systems in this
way; the challenge going forward will be to make
the technology accessible to smaller organizations with
limited IT resources.
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77.2 The Role of Medical Informatics

Since its inception in the 1960s, there has been a steady
increase in demand for medical informatics, includ-
ing dramatic growth occurring in the past decade. The
reason for this explosive growth is in how medical in-
formatics provides a foundation that bridges the art and
science to address challenges facing healthcare. In order
to do this, we ultimately need to move medical infor-
matics beyond the level of information management
– acquiring, storing, and moving data – to knowl-
edge management – the ability to synthesize and apply
available data and thereby transform the practice of
medicine.

The breadth of patient data and how that data
is utilized in a healthcare setting is important in
understanding the distinction between knowledge man-
agement and informatics. There are two categories of
patient data. The first is subjective data, such as pain or
shortness of breath, that is qualitatively described by the
patient. The second is objective data, such as heart rate
or weight, which can be verified by external observers.

Objective data can further be broken down into pa-
tient demographics (name, age, etc.), observations made
by healthcare providers, and quantitative parameters
representing the anatomic, biochemical, and physio-
logic states of the patient. Within the latter category,
advances in medical diagnostics are not only creating
a more comprehensive picture, they are increasingly
shifting from anatomic to physiologic parameters –
i. e., functional as opposed to structural data. A com-
puted tomography (CT) scan, for example, can detect
an anatomic abnormality in the chest, while a positron
emission tomography (PET) scan of the same area can
detect metabolic characteristics that suggest the mass
is a malignant tumor. Specific biochemical markers are

Fig. 77.2 Healthcare automation has revolutionized the
practice of medicine with innovations to detect and diag-
nose diseases earlier

better indicators of the effects of congestive heart fail-
ure than are imprecise observations of distended veins
in the neck.

Another important shift is from phenotypic data –
the observable signs or symptoms of normal or ab-
normal gene expression – to genotypic data – the
underlying genetic code itself. Not only is genotypic
data more specific (i. e., there can be many different
genotypes that present the same phenotype) but it can
often predict disease before any outward symptoms are
present. The BRCA-1 gene, for example, presents a sig-
nificantly elevated risk of breast cancer. Women who
have this gene should be more closely monitored so
that cancer is detected early, when it is more easily
treated; some women may opt for mastectomy as a pre-
ventive measure. Genotypes for certain liver enzymes
can predict how fast a patient will metabolize a certain
medication even before that patient takes the first dose;
this enables clinicians to more precisely prescribe the
optimum amount of the drug.

77.2.1 Information Management

With this vast array of patient data, information man-
agement is a necessary first step in delivering safe,
effective, high-quality healthcare. The following are
four components of an information management strat-
egy:

• Acquisition – the transformation of observable
objective phenomena and recordable subjective ex-
periences into data, which can then be stored in
paper or digital formats.• Collation – the organization of these data into a nav-
igable structure linking the data to patients and
populations.• Distribution – the movement of information from its
source to potential users of the data.• Access – the interface that enables a user to query
data once it has been distributed.

Failure in any one of these components will re-
sult in critical decisions being made based on only
a small subset of available data, with impact both fi-
nancial and physical. It is estimated, for example, that
clinicians order approximately $ 2.5 billion worth of re-
dundant laboratory tests annually because they do not
have access to previously obtained results [77.6]. The
consequence of administering medication without ac-
cess to complete allergy information can be fatal.
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Fig. 77.3 Clinical informatics-oriented view: application architecture connects clinical workflow and is composed of
information access, documentation, action plans, and collaboration

77.2.2 Knowledge Management

In many other industries, the value of information man-
agement alone has been enough to drive high rates
of IT adoption. This is not the case in healthcare,
however, where adoption of IT hovers around 20%, de-
spite significant acknowledged potential benefit. The
complexity and quantity of medical data decreases,
information management as not sufficient to drive adop-
tion. Instead, medical informatics needs to emphasize
knowledge management that focuses on the content and
use of information technology.

Where information management lags in acquiring
and conveying data, knowledge management gains ad-
ditional value from the meaning, context, and structure
associated with that data. For example, consider the
relatively simple act of measuring a patient’s blood
pressure. The systolic pressure reading (the 120 in
a reading of 120/80, for example) measures the point at
which the peak pressure of the blood in a patient’s artery
exceeds the pressure of the blood pressure device’s
cuff as it slowly deflates. The blood flow is detected
either by a clinician using a stethoscope or by a trans-
ducer in the device. The resulting number can then be
recorded, time stamped, and associated with a specific
patient. This piece of information is useful but limited
– the number alone has little meaning without the con-
text of the data collection: Was the pressure recorded
from the left or right arm? Was it recorded using an
external blood pressure cuff or a transducer within an
artery? Was the patient lying down or standing? (A read-

ing taken while the patient is standing will always be
lower than one taken when the patient is sitting or
lying down.) Was the observation made by a health pro-
fessional or reported by the patient? All these bits of
information can affect the interpretation and utility of
the information.

In aggregating and visualizing data, such as dis-
playing a graph of a patient’s blood pressure values
over time, an information-driven system is limited in
its ability to select appropriate data points. The system
may include values that are not comparable (combining
both sitting and standing blood pressure, for example)
or may fail to include comparable values that were

Fig. 77.4 The complexity and quantity of medical data has
been a consistent barrier to the adoption of electronic med-
ical records (EMR) and other clinical technologies

Part
H

7
7
.2



1384 Part H Automation in Medical and Healthcare Systems

recorded differently (i. e., from a sensor inserted directly
in the artery rather than from a blood pressure cuff).
A knowledge-driven system, by contrast, could evalu-
ate all possible blood pressure data and include only the
appropriate values in the trending task.

With a knowledge-driven healthcare system, clini-
cians use knowledge management to transform infor-
mation into insight, which in turn drives more effective
healthcare actions. The result is a system that delivers
the highest value (i. e., best quality care) at the lowest
cost.

Knowledge management comprises three types of
knowledge: patient-centered (insight into the available
data about a patient), healthcare process (insight into
effectiveness and value), and medical (body of medical
science and best practices).

There are three key stages of knowledge manage-
ment that allow these three types of knowledge to drive
improvements in the healthcare system: knowledge rep-
resentation, knowledge generation, and knowledge in
action.

77.2.3 Knowledge Representation

The challenge for knowledge representation is to estab-
lish the meaning, context, and structure of data, as well
as to enable the portability of knowledge across tradi-
tional data boundaries – whether software applications,
between different locations within a single healthcare
organization (such as an outpatient clinic and a hospi-
tal), or entirely separate institutions.

In the above example, knowledge representation
would provide context to the blood pressure reading
and corresponding heart rate measurement and whether
the patient is taking any medications that modify blood
pressure (information that may have to cross organi-
zational boundaries). Additionally, the system could
provide other relevant information from the patient’s
medical history and from external references, including
whether the patient is being evaluated for heart dis-
ease (associated with high blood pressure) or a severe
infection (associated with low blood pressure).

Knowledge representation is the result of robust
medical terminologies that form the fabric upon which
electronic medical records can be designed. These
medical terminologies consist of controlled medical
vocabularies (external standardized referenced dictio-
naries that attribute specific meanings to concepts that
can be linked to data fields) and medical ontologies that
contain relationships between concepts to establish the
structure of stored data.

In practice, the language of medicine can vary
tremendously from one institution to another. While one
institution diagnose an episode as a heart attack another
institution may refer to the episode as a myocardial in-
farction. In the mid-1990s, Medicalogic created one of
the first electronic medical records that enforced what
was then a controversial design principle: using a cen-
trally managed dictionary of observational terms that all
customers could access. The result was a knowledge-
based community that allowed healthcare institutions to
create advanced documentation forms that referenced
the dictionary; these forms could also be shared with
other institutions. The members of the community could
collaborate on innovation as well as aggregate their data
to support the creation of common performance indica-
tors and benchmarks. Vendors also recognized business
opportunities in the creation of other content that could
be distributed across this customer base. For example,
Clinical Content Consultants was founded in 2000 by
John Janas III, M.D., and John R. Thompson, M.D.,
to design and implement interoperable evidence-based
forms for clinical decision support in the management
of chronic diseases [77.7].

The development of medical ontologies took off in
the mid-1990s. The Regenstrief Institute at Indiana Uni-
versity launched LOINC (logical observation identifiers
names and codes) to enable the electronic movement
of clinical data from laboratories that produce the data
to hospitals, physician’s offices, and payers who use
the data for clinical care and management purposes. At
about the same time, the College of American Pathol-
ogists teamed up with Kaiser Permanente to expand
SNOMED (systematized nomenclature of medicine) to
include both a dictionary of medical terms and an on-
tology of relationships for these terms, both of which
were independent of a specific electronic medical record
vendor.

The relationships defined in most established
medical terminologies are primarily parent/child or
synonym-type relationships. Despite their apparent sim-
plicity, the impact on IT system design is dramatic.

Two core IT needs illustrate the impact of an on-
tological hierarchy on information. The first is search.
One of the biggest challenges of an electronic medical
record (EMR) is finding information quickly, whether
finding the right medication in a list of hundreds of
thousands of alternatives or finding the relevant data to
aid in performing a specific task. Where search engines
such as Google use inherent linkages present within the
data (such as hyperlinks) to infer associations, these
linkages do not appear in the medical record, and med-
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ical ontologies are needed to explicitly articulate the
relationships.

The second example is rule writing for decision
support or reporting. While electronic medical records
systems have allowed institutions to write rules for de-
cision support utilization of rules has been low. In part,
this is due to the difficulty of writing rules without an
ontology. Consider writing a rule that would generate
a list of all patients with lung disease who are also on
blood pressure medication. With ontology this is a sim-
ple task; without one, it requires compiling exhaustive
lists of all possible lung diseases and all possible blood
pressure medications, and then mapping this back to
specific field names in the medical record. These lists
would have to be maintained as new drugs come on the
market or new conditions identified.

77.2.4 Knowledge Generation

Knowledge generation uses information technology to
augment pulling information from the clinicians’ under-
standing of the medical literature. The daily activities of
patient care generate new information about individual
patients and entire populations, but the sheer quantity of
data is overwhelming. Once data has been digitized, IT
systems can synthesize even massive amounts of infor-
mation into usable insight through two key routes: data
analysis and visualization.

Other industries rely on data analysis and data min-
ing as a significant source of insight. In healthcare,
where an operating margin of 2–4% is considered ex-
ceptional, many institutions have implemented some
level of financial data analysis. With respect to clinical
data, however, the lack of digitized information has hin-
dered the use of data analysis to generate insight about
clinical practices outside the academic research setting.

Data analysis can enable clinicians to make in-
quiries about the efficacy of daily practice in the same
way that knowledge can be derived from controlled clin-
ical trials. A review of data at the population level can
reveal patterns that are not observed in isolation. In this
way the process of managing patients leads to greater
insight about the best way to manage those patients
going forward.

For example, it is widely recognized that induc-
ing labor before the 39th week of pregnancy can have
deleterious effects that compromise the health of the
newborn, yet early inductions still occur with relatively
high frequency. In a one-on-one interaction between pa-
tient and physician, it is easy to find reasons to induce
this patient’s labor early: late stages of pregnancy are

increasingly uncomfortable for the woman, the doctor
will be out of town, or other calendar issues come into
play. With each individual decision, neither provider nor
patient is looking at the bigger picture.

At Intermountain Healthcare, an integrated delivery
network headquartered in Salt Lake City, data analysis
of almost 40 000 delivers deliveries in 2000–2001 re-
vealed an increased rate of neonatal intensive care unit
(NICU) admission for babies induced before week 39
(Fig. 77.5). The research revealed a one to two weeks
delay could have avoided as many as 220 NICU ad-
missions. Once this data was available, the institution
developed and implemented an evidence-based triage
protocol that set a higher threshold for elective induc-
tions. The rate of early elective inductions dropped
to 5%, significantly reducing unnecessary NICU ad-
missions. Thus, the generation of knowledge through
population data analysis also led to insight that moti-
vated providers to change their practice.

Looking for trends also enables institutions to
improve management of patient care. Ideally, these
insights will extend beyond clinical knowledge to en-
compass the process of care. Electronic medical records
enable institutions to capture information about cost,
clinical data resource utilization, and process times. Us-
ing this information, they can begin to understand the
consequences of practice patterns and resource alloca-
tions, and assess the value of the care they deliver. As
institutions often focus on cutting costs without know-
ing the impact on quality, the analysis can demonstrate
ways to provide the right kind of care while actually
driving down per capita cost. Many examples exist
where institutions deliver the highest quality of care
with the lowest per capita rates, as consists of com-
plicated processes, resource allocations and practice
patterns with multi-fauceted practice patterns attribute.
This analysis will become essential as more third-party
payers adopt pay-for-performance programs that base
reimbursement on quality rather than quantity of care.

With paper records, physicians write summaries that
effectively filter out much of the granular information
about a patient’s condition. Other information may be
stored in archives, or simply filed in some other part of
the healthcare organization where they cannot be im-
mediately accessed. One of the paradoxes of digitizing
information is that the amount of accessible informa-
tion quickly becomes so overwhelming that clinicians
can no longer sift through all of it to find the relevant
information they need.

Data analysis can also be used to help providers
synthesize the vast amounts of information that are
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Fig. 77.5 Results of study by Intermountain Healthcare
that analyzed almost 40 000 deliveries in 2000–2001 to
reveal an increased rate of NICU admission of babies in-
duced before week 39

available about a single patient. For a patient with mul-
tiple chronic diseases, a clinician needs to understand
the interplay of a variety of different test results and
how individual tests vary over time. Visualization tech-
niques can facilitate a clinician’s evaluation of a patient
by supporting the cognitive tasks necessary for making
judgments patient about the patient’s care. An infor-
mation system that automatically collects the relevant
information and presents it in an easy-to-read format
can significantly facilitate a clinician’s evaluation of
a patient. With such an IT system in place, the clini-
cian can work systematically from problem to problem,
rapidly focusing on the next steps and how they in-
teract. The presentation can be further augmented by
embedding relevant contextual information for any task
the clinician is handling. For example, if a provider is
ordering antibiotics the system would automatically dis-
play allergies, drug interactions, previously prescribed
antibiotics, and bacterial sensitivities.

The most effective clinical information systems can
intelligently sift through vast amounts of data, identify
pertinent patient information, and synchronize seam-
lessly to a provider’s. In this setting, visualization
includes the ability to organize data based upon the
patient’s condition and determines what is and is not
relevant.

Knowledge generating systems make it easy for
physicians to focus on the pertinent positive (abnormal)
findings and the pertinent negative findings (normal re-
sults that reduce the likelihood of a specific diagnosis).
In the case of chest pain, pertinent positive findings in-
clude high cholesterol, sudden onset of pain, smoking,
and family history of coronary artery disease – all of
which suggest that the patient is at risk for a heart at-
tack. On the other hand, if the patient is relatively young
with no family history of the disease, has normal lab
tests, electrocardiogram (ECG) and other vital signs,
and had similar normal findings on a recent emergency
department admission for similar pain, the physician
may conclude that coronary artery disease is an unlikely
cause.

A system without knowledge representation can
perform only limited visualization, such as simple
graphing of trends, data grids, and composite displays;
without insight into the meaning and structure of the
data there is little intelligent work that can be performed
by the computer. With knowledge representation, the IT
system can determine how the available data relates to
a patient’s active problems and then organize the entire
record to minimize the time it takes to review, increas-
ing the likelihood that the provider sees and processes
the most relevant information.

Advanced visualization algorithms can be used to
look at data in new ways. Heat maps, cluster analy-
sis, multivariate indexes such as severity scores, and
patient health dashboards all represent potential means
for presenting complicated data using simplified vi-
sual metaphors. Heat maps create color-coded views of
the patient record highlighting the most active or high-
risk areas requiring attention. Cluster analysis is used
to graphically represent the similarity between one pa-
tient and similar patients in a population. It has been
used successfully to predict patients who may be more
likely to respond to certain cancer therapies based on
the expression of different genes associated with a given
type of cancer [77.8]. Other experimental approaches
have been used to predict based on numerous factors,
which patients are more likely to develop Alzheimer
disease [77.9]. Cluster analysis is particularly useful be-
cause it enables clinicians to rapidly see associations

Part
H

7
7
.2



Automation in Hospitals and Healthcare 77.2 The Role of Medical Informatics 1387

among different factors even if the underlying scientific
principles are unknown.

Multivariate indexes, such as severity scores, com-
bine different observations about a patient into a single
score. The human mind is limited in the number of
variables it can process simultaneously by collapsing
numerous variables into a single score can make it eas-
ier for clinicians to see trends that may otherwise be
hidden in complex relationships. For example, sever-
ity scores can help clinicians identify at an earlier stage
which patients are at greatest risk for worsening illness
allowing them to intervene earlier and potentially pre-
vent the worst effects of the disease [77.10]. Patient
dashboards can be used to combine patient-specific data
and severity scores to create a prioritized list of patients,
so that the provider can quickly identify which patients
are most in need of attention. One sign of well-designed
visualization systems is that significantly fewer obtru-
sive alerts are required to avert provider mistakes; when
the data is clearly presented, users are more likely to
make the right choices the first time.

Unfortunately there are very few examples of
widely adopted systems with detailed knowledge rep-
resentation, so many of these visualization techniques
remain in their infancy.

77.2.5 Knowledge in Action

The next level of knowledge management is to take the
knowledge that has been accumulated – from medical
research, from a patient’s chart, and from data analy-
sis and visualization – and put it to work at the point
of care. Too much of the knowledge that exists today is
inaccessible to clinicians when and where they need it.
IT will build the bridge that enables us to incorporate
the extensive knowledge base into the daily activities
of patient care, resulting in a consistently high standard
of care both within and across healthcare organizations,
with fewer inappropriate variations yet still tailored
to the needs of the individual patient. When knowl-
edge is embedded into clinical workflow, clinicians are
much more likely to actually use the information than
they are to consult a static display in a book or on
a web site.

In addition to improving care of individual patients,
knowledge in action is also a keystone of continuous
quality improvement (CQI) efforts, such as the appli-
cation of Lean manufacturing principles to healthcare.
IT enables the analysis of institution-wide data to break
down processes into their constituent parts and identify
steps that do not add value to the encounter.

The translation of knowledge into action includes
digitizing information into a readily searchable form us-
ing knowledge representation; converting digitized data
into an electronic workflow; and organizing and updat-
ing the knowledge database once it has been created.
An institution should also rely on its IT infrastructure to
provide support reviewing outcomes measures and ef-
fectively prioritize implementation of its thousands of
evidence-based guidelines.

Knowledge into action can not only help institutions
apply existing evidence to the delivery of patient care,
but it also enable organizations to localize the practice
of evidence based on various populations. The insights
thus gleaned can be fed back into the system to further
refine and improve the care being provided. The Pacific
Northwest, for example, has a higher incidence of mul-
tiple sclerosis than anywhere else in the US – so when
patients present with weakness or back pain, providers
there should consider ordering an magnetic resonance
imaging (MRI) sooner than they might elsewhere. This
localization can even be applied to an individual patient:
a person known to have a gene that predisposes him
or her to a particular disease (such as breast or colon
cancer) should be treated more aggressively than the
general population when potential symptoms are seen.
Rather than relying on a clinician to remember and ap-
ply all of these minute variations without assistance,
institutions can apply expert rules within their electronic

Fig. 77.6 A medical reporting tool. Technology sys-
tems like the Medical Quality Improvement Consortium
(MQIC) can be used to drive continuous quality of care
improvement by capturing current levels of quality. Using
encounter forms and decision support rules, clinicians can
then alter the effect of the care process and monitor the
result of the intervention
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medical record systems that will automatically present
clinicians with evidence that is most relevant to a par-
ticular patient.

One way to bring knowledge into action is through
decision support systems; of these, the most commonly
used are alert engines. These engines display messages
to users in a variety of situations, including:

• A potentially hazardous situation, such as when
a clinician is about to order a medication to which
the patient is allergic• A condition that requires action, such as the receipt
of abnormal lab results• Missing data, such as failure to complete a list of
known allergies• A gap in care, such as overdue diagnostic tests rec-
ommended for preventive care of a chronically ill
patient.

Alerts are intended to be helpful, highlighting simple
issues that are easy for clinicians to overlook given the
busy nature of healthcare. The challenge is to establish
the right level of alerts. For example, the adverse ef-
fects of a drug allergy or a specific drug/drug interaction
can have different degrees of severity depending on the
patient’s overall condition. The system would have to
determine when an alert is appropriate for a specific pa-
tient, and many systems err on the side of showing too

Fig. 77.7 Example of CPOE and clinical decision support.
In this example, a physician has been alerted to elements of
a diabetic patient’s record, including medication manage-
ment, allergy questions, and whether to document insight
gathered from the alert

many alerts. Unfortunately, there is a threshold above
which users experience alert fatigue and begin to ig-
nore alerts – essentially rendering the alerting system
useless. In fact, some institutions turn off alerts in their
electronic medical record systems because they appear
to increase liability (if a clinician ignores an alert) with-
out changing practice.

To overcome these problems, next generation alert-
ing systems will need to have greater granularity in
how they define what triggers an alert, taking into ac-
count both the patient’s condition and the identity of
the provider. A patient with kidney disease will always
have some lab results that are outside the normal range
for the general population, but that reflect the normal
(i. e., stable) state for that individual. Similarly, alerts
regarding the management of a patient’s diabetes will
be relevant to the patient’s primary care provider, but
not to an orthopedist who is seeing the patient for an
unrelated condition.

An even more effective method of reducing alert fa-
tigue is to initially present information in a way that
reduces the likelihood of triggering an alert in the first
place. In fact, one may argue that alerts – especially
those that interrupt workflow – represent a system de-
fect. A well-designed system should instead ensure that
users do the right things rather than relying on alerts to
correct errors, and it can do this in large part by how
it displays patient data in conjunction with embedded
reference information.

In other words, a system should not need to alert
a clinician that the drug just prescribed is one to which
the patient is allergic. Instead, the list of patient allergies
should be displayed and highlighted before the clinician
even starts the medication order. An intelligent patient
summary screen would display a list of expected diag-
nostic tests based on a patient’s known problems; this
list would include the most recent results of all tests
that have already been performed, indicate which ones
need to be repeated, and prepare (pending the clinician’s
approval) orders for tests that have not been done. In
a single glance, the clinician can easily determine the
status of the patient and the appropriate next steps that
are required.

Decision support systems are capable of more than
simple alerts. Newer decision support systems translate
existing best practice guidelines into adequately explicit
digital protocols that can be incorporated into a clinical
information system to help track and guide care.

While guidelines are common in medicine, the
terms they use are often too ambiguously defined to
be adequately represented in logic that can be enforced
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by a computer. A clinician will likely understand what
a guideline means if it suggests changing a medication
if a patient has not responded within a reasonable time.
In contrast, an adequately explicit version of the same
protocol would specify that if a patient’s blood pressure
has not dropped below 120/80 following administra-
tion of a maximum daily dose of 200 mg of Metoprolol
for 1 month, or if the patient’s heart rate has dropped
below 50, then the patient should be given a calcium
channel blocker.

In order to incorporate knowledge in action, there is
a significant amount of work to be done to adequately
define protocols and intelligent alerting systems. Ex-
isting guidelines tend to be written rather generically,
and need to be tailored to the specific needs of clin-
icians at a particular location. To date, much of this
work has been done by a small number of healthcare
organizations, organizations, using commercially avail-
able systems as a starting point. Because of inconsistent
terminologies and the lack of interoperability among
systems, however, another – thus, reducing or elimi-

nating the potential for synergies that could accelerate
advancement of the technology, does not easily reuse
work done at one institution. There have been a number
of attempts to create knowledge representations for pro-
tocols and alerts that could move across systems, but,
to date, none have been successfully and consistently
adopted.

Adequately explicit protocols give rise to a dia-
log over time between the provider and the computer
system that jointly determines the next appropriate in-
tervention for care. The fact that a protocol is adequately
explicit, however, does not replace the need for a de-
termination to be made as to whether the protocol is
appropriate for a specific patient. A patient with kidney
failure will have changes in drug metabolism such that
some protocols should never be administered. Or a pa-
tient who starts on a particular protocol may experience
changes that make the protocol no longer appropriate.
In other words, a protocol is a method to ensure con-
sistency of care but it does not eliminate the need for
careful observation and judgment.

77.3 Applications

Existing health IT systems can be organized by func-
tions they perform and the locations where they perform
them. The basic functions fall into five healthcare-
separate categories: patient access, healthcare billing,
healthcare administration, clinical care, and patient con-
nectivity; a subset of these functions is then tailored
to the specific needs of a given care location. Finally
interoperability represents the functionality required to
share information across the boundaries of healthcare.
(There are a number of other core IT functions, such
as ERP or customer relationship management (CRM)
modules, which are applicable to any business and have
been adapted to healthcare, which will not be reviewed
here). Although this discussion begins with a separate
review of each function, the true power of health IT is
recognized only in enterprise systems that tie all these
functions together.

77.3.1 Patient Access

Patient access systems manage how a patient interacts
with the healthcare system; they can be further bro-
ken down into scheduling and location management.
Healthcare scheduling is complex and is key to the ef-
ficient operation of a healthcare system. The simplest

scheduling systems focus on finding a time slot for
a patient to be seen by a specific doctor in a specific
clinic. They may also take into account the level of re-
sources or services available at different times of day to
help balance the caseload. At the other end of the spec-
trum are enterprise scheduling systems, which are used
to help orchestrate the delivery of care across multiple
locations. For patients with complex conditions, these
systems ensure that appointments are scheduled in the
appropriate sequence and that a patient is not scheduled
to be in two different locations at the same time.

Location management functions, commonly re-
ferred to as patient administration message (ADT) or
admission/transfer/discharge, include tracking the loca-
tions of the patient in the hospital and storing basic
demographic information about the patient. For inpa-
tient care, the digital management of patient location is
crucial to the appropriate provision of services (know-
ing which patient in which room is to be taken for a CT
scan, for example) as well as for accurate billing.

77.3.2 Healthcare Billing

Healthcare billing systems focus on generating charges
based upon services delivered and supplies consumed,
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Fig. 77.8 By establishing a single electronic connection
to over 1000 payers, this healthcare application simplifies
and automates eligibility checking and claims process-
ing to help drive more efficient workflows and accelerate
reimbursement

and then presenting invoices to those responsible for
payment (whether patient, insurance company, or some
other third party). Both the capture of charges and the
billing process itself are fairly complicated in medicine.

Charges comprise both professional service fees
(incurred when a clinician performs a service for the pa-
tient) and institutional/facility fees (based on the cost of
resources consumed and the procedures performed by
the institution’s staff).

Professional service fees are codified by type and
complexity of the service provided, from a simple clinic

Fig. 77.9 Sophisticated billing solutions will include task
management, claims processing, and tools to automate in-
teractions across the healthcare systems

visit to open-heart surgery. Most IT systems capture
these charges by having doctors select specific billing
codes from a defined list. Significant training is required
for physicians to bill appropriately and legally. More
advanced IT systems provide some decision support
that reviews the doctor’s clinical documentation to help
determine the appropriate level of billing for a given
service.

For inpatient care, however, hospitals are not neces-
sarily reimbursed based upon the actual care delivered.
Instead there are DRGs (diagnostic related groups) that
typically specify reimbursement levels for specific dis-
eases or procedures; it is left up to the hospital to
manage cost so as to maintain profitability. As a re-
sult, billing systems need both cost accounting and bill
management to adequately address the address the rev-
enue cycle. Cost accounting allows institutions to track
the cost of performing basic operations and specific
care actions. Cost accounting is crucial for an institu-
tion to understand its cost structure and optimize its
productivity. Billing and revenue tracking are further
complicated because reimbursement often comes from
multiple sources: government (Medicare/Medicaid) and
insurance companies, as well as patients.

Patient billing systems focus on submitting charges
to third-party payers in such a way as to minimize rejec-
tions and shorten time to reimbursement. Increasingly,
both insurance companies and government payers typi-
cally require additional clinical documentation to justify
the charges – increasing the demand for integration be-
tween financial and clinical systems.

Patients are responsible for all charges not reim-
bursed by either insurance or government payers. Often
there are multiple third-party payers involved, increas-
ing the complexity of billing and making the whole
process overwhelming for a patient who is also dealing
with a significant illness and looming large medical ex-
penses. A billing system that can streamline the process
and simplify the experience will have a positive impact
on patient satisfaction with the provider.

77.3.3 Healthcare Administration

Healthcare administration systems focus on the busi-
ness intelligence to understand the operations of the
healthcare system. These include financial dashboards
and reports, which show the financial operations of the
hospital, patient census and bed management, and re-
source management such as nurse staffing and order
communications (the systems that communicate order
requests within a hospital). These systems pull informa-
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tion from multiple sources to generate comprehensive
views of the healthcare system.

Redundant or inefficient processes can take their
toll on an organization’s bottom line. Healthcare ad-
ministration systems can help identify these processes,
enabling organizations to streamline their operations,
improving both profitability and patient and provider
satisfaction. Increasingly, healthcare administration
systems have become more dependent on clinical care.
As a result, these systems are becoming more closely
tied and potentially integrated with clinical systems.
One significant challenge for these systems is to get
clarity into details of the healthcare process especially
at the point of care. Often the point of care is the least
digitized and yet has the most significant impact on op-
erations. As the point of care becomes more digitized,
it will be easier to understand the healthcare delivery
system in detail. This will create new opportunities to
understand how cost, decision-making, and workflow
affect the bottom line of operations. With greater insight
new rules can be built into the point of care through
standard operating procedures, workflow management,
and decision support.

77.3.4 Clinical Care

The earliest clinical systems to be adopted were ded-
icated to reviewing patients’ test results. Before the
advent of these systems, clinicians had to consult mul-
tiple sources to get the results of laboratory tests,
electrocardiograms, x-rays, and pathology reports for
a single patient. Typically the results were available to
only a few people at a time – so that different members
of the care team could not access them simultaneously
– and often the location where the results were stored
was not where the clinician was. Results-viewing appli-
cations can aggregate data from multiple sources and
allow clinicians to access the information from any-
where and at any time, so that the entire care team can
have simultaneous access to a comprehensive view of
the patient’s status.

Another area where there has been significant adop-
tion of IT is diagnostic test systems, which accelerate
the process of performing the tests and manage distribu-
tion of the results. Most hospitals now have laboratory
information systems to manage workflow, task manage-
ment, and aggregation of data for all the tests performed
in the laboratory. Likewise, picture archiving and com-
munications systems (PACS), which are used to capture
digital radiology and cardiology images from imag-
ing hardware such as digital x-rays, CT scanners, and

MRI scanners, are present at most hospitals and in-
creasingly at outpatient imaging centers. Radiologists
use PACS to view and interpret images and provide
diagnostic reports. PACS systems have eliminated the
need for large (and expensive) film storage rooms; they
have also given rise to teleradiology, where radiologists
can view and interpret images remotely. This creates
new possibilities for business models in which aca-
demic institutions can provide advanced services for
rural hospitals that may not be able to attract and sustain
specialized radiologists.

While these types of systems have been widely
adopted, they are often disconnected from the core
workflow of patient management and therefore pro-
vide little opportunity for the application of knowledge
in action. The greatest impact on improving the qual-
ity of patient care comes from clinical documentation
and computerized provider order entry (CPOE); unfor-
tunately, adoption rates for both of these functions are
less than 20% (Fig. 77.10).

Orders comprise all the directions that physicians
prescribe for the management of a patient based on all
the knowledge available about that patient at a certain
point in time. Thus the amount of knowledge available
to the clinician at the time of order entry will have a sig-
nificant impact on the quality of care. CPOE not only
ensures that an order is legible and consistently commu-
nicated; it also presents the opportunity to opportunity
to use decision support to validate the appropriateness
of the order prior to it being carried out. Additionally,
CPOE allows the creation of sets of orders which can
be managed as a group to ensure a given disease is man-
aged consistently. A hospital can create a standard order
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Fig. 77.10 Example of the cycle of care with the use of clinical
documentation and CPOE
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set for heart attack patients and then rather than having
to remember each specific order, the physician can then
focus on changing or adding orders needed to tailor care
to the individual patient.

Order quality and order consistency were key
drivers for a recommendation by The Leapfrog Group
(a consortium of large employers concerned with
improving the safety, quality, and affordability of
healthcare) to recommend that CPOE should be widely
adopted [77.11]. The centrality of order entry to work-
flow has made it difficult, however, to design CPOE
systems that were not perceived to slow down the or-
dering process. In fact, while CPOE may create extra
steps for the physician at the time of ordering, this is
much less than the time required to correct illegible
handwritten orders or address complications that arise
from preventable adverse drug reactions. The problem
is that the physician does not directly experience the
time-saving impact of the workload.

It is only in the past few years, as organizations
have recognized the role of change management in the
success of CPOE, that adoption of these systems has
started to accelerate. One of the key success factors
has been to implement enough facets of the IT sys-
tem to demonstrate value beyond CPOE. Physicians are
more likely to adopt CPOE if at the same time they can
benefit from information access, data visualization and
decision support. Conversely, if CPOE is the only func-
tion implemented, so that workflows are split between
digital and analog systems, creating unnecessary inter-
ruptions in workflow, clinicians will be less likely to
embrace the technology.

Another key portion of a clinician’s workflow is
the documentation process. Healthcare documentation
serves four key purposes:

1. It creates a legal medical record describing both the
reasoning and activities involved a specific patient’s
care.

2. It provides a basis for outcomes analysis, population
management, and reporting.

3. It communicates one care team member’s actions
and reasoning to other members of the care team,
enabling better collaboration and coordination of
care.

4. It assists clinicians to organize their thoughts and
plan their actions.

Thus, good documentation systems are more than
just sophisticated word processors. Rather, these sys-
tems are important for legal accountability, retrospec-

tive data analysis, and data mining, as well as for
orchestrating and coordinating the ongoing work of the
entire care team.

Interdisciplinary documentation, integration of de-
cision support, and integration of key workflow tasks
all contribute to extending the value of these systems.
It is rare that one provider is responsible for all of
the information necessary to manage a single patient.
Interdisciplinary documentation allows providers from
different specialties and disciplines to contribute to the
medical record in an orchestrated fashion, collaborating
on shared documents and leveraging documents created
by others. Each provider can see the work performed
by others and integrate other providers’ observations
into their own work. The hospital physician who sees
a patient once per day relies on the information from
hundreds of encounters by nurses, dieticians, physical
therapists, and social workers to write one note that sets
the direction for the next day of patient care. Similarly,
a case manager will integrate the work of the entire care
team and synchronize the nursing, physician, patient,
and discharge goals all based on the shared documen-
tation of the team.

The more powerful documentation systems com-
bine task and worklist management features to tie the
work of documentation into the details of patient care.
Because documentation is such a consistent part of
healthcare delivery, incorporation of worklists into the
documentation process tends to increase the consistency
of care delivery.

Providers often use documentation as an important
part of their cognitive process, using it to help orga-
nize the information available and form their plan of
action. The basic structure of a progress note taught
to all physicians is called SOAP, which stands for
subjective, objective, assessment, and plan. Thus, the
inherent structure of the note is designed to aggregate
current knowledge about a patient, assess the patient
and then determine the plan of care. Most documen-
tation notes follow a similar structure. Preserving this
cognitive value of documentations is one of the hard-
est problems to solve in digitizing the documentation
process.

Because, as with CPOE, so much reasoning oc-
curs during the process of writing notes, documentation
is another key target for decision support systems.
Decision support can both initiate the documentation
process and occur within the documentation process
itself. Decision support initiated documentation fo-
cuses on dynamically manage managing the task or
action that should occur next. Documentation also be-
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comes the final step and forcing function to make
sure that a process actually occurs. During docu-
mentation, decision support is used to automatically
aggregate information that should be included in the
note and prompt for actions that should be considered
within the care plan. Documentation links task manage-
ment, results review, care planning, decision support,
and order entry all into a single workflow. The best
documentation systems are built to leverage and dy-
namically interact with all of these functions within the
EMR.

One of the next important trends in clinical applica-
tions is near device decision support. Medical devices
are sprinkled across the healthcare system. There are
advanced physiologic monitors and ventilators in the
intensive care unit, anesthesia machines in the operat-
ing room, ECG machines in the emergency department,
blood pressure cuffs and intravenous infusion pumps al-
most everywhere, and new devices entering the home –
just to name a few. These devices each have their own
innovations and manufacturers seek to find unique and
innovative ways to differentiate their products. As a re-
sult these manufacturers have targeted ways to make
these devices ubiquitous indispensable parts of the care
process. Extending the hardware platform at the core
of these devices with new software applications that
aid in the care process has become increasingly com-
mon. Many of these applications can be considered
near device decision support, as the decision supporting
characteristics are managed by the device rather than
with a clinical information system. For example many
new infusion pumps include the ability to check dose
ranges and verify the barcode of medications before
they are administered. In fact, some of these pumps will
connect to pharmacy information systems to allow the
pharmacist to directly program the pumps wirelessly.
Even more advanced applications are starting to ap-
pear such as ventilators that have embedded weaning
protocols that help guide the process of discontinuing
the use of mechanical ventilation in critically ill pa-
tients. (Ventilators are machines that breathe for patients
when they are too sick to breath for themselves. One of
the challenges of using a ventilator is helping a patient
gain the strength to breathe independently of the ma-
chine as they begin to improve. This process is called
weaning.) There are numerous applications where soft-
ware combined with medical devices will help manage
complicated and specific care processes. In this space
the line between devices and software will begin to
blur.

77.3.5 Patient Connectivity

In a given year most people may see their doctor at most
1 h and even patients with all but the most severe disease
spend most of their time living their lives independent
of the healthcare system. As a result most of the deci-
sions that affect the health of a person are made during
the activities of daily life. Choices about diet, exercise,
medication compliance, sleep habits, and stress levels
all contribute significantly to the real health outcomes
that face society. If we are to truly improve the health
of a population then we must enable the healthcare sys-
tem to reach beyond the boundaries of its wall directly
into the lives of patients. Essentially, the patient be-
comes the central member of the care team and effective
collaboration becomes key.

With the advent of increased penetration of the In-
ternet into the average family household and increased
trends toward patient financial responsibility for health-
care due to employers passing the increase costs of
healthcare on to their employees, the patient’s role in
the IT system has begun to expand.

The most common and demanded IT functions are
around managing the patient’s access and finances with
an institution. Many systems are beginning to allow
patients to request appointments online and allow pa-
tients to review their complicated billing histories and
make payments. These features keep healthcare systems
on par with other industries and increase the customer
satisfaction of interacting with the healthcare system.
Additionally, since these portals receive a fair amount
of traffic healthcare, institutions use these portals to pro-
vide marketing and relevant institutional information to
patients and prospective patients. This is particularly
important in urban areas where healthcare systems com-
pete for market share.

Although these finance and access features drive
a great deal of consumer satisfaction they have limited
impact on the health of a patient. Recently, EMR ven-
dors and dedicated patient portal vendors have begun
providing clinically oriented applications. The simplest
forms of this application allow patients access to por-
tions of their medical record – such as labs and results –
and allow secure communication with between the pa-
tient and the physician. These e-Visits have recently
begun to be reimbursed by payers as they are becom-
ing more effective and reducing unnecessary and more
expensive office visits.

More advanced versions of these applications in-
clude true disease management applications, which
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Primary care physicians
• Practice management
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Lab
• Results
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Fig. 77.11 Automation has a crucial role in how frequently a patient will interact with the healthcare system based on
complexity of the experience and how a patient will retrieve healthcare information beyond the episodes of care

allow physicians and/or care managers to interact with
populations of patients to manage specific diseases
such as diabetes, asthma, and congestive heart failure.
These application extend the clinical feature to include
registries of patients with key clinical information to
highlight which patients need help from the healthcare
system and provide tools to enable collaboration with
the patient on a shared plan of care for their diseases.

While these clinical applications tend to be pro-
vided by providers there is another class of wellness and
disease management applications that are provided by
insurers and employers. These applications share some
of the same features described above but also include
applications to inspire health behaviors in populations
in consumers. These programs have been shown to re-
duce the costs of healthcare for employers and reduce
the cost of managing populations for insurers.

Finally people are beginning to take more control
of their own healthcare records and there has been
an emergence of digital personal healthcare records
(PHRs). These personal healthcare records allow peo-
ple to record their key clinical information such as labs,
diet, exercise, medication lists, etc. Some PHRs can
connect to EMRs and directly share information be-
tween patients and providers. Some PHRs also include
wellness and disease management features to link the

patients personal data with activities that drive health
and wellness. Although PHRs offer opportunities to em-
power patients, increase sharing and collaboration, and
drive better health behaviors, their adoption remains low
while commercial interest remains high.

77.3.6 Interoperability

Despite the successful digitization and automation of
the workflows within many global locations, most in-
formation is stored in silos and is unable to provide
maximum impact on patient care. Unfortunately, it’s
often at the same boundaries that prevents digital infor-
mation flow from improving quality and safety reside.
For example, when a patient is discharged from the hos-
pital it is most common that medication changes and
follow up plans are confused. It is also at discharge
when a new set of healthcare providers will manage the
patient and often these healthcare providers do not have
a mechanism for accessing the digital patient record
if it is present. Interoperability strategies seek to im-
prove this flow of information. Within the US there
are strategies to create regional health information or-
ganizations (RHIOs) that can manage the exchange of
critical information across these institutional bound-
aries. At a national level there are plans to develop
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a National Health Information Network (NHIN) to
connect these RHIOs. Unfortunately, even at an insti-
tutional level there are numerous clinical and financial
applications that have difficultly communicating and
thus there are significant unmet needs even within a sin-
gle organization. Many countries across the globe are
issuing tenders to seek solutions for health information
exchange on national levels.

Putting aside the complex business model and or-
ganizational barriers that have been significant barriers
towards significant national and local information ex-
change, there continues to be significant technology
barriers. One of the fundamental challenges resides in
the prime directive of medical informatics in that most
systems store data rather than knowledge and as a re-
sult have no external references to establish the meaning
of data that needs to be exchanged. For example, con-
sider allergies. Allergies represent one of the most acute
life threatening risks to an individual whenever he en-
counters a healthcare system, especially if he enters the
system unconscious. Surprisingly, there is no common
dictionary for allergies, and as a result most systems
have no method to exchange allergies in a form be-
yond simple free text. With free text allergies there is
no method to perform simple allergy checking before
prescribing or administering a drug.

Today organization such as Health Language 7
(HL7), Integrating the Healthcare Enterprise (IHE),
Healthcare Information Technology Standards Panel
(HITSP), and the Center for Healthcare Information
Technology are all working on establishing standards to
facilitate interoperability across institutions and across
vendors. Although there are emerging standards for
rudimentary exchange of information today there are
surprisingly few examples of information exchange
even at the level we have come to expect in the banking
industry. With patients continually changing healthcare
environments due to changes in health and changes
in insurance, the challenge of interoperability must be
solved to ensure that information technology has a sig-
nificant impact on the quality of care.

77.3.7 Enterprise Systems

Historically, patient access and financial systems were
the first to gain a foothold in healthcare. Driven by the
bottom line, these supported the back office and had no
access to (or need for) clinical data. Clinical systems
followed, designed to address specific needs in individ-

ual care areas such as labor and delivery, where there
was a need to record and store the massive amounts
of information generated by fetal heart monitors and
other devices. For the past two decades, lab systems
built around the workflow of technicians and pathol-
ogists have had the capability to collect results from
a wide array of tests and present physicians with a single
view of all the data for each patient (although in most
physician’s offices that information is still presented on
paper rather than electronically).

Because these systems were developed for specific
care areas, each tightly adhered to the workflow in one
particular area. Many healthcare organizations adhered
to a best-of-breed approach, buying a lab system from
one vendor, a pharmacy system from another, a peri-
operative system from a third, and so on. These care
area-specific systems can be more nimble, and can be
installed in a matter of weeks, but require complex in-
terfaces in order to share data with each other. As time
passed, clinicians recognized the need for enterprise-
wide systems, so some vendors of area-specific systems
began broadening their scope.

Other vendors took the approach of developing
enterprise-wide systems that allow information to eas-
ily cross the boundaries between care areas. Consider,
for example, what happens when a physician orders
medication for a hospital patient: the provider needs
to know whether the patient is allergic to that drug, or
has been given any other medication that should not
be combined with the new one, formularies must be
consulted to see whether the hospital is dispensing the
drug and whether the patient’s insurer will pay for it,
the order must be transmitted to the hospital pharmacy,
where the pharmacist double-checks the dose to make
sure it is appropriate for the patient’s age, weight, and
condition. After the pharmacist dispenses the drug, it
must be conveyed to the right location in the hospital,
where a nurse will pick it up, administer it to the pa-
tient, and document the time of administration (perhaps
using a barcode scanner to make sure the right patient is
being given the right medication).

The trade-off for the easy flow of information across
the enterprise is in specificity and implementation time.
The best area-specific systems do one thing only, and
do it better than the current generation of enterprise sys-
tems. Smaller, more discrete systems are also easier and
faster to install. As the technology matures, however,
we will see a convergence as enterprise systems acquire
the greater depth of area-specific capabilities.
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77.4 Conclusion

The practice of healthcare is incredibly complex gen-
erates massive amounts of mission critical data that
must be assimilated and acted upon quickly. In many
cases, the margins for error are slim and the costs
of error immense. Information technology has the po-
tential to transform the way we practice medicine by
turning data into knowledge and knowledge into ac-
tion. This will enable providers to deliver better quality
care at lower cost, to maintain consistency of care for
a given disease while appropriately tailoring care to
each individual patient’s unique condition and genetic

makeup, and to localize the application of care guide-
lines based on knowledge about specific populations of
patients.

Some of the tools to accomplish these goals exist
today, but they need to be modified or adapted to suit
the unique demands of healthcare. We have systems that
can alert clinicians to potential errors, for example, but
these systems must be fine-tuned to prevent alert fa-
tigue. Other challenges, such as interoperability, which
enables data sharing among systems from different ven-
dors, remain largely unanswered at the moment.
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Medical Auto78. Medical Automation and Robotics

Alon Wolf, Moshe Shoham

Robotic systems that are integrated in medical
applications are designed to help and assist rather
than injure a human being, whether it is the
patient or the operator. This chapter presents
the classification of medical robots as passive,
semiactive, active, remote manipulators, and
navigators. The kinematic structure of medical
robots is discussed next, as are the fundamental
requirements from medical robots. Finally, the
main advantages and emerging trends in medical
robotics are given.
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1. A robot may not injure a human being or, through
inaction, allow a human being to come to harm.
2. A robot must obey orders given to it by human
beings except where such orders would conflict with
the First Law.
3. A robot must protect its own existence as long as
such protection does not conflict with the First or
Second Law.

Written almost 65 years ago, these three laws of
robotics by the famous science fiction author Issac
Asimov (Runaround, 1942) are still very relevant and
serve, though not literally, as guidelines for the field of
medical automation and robotics. By definition, robotic
systems that are integrated in medical applications are
designed to help and assist rather than injure a human
being, whether it is the patient or the operator. Many
precautions (more than one would find in nonmedical
robotic systems) are being taken to ensure the safety
of patients and operators. As presented in this chap-
ter, these safety measures include, among others, dual
backup systems, as a minimum, and fail-safe systems.

These redundant systems are there to prevent unwanted
motions that may harm the patient or the staff, to assure
accurate performance of the task, and also to protect the
robot itself as stated in the third law of robotics.

As elaborated in this chapter, current medical
robotic systems are divided into three categories, mainly
reflecting level of autonomy. The most popular and
widely implemented method is teleoperation, where the
robotic system follows the operator’s (surgeon’s) hand
motions from an offsite control console that can be lo-
cated either in the operating room or even somewhere
overseas using fast communication lines. In this mode
of operation, the robot, just like in Asimov’s second law,
obeys and follows the operator’s commands and mo-
tions. These systems are capable of filtering tremors in
the surgeon’s hand movements (crucial in neurosurgery
and ophthalmic surgery), scaling down the operator’s
motions and forces, and at the same time preventing un-
wanted motions that could harm the patient (the active
constraint concept).

The first swallows of medical robots appeared in
the mid 1980s and early 1990s with the implemen-
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tation of the Puma 560 for stereotactic neurosurgery.
The application was a computed tomography (CT)-
guided needle steering system for brain biopsy. Then
came ROBODOC from Integrated Surgical Systems
in 1992. ROBODOC milled out precise fittings in the
femur for hip replacement surgery. ROBODOC was
a pioneering surgical active robot that paved the way
for other robotic systems, mainly remotely manipu-
lated, semiactive, and active constraint robots. Current
surgical applications are in the fields of gastroin-
testinal surgery, urology, gynecology, cardiothoracic
surgery, oncology, orthopedic surgery, and neurosur-
gery.

Despite more than two decades of research in the
field of medical robots, it seems that this field has not
yet reached maturity and is still in its infancy. Neverthe-
less this fact does not prevent researchers from thinking
of the next step, i. e., integration of computer-assisted
surgery (CAS) devices into one complete system. This
is called the operating room of the future (ORF). This
initiative is crucial in light of the increasingly growing
number of surgical instruments, monitoring and imag-
ing devices, information systems, and communication
networks used in modern operating rooms and inter-
ventional suites. See also Chap. 82 on Computer- and
Robot-Assisted Medical Interventions.

78.1 Classification of Medical Robotics Systems

Medical robots have been classified in the literature
according to the following categories: remote manip-
ulators, and passive, semiactive, and active robots, by
Cinquin [78.1], Stulberg [78.2], Taylor [78.3, 4], Troc-
caz [78.5], Bainville [78.6], and Nolte [78.7].

Since this area of research is very dynamic and, in
our opinion, has not yet reached maturity, it is likely that
categories and classifications that are widespread today
will change over time, with the evolution of new con-
cepts. Nevertheless, we present in this chapter a brief
overview of current leading technologies and trends in
the field of medical robotics. For an extensive review
of the literature and classification of existing medical
robotic system we refer readers to [78.8–10].

Finally, we also present the major considerations
to be taken into account in the design of new medical
robotic systems.

78.1.1 Passive Medical Robotic Systems

Passive medical robotic systems support the surgical
procedure, but take no active part during surgery. In
other words, the surgeon is in full control of the sur-
gical procedure at all times, i. e., the actual surgical
procedure is conducted by the surgeon. Early versions
of Arthrobot [78.11] fall into this category of passive
systems. In early stages, the robot was used as an as-
sistant in the operating room to hold the patient’s limb
during joint replacements of knees and hips. Arthrobot
had no sensing capabilities and was able to move only
under explicit human control. Today, one of the main
forms of passive medical robotics is active constraint
robotic systems. Acrobot [78.12] is an example of an
active constraint passive robotic system. Developed by

Davies et al. [78.13–15], its core proprietary technology
centers on the development of a new type of robotic con-
trol: active constraint robotics for orthopedic surgery.
This concept facilitates synergy between the surgeon
and the robot, provides active assistance to the surgeon,
and prevents surgical errors. The surgeon guides the
surgical tool that is attached to the robot with a han-
dle with a force sensor attached to the robot tip, and
thus uses his/her superior human senses and understand-
ing of the overall situation to perform the surgery. The
robot provides precise geometric accuracy and increases
the safety by means of a predefined three-dimensional
(3-D) motion constraint that prevents cutting outside
a predefined safe region. This approach, known as
hands-on robotics, keeps the surgeon in the control loop
throughout the surgery. Moreover, the robot is guided
by preoperative image-based planning software. This
image-based software uses a patient’s CT data to facil-
itate precise planning of the surgery, allowing implant
selection and optimal positioning within the joint.

Another passive robot utilizing the active constraint
concept is the MAKO robot, a haptic robotic sys-

Fig. 78.1 Freehand sculptor by BlueBelt
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tem that adds the sense of touch to a robotic-assisted
surgical platform. The MAKO Haptic Guidance Sys-
tem is a Food and Drug Administration (FDA)-cleared,
surgeon-interactive robotic system that enables the or-
thopedic surgeon to plan the alignment and placement
of knee resurfacing implants preoperatively and make
intraoperative bone-conserving cuts accurately within
the safe workspace limited by the robot.

The precision freehand sculptor (PFS) by BlueBelt
is a handheld tool to assist the surgeon in accurately
cutting these shapes (Fig. 78.1). Its rotating cutter only
allows the surgeon to remove waste bone; the cutter in
turn retracts when it hits good bone (i. e., bone that is
not supposed to be machined). Thus the surgeon can use
the PFS freehand while it automatically restricts the cut
to the proper shape [78.16]. This mode of operation is
a modification of the active constraint concept. Instead
of preventing hand motion, the system automatically
and actively prevents cutting.

78.1.2 Semiactive Medical Robotic Systems

The semiactive category is presented in [78.17]. In this
research a robot acts as an assistant during the oper-
ation by holding a tool in a steady position to allow
accurate guidance of surgical tools. Other more up-to-
date examples of semiactive systems are the NeuroMate
(Integrated Surgical Systems, USA) and PathFinder
(Armstrong HealthCare Ltd., UK). They provide guid-
ance of the surgical tool but the actual surgical operation
is conducted by the surgeon.

One of the very first applications of robotic sys-
tems in a surgical theater was positioning of a needle
for stereotactic neurosurgery [78.18]. This application
involves placement of a needle in a very accurate man-

Fig. 78.2 Mazor’s SpineAssist miniature robot for spine
surgery

Fig. 78.3 SpineAssist during surgery

ner in a predefined location in a percutaneous approach
(later used as a semiactive system). Further develop-
ment of this approach is described in [78.19].

A different concept of a semiactive robot had been
developed at the Robotics Laboratory at the Technion–
Israel Institute of Technology and is manufactured and
marketed by Mazor Surgical Technologies [78.20]. Ma-
zor’s SpineAssist (Figs. 78.2 and 78.3) is a 2 × 4 inch,
250 g, image-based robot designed to guide the surgeon
to precise locations along the patient’s spine according
to a preoperative plan. Its small size and light weight al-
lows mounting the robot directly on the patient’s back,
thus overcoming the patient’s motion relative to the
robot base and as a result improving the accuracy of
the operation. The FDA- and Council Europe (CE)-
approved SpineAssist robot has performed hundreds of
cases and implanted thousands of screws with better
clinical outcome than the freehand approach while at
the same time allowing a minimally invasive approach.

PiGalileo is another bone-mounted guiding system.
Just like in the case of SpineAssist, the actual surgical
operations done with PiGalileo are still performed by
a surgeon, with the electromechanical positioning de-
vice aiding the surgeon in instrument positioning. This
technology is completely under the surgeon’s control
at all times, providing valuable intraoperative feed-
back to the surgeon to help improve precision, thereby
potentially leading to better implant alignment and po-
sitioning.

78.1.3 Active Medical Robotic Systems

Active robotic systems perform surgical tasks, such as
drilling or milling, autonomously with no direct inter-
vention of the surgeon [78.21–23]. This group includes
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Fig. 78.4 MBARS used for joint arthroplasty

active robots such as RoboDoc, CASPAR, and MBARS.
Perhaps one of the most famous active robots today is
RoboDoc (Integrated Surgical Systems), developed by
Paul et al. [78.24, 25]. The system was originally used
for total hip replacement procedures, yet was later mod-
ified for use in total knee replacement procedures (today
it is less used because of controversy over long-term
clinical effectiveness).

MBARS (Fig. 78.4) is an active version of the bone-
mounted robotic system concept. Although this is still
an academic study, the system demonstrates the capa-
bility to actively prepare the bone cavity for an implant
during joint arthroplasty procedures.

The robot is composed of six linear actuators that
are connected in parallel between two rigid platforms:
the lower reference platform and the upper platform,
which is the moving end-effector of the robot. This
structure is known as the classical Stewart–Gough six-
degree-of-freedom robot. The robot is attached to the

femur by three pins: one pin is inserted into the medial
epicondyle, one into the lateral epicondyle, and one into
the metadiaphyseal region of the femur. A rigid con-
nection of the robot to the operated bone is obtained
through these three pins. The robot is equipped with
a milling device, which actively mills the bone accord-
ing to the preoperative plan.

The CyberKnife robotic radiosurgery by Accuracy
System is a radiosurgery system designed to treat tu-
mors anywhere in the body with high accuracy. Using
image-guidance technology and computer-controlled
robotics, the CyberKnife system is designed to track
the tumor continuously, detect its location, and correct
for tumor and patient movement in real time throughout
the treatment. Because of its extreme precision, the Cy-
berKnife system does not require invasive head or body
frames to stabilize patient movement, vastly increasing
the system’s flexibility.

Gamma Knife PERFEXION is Elekta’s new Lek-
sell system for stereotactic radiosurgery in the brain,
cervical spine, and head and neck regions. The Leksell
Gamma Knife PERFEXION expands treatment reach,
offering a wider range of treatable anatomical struc-
ture. This expanded anatomical treatment area offers
dramatic new opportunities to increase patient volume.
Leksell Gamma Knife PERFEXION makes the entire
procedure more efficient and user-friendly. Collimator
changes can be made by the control program, optimiz-
ing the workflow and significantly reducing treatment
time.

78.1.4 Remote Manipulators

Perhaps the most commonly used medical robots to-
day are remote manipulators. Remote manipulators are
robotic system that can be operated from a remote loca-
tion. In other words, the surgeon does not have to be at
the bedside, nor even in the operating room, and yet can
still perform the surgical procedure using the robotic
system, which serves as his hands and eyes.

Remote manipulators are robotic systems that can
be operated from a remote location. Medical proce-
dures utilizing this mode of operation are often named
telesurgery. The first concept was developed at Stanford
Research Center as a project for the US Army. The con-
cept of telesurgery was first demonstrated in 2001, when
an expert surgeon removed the gallbladder of a 68-year-
old patient. This looks like a very common procedure
that is done on a daily basis in many locations around
the world, with one exception: the patient was oper-
ated on in Strasbourg, France and the surgeon operated
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Fig. 78.5 Da Vinci system

from New York. For successful performance of such
a telesurgery, a high-speed computer connected through
a reliable high-speed network is required. This success-
ful demonstration has opened new horizons of surgical
procedures performed worldwide with experts sitting in
communication centers. Telesurgery can bring experts
to places where there are scarce medical facilities and
medical professionals, such as third-world countries and
war zones.

Although the first telesurgery was carried out only
in 2001, telesurgical systems were introduced earlier.
Computer Motion (now Intuitive Surgical Inc., USA)
introduced in 1994 the AESOP system. This robotic
system was used to manipulate a camera during laparo-
scopic surgery. Overall, about 70 000 surgeries were
performed worldwide using this system. Once acquired
by Intuitive, the AESOP system was not sold anymore.
Instead, Intuitive Surgical Inc. introduced the Da Vinci
medical robot. During surgery, the surgeon operates the
robot from a remote console using a specially design
control mechanism and a stereo vision system. In April
2005, the Da Vinci system (Fig. 78.5) was approved by
the FDA to perform gynecological procedures, although
it is used for other procedures as well, such as urologic,
general laparoscopic, noncardiovascular, thoracoscopic,
and others.

Although Intuitive Surgical is a world leader in the
development of robotic technology of minimally inva-
sive surgery (MIS) with its Da Vinci robot, it is worth
mentioning another medical robot that competes with
the Da Vinci system for the same market. Computer
Motion (now owned by Intuitive Surgical) introduced
the Zeus system (Fig. 78.6). Just like the Da Vinci sys-
tem, Zeus is composed of multiple robotic arms capable
of manipulating MIS tools and visualization equipment
for cardiac surgery.

a) b)

Fig. 78.6a,b Zeus system: (a) console, and (b) robot arms

On 5 April 2001 a 63-year-old male patient un-
derwent multivessel off-pump coronary artery bypass
surgery at the University of Pittsburgh Medical Center
(UPMC) Presbyterian Hospital using the Zeus system.
This was the first time ever that such a procedure was
carried out. Marco A. Zenati from the UPMC Depart-
ment of Surgery operated the robot while seated at
a console about 10 feet from the patient. The robot was
equipped with an endoscope, which was manipulated by
one of the robotic arms using voice commands, while at
the same time the other two arms were controlled by
operating handles that resemble conventional surgical
instruments.

78.1.5 Navigators

Surgical navigators are the central element in many
medical robotic system [78.26]. They come into play
during the registration procedure. Registration is a cru-
cial and necessary procedure, during which each part
of the medical system is synchronized. Most medi-
cal robotic systems include preoperative (sometimes
intraoperative) planning of the medical procedure. Dur-
ing this step, a virtual surgery can be performed
and simulated on a computer screen (just like with
any computer-aided design system). The data pro-
vided to the surgeon is patient specific and is usually
based on a preoperative CT or magnetic resonance
imaging (MRI) scan. The end result of this proce-
dure is the transformation that maps the anatomical
position in the operating room to its preoperative
CT/MRI-based model. One example of a method for
achieving this transformation is minimization of the
pointwise distance between a cluster of anatomical
points collected intraoperatively and points on the
preoperative surface model. The coordinates of anatom-
ical points are acquired by touching points on the
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patient’s anatomy (anatomical landmarks) using an
optically tracked probe [78.27]. It is sometimes eas-
ier to think of these systems as global positioning
systems (GPSs) for the operating room. The basic
concept of a surgical navigation system is to ascer-
tain the position, i. e., the location and orientation, of
the relevant components of the system and the pa-
tient’s anatomy in a global coordinate system such
that their relative position can be determined. Dur-
ing surgery, the position coordinates provide precise
guidance to the surgeon to perform a preplanned pro-
cedure.

In 1974, Schlondorff et al. [78.28] developed one
of the first systems for navigational calculations involv-
ing bone. The system used a radiographic centimeter
scale held between the patient’s teeth during a lateral
roentgenogram. The measurements enabled the calcula-
tion of the distances between several anatomical points.
Later, Watanabe et al. [78.29] from Siemens Corpo-
ration published their work on the first model of the
Neuronavigator, a mechanical device based on a multi-
joint 3-D digitizer. The device is used to track the tip of
the sensor arm by indicating its location on preoperative
CT or MRI images.

One of the first systems to use an optical-based
navigation technique was HipNav (Fig. 78.7), devel-
oped at Carnegie Mellon University in Pittsburgh, PA
(USA) by DiGioia and Jaramaz [78.30]. The sys-
tem was the first computer-assisted navigation system
for cup placement in total hip replacement (THR)
surgery. Beside its significant clinical contribution, this
has set the standard for preoperative planning and
range-of-motion (ROM) simulations for THR. HipNav
incorporated information provided to it by the OptoTrak
system by Northern Digital Inc., Waterloo, Ontario.
The OptoTrak system is composed of three charge-
coupled device (CCD) cameras contained in a rigid
enclosure and a set of active trackers, where the body
of each tracker incorporates a set of light-emitting
diodes (LEDs) mounted at precise relative positions,
and the position of each tracker can be resolved in
the OptoTrak coordinate system. For the HipNav sys-
tem, the trackers were fixed to tools, implants, and
the patient’s bones, enabling active tracking of their
positions during operative procedures. Since HipNav,
there have been other systems that employ this type
of technology, including the VectorVision, SurgiGATE,
Navitrack, StealthStation, Stryker, and Surgetic sys-
tems.

A new version of medical navigators is the image
overlay concept (Fig. 78.8). Image overlay is a com-

HipNav system in DiGioia’s
operating room

Fig. 78.7 HipNav system

puter display technique that superimposes computer
images over the viewer’s direct view of the real
world [78.31]. In other words, it is a form of augmented
reality in that it merges computer-generated informa-
tion with real-world images by the projection of virtual
objects in real scene. To do this the system needs to
project the virtual image onto some sort of screen. The
most common measure used is a semitransparent dis-
play device (like a heads-up display in fighter planes),
which allows both viewing the real objects while at the
same time overlaying the virtual image on them. For
example, a 3-D image of a bone, reconstructed from CT
data, can be displayed to a surgeon inside the patient’s
anatomy at the exact location of the real bone, regard-
less of the position of either the surgeon or the patient
(Fig. 78.8), creating an elusion of an image which ap-
pears to the viewer to be inside the real objects. To do
this in a convincing yet accurate way, the positions of
the viewer’s head, objects in the environment, and com-
ponents of the display system are all tracked in space.
These positions are used to transform the images so
that they appear to be an integral part of the real-world
environment.
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Fig. 78.8 Image overlay

This technology has many clinical applications; one
of the most common is needle steering, i. e., manipulat-

ing a real/virtual needle into remote unexposed organs
for biopsy, drug delivery, and interventions.

78.2 Kinematic Structure of Medical Robots

In most up-to-date medical robotic systems, a serial
robot is used as a surgical assistant. These robots
suffer from numerous drawbacks related to the se-
rial manipulator, such as low rigidity and accuracy.
The fact that theses robots are integrated in medical
procedures, where accuracy and safety is a matter of
life and death, has led researchers to look for bet-
ter manipulators suited for a specific surgical task or
field of tasks. A family of robots found suitable for
medical application is parallel robotic mechanisms.
Grace and Brandt [78.32, 33] stressed the advantages
of parallel manipulators compared with serial manip-
ulators in surgical operations, mainly due to their low
weight, compact structure, better accuracy, stiffness,
restricted workspace, and low price. However, paral-
lel manipulators have some drawbacks. One of the

main disadvantages of parallel robots is their lim-
ited workspace. Nevertheless, limited workspace can
be considered as an advantage in medical applications
where the required workspace is itself very limited. This
attribute limits the potential placement positions of the
robot in the operating room (OR), since the parallel
robot has to be positioned very close to the operating
area in order to be able to perform a surgical task within
its limited workspace. In most cases, this requirement is
not feasible due to physical conditions in the OR. One
of the tested solutions has been designed with the en-
tire robotics system attached to the OR ceiling so that
the robot works upside down, as proposed for example
in Fig. 78.5. In this way, the robot does not interfere with
the surgical procedure, and is activated and maneuvered
to the operating area when required.
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78.3 Fundamental Requirements from a Medical Robot

The fundamental requirements from a medical robot
for surgery tasks were introduced in [78.35], where the
authors stressed the safety requirements (Fig. 78.9):

1. Effective control. Both force and speed control of
the end-effector should be allowed or limited by
hardware in all robot configurations.

2. Workspace. The robot workspace has to be limited
to the effective area of the operation, to prevent ac-

Fundamental requirements from a medical robot

Simple
operation

Safety
Easy

sterilization

Compact
size and

low weight

1. Effective control
2. Limited workspace
3. Immunity against magnetic interference
4. Fail-safe mode
5. Safe behavior near singularities
6. Limit force and force feedback
7. Full control option

Fig. 78.9 The fundamental requirements from a medical robot
[78.34]

cidental damage both to the physician and to the
patient.

3. Limited forces or force feedback. The force applied
by the robot during procedures where the robot
takes active tasks and is in contact with live tissue
must be fully controlled. Moreover, in procedures
where different levels of force are applied (such as
bone cutting [78.36]), the physician needs as much
data as possible from the robot concerning the force
applied.

4. Full control option. In procedures where the robot
automatically performs a surgical procedure, the
physician has to be able to take over control of the
robot at any stage during the operation.

5. Fail-safe features. In the event of a malfunction
in the robot, the system has to switch to a fail-
safe mode; for instance, in case of a power failure,
the robot has to remain in its current location until
power is restored.

6. Singularity behavior. The robot path planning must
avoid passing near singular configurations, or ac-
tively prevent the surgeon from driving the robot
through singular configurations, if any, or de-
signed in such a way that all singular poses of
the robot are outside the operating work enve-
lope.

7. Sterilizability. The robot structure must allow steril-
ization, or be protected with a suitable cover.

8. Immunity against magnetic interference of other
surgical tools available in the OR.

78.4 Main Advantages of Medical Robotic Systems

Several researchers have investigated the advantages of
robotic systems in surgery. Kazanzides et al. [78.37]
compared the cross-section of manually broached im-
plant cavities to cavities milled by robots in hip
replacement surgery. The results of this research have
illustrated the robot’s precision compared with the pre-
cision of the human hand. Kavoussi et al. [78.38]
compared the performance of a human to that of a robot
assistant in manipulating the laparoscope. The results
of this research emphasize the superiority of the robot
compared with the human hand in terms of steadiness.
Cameron and Pradeep [78.39] measured the accuracy
of the human hand of four skilled eye surgeons. The re-
sults stressed the tremor and inaccuracy of the human

hand, even for skilled surgeons. An average root-mean-
square (RMS) error of 49 μm was obtained when asked
to hold an instrument steady, and 133 μm for repeated
actuation. Cameron et al. [78.40] presented a robotic
prototype that incorporates sensing and actuation, re-
porting accuracy of 5 μm and better for a robotic system
holding an ophthalmologic microsurgical instrument,
representing a significant improvement with respect to
those presented in the first article [78.39]. These results
indicate that the combination of advanced medicine
with high-technology research capabilities can improve
many surgical procedures that are currently performed
manually and are limited by restricted accessibility and
the lack of preciseness of the human hand. Areas which
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have been identified as appropriate at this stage include
orthopedic surgery, cutting and joining of bones at ex-
act optimal location, laparoscopic surgical procedures,
and accurate maneuvering of laparoscopic camera and
tools in a constrained environment.

In light of this, the advantages of using a medical
robotic system can be divided into two categories: those
related to the benefits to the surgeon and those related
to the benefits to the patient when using robotic tech-
nology. Medical robotics enable the surgeon to perform
new percutaneous procedures that could not have been

executed before, improve the surgeon’s ergonomics, en-
hance the surgical result (MIS), shorten the surgical
procedure, reduce radiation exposure, provide better im-
age visualization, and enable extension of the operation
theater to remote locations using telesurgery techniques.
For the patient, there are few advantages due to the
use of medical robotic technology during the procedure,
mainly since the surgical procedure is performed min-
imally invasively. This results in faster recovery time,
less pain, less postoperative complications, better cos-
metic results, and cost reduction.

78.5 Emerging Trends in Medical Robotics Systems

Robots complement the trend in surgical procedures
toward minimal invasiveness. Robots serve as remote
hands for the surgeon and can deliver his/her motions
to the patient through miniature incisions. In order to
be able to mimic the surgeon’s hand adequately and
even achieve superiority in terms of accuracy and minia-
ture motions, it is important to integrate force feedback
capabilities into the system as well as tactile feed-
back. However today even the best systems still suffer
from inaccurate forces and insufficient tactile feed-
back, which are essential in several medical procedures.

Fig. 78.10 CardioArm – a hyper redundant snake like
robot for cardiac surgery

Hence, this is an area for future research and develop-
ment.

Making medical robots more friendly and intu-
itive is essential for the introduction of robots into
operating rooms. One of the lessons that robot devel-
opers can learn from the two decades of application
of surgical robots is that it is of utmost importance
to make robots friendlier to the operating-room en-
vironment. Moreover, even though the technology is
here, almost no new surgical procedures have been
developed based on robotic technology that cannot
be performed otherwise. It is therefore expected that,
in order to penetrate the operating-room environment,
new surgical technologies have to be developed based
on robotic technology, and even more importantly,
robots must become much more friendly to this unique
atmosphere.

An even more intriguing approach to medical robots
is miniature robots that can move inside the human body
(Fig. 78.10). Several laboratories around the world are
pursuing this research with very few (like the passive
Given Imaging’s pillCam) in clinical use.

The area of medical robots is still in its infancy,
with applications with great potential not yet explored.
The trends are surgical robots with high accuracy,
robotically operated minimally invasive approaches,
miniature robots that move inside the human body, and
rehabilitation robotics.
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Rotary Heart79. Rotary Heart Assist Devices

Marwan A. Simaan

The left ventricular assist device (LVAD) is a me-
chanical device implanted in patients with
congestive heart failure to assist the heart in
pumping blood through the circulatory system.
The latest generation of this device is comprised
of a rotary pump which is generally much smaller,
lighter, and quieter than the first-generation con-
ventional pulsatile-type pump. The rotary pump is
controlled by varying the rotor (or impeller) speed
to adjust the amount of blood flow through the
LVAD. If the patient is in a health care facility, the
pump speed can be adjusted manually by a trained
clinician to meet the patient’s blood needs. How-
ever, an important challenge facing the increased
use of these devices is the desire to allow the
patient to return home. The development of an
appropriate feedback controller that is capable of
automatically adjusting the pump speed is there-
fore a crucial step in meeting this challenge. In
addition to being able to adapt to changes in the
patient’s daily activities by automatically regu-
lating the pump speed, the controller must also
be able to prevent the occurrence of excessive
pumping. This dangerous phenomenon, known as
suction, may cause collapse of the ventricle and
damage to the heart muscle. In order to be able to
develop such a controller based on modern con-
trol theory an appropriate mathematical model of
a combined cardiovascular system and LVAD must
first be developed. In this chapter, we develop
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such a model. The model is dynamic, time-varying,
and consists of six coupled nonlinear differential
equations. The time variation occurs over four
consecutive intervals representing the contraction,
ejection, relaxation, and filling phases of the left
ventricle. The LVAD in the model along with its inlet
and outlet cannulae are represented by a nonlin-
ear differential equation which relates the pump
rotational speed and pump flow to the pressure
difference across the pump. Suction is accounted
for by adding a nonlinear resistance in the LVAD
model when the pressure in the left ventricle drops
below a specified threshold. Using this model we
discuss some of the challenges faced in the devel-
opment of: (1) an appropriate feedback controller
for the LVAD, and (2) an effective algorithm for
detection of suction in the left ventricle.

Heart transplantation has now been recognized as the
best therapy for patients with end-stage congestive heart
failure. However, potential recipients often wait long
periods of time (300 days or more on the average) be-
fore a suitable donor heart becomes available, and many
of these candidates, 20–30%, will die while awaiting
heart transplantation. Consequently, the medical com-

munity has placed increased emphasis on the use of
mechanical circulatory assist devices that can substitute
for, or enhance, the function of the natural heart while
the patient is waiting for the heart transplant [79.1, 2].
A left ventricular assist device (LVAD) is such a de-
vice. There are two different types of LVADs. The first
is a pulsatile pump producing pulsatile pressures and
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flows similar to those produced by the natural heart. The
second, and more recent, is a rotary pump that operates
continuously attempting to draw blood out of the left
ventricle and into the circulation. Rotary pumps are typ-
ically, quieter, smaller, and more efficient than pulsatile
pumps, and consequently have received considerable
acceptance in recent years. Generally speaking, the goal
of the LVAD is to assist the native heart in pumping
blood so as to provide the patient with as close to a nor-
mal lifestyle as possible until a donor heart becomes
available or, in some cases, until the patient’s heart
recovers. In many situations, this means allowing the
patient to return home and/or to the workforce.

An important engineering challenge facing the in-
creased use of the rotary LVAD is the development of
an appropriate controller for the speed of the rotor (or
pump impeller). Such a controller, in addition to be-
ing robust and reliable, must be able to adapt to the
daily activities and physiological changes of the pa-
tient by regulating the pump speed in order to meet
the body’s requirements for cardiac output (CO) and
mean arterial pressure (MAP) [79.3, 4]. Since the ro-
tary pump does not use valves, if its speed is too low,
blood may regurgitate back from the aorta to the left
ventricle through the pump, resulting in what is known
as backflow. If the pump speed is too high, the pump
will attempt to draw more blood from the ventricle than
available, which may cause collapse of the ventricle
resulting in a dangerous phenomenon called suction.
The occurrence of suction must be detected quickly
and the pump speed reduced before the heart muscle
is damaged. While avoiding these two extremes, the
pump speed must also be adjusted continuously, up and
down to meet the patient’s varying levels of physical
activity and emotional changes [79.5–10]. The eventual
goal of a pump speed controller is therefore to meet all
these requirements so that an LVAD recipient patient
could potentially leave the hospital and return home
to a normal lifestyle. Given that the pump is contin-
uously interacting with the cardiovascular system, the

development of a speed controller that meets the above
objectives must therefore be done using tools developed
in modern control theory. This cannot be done without
first having an appropriate mathematical model for this
complex system. The model must be simple enough to
be tractable and yet it must be comprehensive enough
to capture the essential relationships between the hemo-
dynamic variables and provide the important input and
output boundary conditions without the ambiguity of
unnecessary state variables. In this chapter, we discuss
the development of such a model. We first present and
validate an autonomous fifth-order model of the cardio-
vascular system which emphasizes the pressure–volume
relationship of the left ventricle. We then present a first-
order model of a rotary LVAD along with its inlet and
outlet cannulae and with the pump rotational speed as
its control variable. We account for the phenomenon
of suction by adding a nonlinear resistance to the in-
let cannula model which becomes active when the left
ventricular pressure drops below a certain threshold. Fi-
nally, we combine these two models into a sixth-order
time-varying nonlinear model with the rotational speed
of the pump being the only control variable. The time
variations in this model are due to the cyclical nature
of the ventricle elastance and its changes as a function
of time within one cardiac cycle. The nonlinearities are
due to the mitral and aortic valves in the cardiovascular
model and the suction resistance in the LVAD model.
The binary state of each of these valves yield four con-
secutive phases within one cardiac cycle during which
the ventricle contracts, ejects, relaxes, and then fills de-
pending on which valve is open and which is closed.
As a result, the mathematical description of the entire
model changes as the ventricle crosses from one phase
to the next. We will conclude this chapter by outlin-
ing some of the challenges in the development of both
a feedback speed controller and a suction detection al-
gorithm that need to be overcome before the ultimate
goal of the LVAD becomes a reality and LVAD patients
are able to return to a normal lifestyle.

79.1 The Cardiovascular Model

A cross-section schematic of the heart illustrating its
various components is shown in Fig. 79.1. Each side of
the heart has its own atrium and ventricle, and each side
controls a different blood circulation path. The left side
of the heart controls the systemic circulation of blood
throughout the body while the right side controls the

pulmonary circulation of blood to the lungs [79.11]. Af-
ter the blood picks up oxygen in the lungs it returns to
the heart entering through the left atrium. The left ven-
tricle pumps the oxygen-rich blood through the aorta to
the rest of the body. The blood returns to the heart de-
pleted of oxygen, this time through the right atrium. It
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Fig. 79.1 Cross-section of a beating heart

is then pumped to the lungs by the right ventricle. The
blood receives oxygen in the lungs, and returns to the
left atrium of the heart. Upon entering the left atrium,
the two circulatory paths are then repeated. The blood
path through the heart and both circulation systems can
be seen in Fig. 79.2 [79.12]. Due to the different nature
of the two circulation paths, each side of the heart has
a different workload. The systemic circulation is much
longer than the pulmonary one, and encounters consid-
erable more resistance [79.11]. To handle the longer
path, the left ventricle is more elastic than the right,
giving it the strength to pump blood at a higher pressure.

The heart is a very complex system that is very dif-
ficult to model mathematically. Numerous dynamical
state-space models of varying degrees of complexity
have been developed in the past fifteen years or so.
For example, an eighth-order hybrid model of the heart
which subdivides the human circulatory system into
a number of lumped parameter blocks that include the
pulmonary arterial and venous systems as well as both
ventricles has been developed in [79.13]. An 11th-order
model which includes the resistance of peripheral blood
vessels has been developed in [79.14]. Although a com-
plete heart model can be supplemented with a model
of an LVAD, in this chapter we assume that the right
ventricle and pulmonary circulation are healthy and nor-
mal and as a result their effect on the LVAD, which
is connected from the left ventricle to the ascending
aorta, can be neglected [79.1, 6]. A fifth-order lumped
parameter electric circuit model which can reproduce
the left ventricle hemodynamics of the heart [79.15, 16]
is shown in Fig. 79.3. In this model, the behavior of the
left ventricle is modeled by means of a time-varying ca-
pacitance (or compliance) C(t), which is the reciprocal
of the ventricle’s elastance function E(t). The elastance
represents the contractual state of the left ventricle. It

relates to the ventricle’s pressure and volume [79.17]
according to an expression of the form

E(t) = LVP(t)
LVV(t)−V0

, (79.1)

where LVP(t) is the left ventricular pressure, LVV(t) is
the left ventricular volume, and V0 is a reference vol-
ume, which corresponds to the theoretical volume in the
ventricle at zero pressure. Several mathematical expres-
sions have been derived to approximate the elastance
function EH(t) of a healthy heart. In our work, we use
the expression

EH(t) = (Emax − Emin)En(tn)+ Emin , (79.2)

Capillary beds of
lungs where gas
exchange occurs

Capillary beds of
all body tissues
where gas
exchange occursOxygen rich,

CO2-poor blood

Pulmonary
veins

Pulmonary
arteries

Aorta and
branches

Left
atrium

Right
atrium Left

ventricle

Right
ventricle

Heart

Systemic circuit

Key:

Pulmonary circuit

Venae
cavae

Oxygen poor,
CO2-rich blood

Fig. 79.2 Diagram of systemic and pulmonary circulatory systems
(after [79.12])
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RM

CR C(t)x2

LAP(t)
LVP(t) AoP(t) AP(t)DM

+

–
x1

+

–
CA CSx4

x5
+

–
x3

+

–

RA LSRCDA

RS

Fig. 79.3 Cardiovascular circuit model

where En(tn) is the so-called double hill function repre-
sented by the expression [79.18]

En(tn) = 1.55

( (
tn
0.7

)1.9

1+
(

tn
0.7

)1.9

) (
1

1+
(

tn
1.17

)21.9

)
.

(79.3)

In the above expression, En(tn) is the normalized elas-
tance, tn = t/Tmax, Tmax = 0.2+0.15tc, and tc is the
cardiac cycle interval, i. e., tc = 60 /HR, where HR is
the heart rate. Notice that EH(t) is a rescaled version
of En(tn) and the constants Emax and Emin are related to
the end-systolic pressure–volume relationship (ESPVR)
and the end-diastolic pressure–volume relationship
(EDPVR), respectively. Figure 79.4 shows a plot of
EH(t) for a healthy heart with Emax = 2 mmHg/ml,
Emin = 0.06 mmHg/ml, and a heart rate of 60 bpm

0 0.2 0.4 0.6

Cardiac cycle

Emin

0.8 1
Time (s)

EH (mmHg/ml)

2

1.5

1

0.5

0

Emax

Fig. 79.4 Elastance function EH(t) = 1
C(t) of a healthy

heart (cardiac cycle = 60 /HR)

(beats per minute). For a heart with cardiovascular dis-
ease, the elastance expression used in our model is
modified according to E(t) = δEH(t). That is, the elas-
tance EH(t) is scaled with a factor 0 < δ ≤ 1, where
δ = 1 represents a healthy heart and smaller values of δ

are used to represent cardiovascular disease. The more
severe the disease, the smaller the value of δ. Also in
the model, preload and pulmonary circulations are rep-
resented by the capacitance CR; the aortic compliance is
represented by the capacitance CA, and afterload is rep-
resented by the four-element Windkessel model [79.19]
comprising RC, LS, CS, and RS. Preload, or venous
blood returning to the heart, is closely related to the
cardiac output (CO) produced by the heart for a given
level of contractility. Afterload can be described as the
pressure that the left ventricle has to generate in or-
der to eject blood. It refers to the vascular resistance
that the heart sees as it pumps blood. The mitral and
aortic valves (Fig. 79.1) are represented by two non-
ideal diodes consisting of a resistance RM and ideal
diode DM for the mitral valve, and resistance RA and
ideal diode DA for the aortic valve. In this representa-
tion, we have kept the number of model parameters to
a minimum while maintaining enough complexity in the
model so that it can reproduce the hemodynamics of the
left ventricle. Table 79.1 lists the various system param-
eters and their typical associated values [79.20–22].

Obviously the circuit model in Fig. 79.3 is time-
varying because of the capacitance C(t) and nonlinear
because of the two diodes. Since each ideal diode has
two states: open-circuit (O/C) and short-circuit (S/C),

Table 79.1 Model parameters

Parameters Value Physiological meaning

Resistances (mmHg s/ml)

RS 1.0000 Systemic vascular resistance

(SVR)

RM 0.0050 Mitral valve resistance

RA 0.0010 Aortic valve resistance

RC 0.0398 Characteristic resistance

Compliances (ml/mmHg)

C(t) Time-varying Left ventricular compliance

CR 4.4000 Left atrial compliance

CS 1.3300 Systemic compliance

CA 0.0800 Aortic compliance

Inertances (mmHg s2/ml)

LS 0.0005 Inertance of blood in aorta

Valves

DM Mitral valve

DA Aortic valve
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Table 79.2 Phases of the cardiac cycle

Modes Valves Phases

Mitral Aortic

1 Closed Closed Isovolumic relaxation

2 Open Closed Filling

1 Closed Closed Isovolumic contraction

3 Closed Open Ejection

– Open Open Not feasible

Table 79.3 State variables in the cardiovascular model

Variables Name Physiological meaning (unit)

x1(t) LVP(t) Left ventricular pressure (mmHg)

x2(t) LAP(t) Left atrial pressure (mmHg)

x3(t) AP(t) Arterial pressure (mmHg)

x4(t) AoP(t) Aortic pressure (mmHg)

x5(t) QT(t) Total flow (ml/s)

four different circuits representing different phases of
the ventricular function can therefore be modeled.
When DM is S/C and DA is O/C (i. e., the mitral valve is
open and aortic valve is closed) the circuit in Fig. 79.3
represents the phase when the left ventricle is filling.
When DM is O/C and DA is S/C (i. e., the mitral valve is
closed and the aortic valve is open) the circuit represents
the phase when the ventricle is ejecting. The circuit in
which both diodes are O/C (i. e., both the mitral and aor-

0 0.2 0.4 0.6 0.8 1
Time (s)

–C(t)/C(t)  (s–1)
40

30

20

10

0

–10

–20

–30

–40

Fig. 79.5 Plot of −Ċ(t)
C(t) for a healthy heart over one cardiac

cycle

tic valves are closed) will occur twice and represents
the phase when the ventricle is undergoing isovolumic
contraction and relaxation. Finally, the circuit in which
both diodes are S/C (i. e., both the mitral and aortic
valves are open) is clearly not feasible. The three dif-
ferent phases of operation of the left ventricle over four
consecutive different time intervals within the cardiac
cycle are summarized in Table 79.2. Every phase within
the cardiac cycle is therefore modeled by a different
equivalent circuit and hence a different set of linear
time-varying differential equations. However, by appro-
priately modeling the diodes as nonlinear elements, it
is possible to write only one set of differential equa-
tions, which describes the behavior of the entire model
for all three phases. Selecting the state variables as the
hemodynamic variables listed in Table 79.3 (and shown
on the circuit in Fig. 79.2), and using basic circuit anal-
ysis methods [79.23] such as Kirchhoff’s voltage and
current laws (KVL and KCL), we can derive the state
equations for the cardiovascular circuit model shown
in Fig. 79.2 as⎛

⎜⎜⎜⎜⎜⎜⎜⎝

dx1
dt

dx2
dt

dx3
dt

dx4
dt

dx5
dt

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

−Ċ(t)
C(t) 0 0 0 0

0 −1
RSCR

1
RSCR

0 0

0 1
RSCS

−1
RSCS

0 1
CS

0 0 0 0 −1
CA

0 0 −1
LS

1
LS

−RC
LS

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎝

x1

x2

x3

x4

x5

⎞
⎟⎟⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎜⎜⎝

1
C(t)

−1
C(t)

−1
CR

0

0 0

0 1
CA

0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

(
1

RM
r(x2 − x1)

1
RA

r(x1 − x4)

)
.

(79.4)

In (79.4) Ċ(t) = dC(t)/dt and r(x) represents the ramp
function

r(ξ) =
⎧⎨
⎩
ξ if ξ ≥ 0 ,

0 if ξ < 0 .
(79.5)

We note that the model described above is an au-
tonomous switched linear time-varying system over
four different phases within the cardiac cycle [79.15,
16]. Its solution is oscillatory due to the cyclic nature
of the terms Ċ(t) and 1/C(t) in the matrices in (79.4).
A plot of the expression −Ċ(t)/C(t) over one cardiac
cycle for a healthy heart is shown in Fig. 79.5. The term
1/C(t) represents the elastance function EH(t) whose
plot is shown in Fig. 79.4.
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79.2 Cardiovascular Model Validation

The ability of the fifth-order model described in the pre-
vious section to emulate the hemodynamics of the left
ventricle is demonstrated by simulating the model for
both nominal steady-state conditions, and in response
to perturbations of preload and afterload. Figure 79.6
shows the simulation waveforms of the hemodynamics
for an adult with heart rate of 75 bpm. In this particu-
lar case, systolic and diastolic pressure were 117 and
77 mmHg, mean aortic pressure (MAP) was 99 mmHg,
cardiac output (CO) (i. e., the blood pumped by the ven-
tricle in 1 min) was 5.21 l/min and stroke volume (SV)
(i. e., the volume of blood pumped by the ventricle in
one cardiac cycle) was 69.5 ml/beat. These numbers
and waveforms are all consistent with hemodynamic
data in normal subjects described in [79.24].

A second method to validate the model and verify
that it can reproduce the human left ventricle behavior
is to vary the preload and afterload conditions, while
keeping the left ventricle parameters (Emax, Emin, and
V0) constant. If the model behaves as expected, we
should have an approximately linear relationship be-
tween end-systolic pressure and left ventricle volume

0 0.5 1 1.5 2 2.5 3
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Time (s)
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400

200

0

0 0.5 1 1.5 2 2.5 3

LVV (ml)
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50

Fig. 79.6 Simulated hemodynamic waveforms for a normal heart

(known as end-systolic pressure–volume relationship,
or ESPVR), in spite of changes in preload and af-
terload. A total of four preload and four afterload
conditions were simulated using Emax = 2 mmHg/ml,
Emin = 0.05 mmHg/ml, and V0 = 10 ml. The result-
ing pressure and volume of the ventricle are typically
plotted in the form of pressure–volume (PV-)loops.
The PV-loops in Fig. 79.7a, represent the result of
changing afterload conditions by selecting different val-
ues of systemic vascular resistance (RS in Fig. 79.3),
while keeping end-diastolic volume (EDV) constant.
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Fig. 79.7a,b PV-loops for different values of (a) afterload
resistance, and (b) preload volume
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Fig. 79.8a,b Measured and simulated (a) left ventricular
pressure and (b) PV-loops �

The PV-loops in Fig. 79.7b represent the result of
altering preload conditions by changing the Mitral
valve resistance RM. The linear relationship between
pressure and volume is evident in both Fig. 79.7a,b.
The slope of the ESPVR and the horizontal inter-
cept for the afterload data in Fig. 79.7a are determined
as 1.98 mmHg/ml and 10.91 ml, respectively. For the
preload data of Fig. 79.7b these values are determined
as 1.92 mmHg/ml and 8.84 ml respectively. These re-
sults are consistent with the values used for Emax and
V0 used in the simulation and clearly show that the car-
diovascular model can indeed mimic the behavior of the
left ventricle.

Finally, a third method to validate the model is to
compare the hemodynamic waveforms obtained from
the model to those of a human patient. Figure 79.8
shows left ventricular pressure data and the correspond-
ing PV-loop obtained from our model using values
Emax = 1.5 mmHg/ml and V0 = 12 ml estimated from
real data of a patient suffering from cardiomyopathy.
The measured data from the patient are also super-
imposed on the same plots in Fig. 79.8. Clearly the
data from the model exhibit a close fit to the real
measured patient data. As a test for how close the
two data sets match, in the case of LVP, the error
was calculated to be 4.4% and in the case of the PV-
loop, the area within the loop, known as the stroke
work (SW), was determined to be 10 492 mmHg · ml
for the PV-loop of the model and 10 690 mmHg · ml for
the patient PV-loop, which represents a difference of
only 1.85%.
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79.3 LVAD Pump Model

The LVAD considered in this chapter is a rotary blood
pump connected using two cannulae as a bridge be-
tween the left ventricle and the aorta as illustrated in the
schematic in Fig. 79.9. The pump (HeartMate II) and its
cannulae are characterized by the relationships [79.25]

Hp = Rp Q + Lp
dQ

dt
+βω2 , (79.6)

Hi = Ri Q + L i
dQ

dt
, (79.7)

Ho = Ro Q + Lo
dQ

dt
, (79.8)

where Hp, Hi, and Ho are the pressure differences
across the pump and the inlet and outlet cannulae, re-
spectively, Q is the flow rate of blood through the pump
and cannulae, and ω is the pump rotational speed. The
parameters Rp, Ri, and Ro represent the resistances and
the parameters Lp, L i, and Lo represent the inertances
of the pump and cannulae, respectively. The parameter
β is a pump-dependent constant. We note that Ri repre-
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Fig. 79.9 Schematic of a rotary LVAD connected between
the left ventricle and the aorta

AoP (t)LVP (t)

+–

Q

LpRp

Ro

Lo

Li

Ri

Rsu

�ω2

Fig. 79.10 LVAD and cannulae equivalent circuit

sents the resistance of the inlet cannula when no suction
is present. When suction occurs, an additional resistance
Rsu in the form [79.5, 26]

Rsu =
⎧⎨
⎩

0 if LVP(t) > x̄1

α(LVP(t)− x̄1) if LVP(t) ≤ x̄1

(79.9)

is added to the expression in (79.7) to represent this
phenomenon. Clearly, Rsu is a nonlinear time-varying

Table 79.4 Model parameters for the LVAD

Parameters Value Physiological meaning

Cannulae resistances (mmHg s/ml)

Rsu See (79.9) Suction resistance with

parameters α = −3.5 s/ml

and x̄1 = 1 mmHg

Ri 0.0677 Inlet cannula resistance

Rp 0.17070 Outlet cannula resistance

Ro 0.0677 Pump resistance

Cannulae inertances (mmHg s2/ml)

L i 0.0127 Inlet cannula inertance

Lp 0.02177 Pump inertance

Lo 0.0127 Outlet cannula inertance

Pump parameter (mmHg/(rpm)2)

β 9.9025 × 10−7

resistance whose value is zero when the pump is oper-
ating normally and is activated when the left ventricular
pressure LVP(t) (or x1(t)) becomes less than a prede-
termined small threshold x̄1, a condition that represents
suction. The value of Rsu when suction occurs increases
linearly as a function of the difference between LVP(t)
and the threshold x̄1. The parameter α is a cannula-
dependent scaling factor. An equivalent circuit model
for the LVAD and inlet and outlet cannulae is shown
in Fig. 79.10. Values of all parameters mentioned above
for the specific LVAD used in our model are given in Ta-
ble 79.4. The state equation governing the behavior of
the LVAD can now be easily derived as

LVP(t)−AoP(t) = R∗Q + L∗ dQ

dt
+βω2 , (79.10)

where

R∗ = Rsu + Ri + Rp + Ro (79.11)

and

L∗ = L i + Lp + Lo . (79.12)

79.4 Combined Cardiovascular and LVAD Model

Figure 79.11 shows the equivalent electric circuit of the
combined cardiovascular and LVAD model. The addi-
tion of the LVAD to the model represented in (79.4)
adds one state variable x6(t) = Q, which represents the
blood flow through the pump and eight passive param-

eters Rsu, Ri, Rp, Ro, L i, Lp, Lo, and β. Note that
the combined cardiovascular and LVAD model is now
a forced system, where the primary control variable is
the pump speed ω. As was done for the cardiovascular
model, the state equations for this combined sixth-order

Part
H

7
9
.4



Rotary Heart Assist Devices 79.4 Combined Cardiovascular and LVAD Model 1417

model can be derived from basic circuit analysis tech-
niques and written in the form

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

dx1(t)
dt

dx2(t)
dt

dx3(t)
dt

dx4(t)
dt

dx5(t)
dt

dx6(t)
dt

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−Ċ(t)
C(t) 0 0 0 0 −1

C(t)

0 −1
RSCR

1
RSCR

0 0 0

0 1
RSCS

−1
RSCS

0 1
CS

0

0 0 0 0 −1
CA

1
CA

0 0 −1
LS

1
LS

−RC
CS

0
1

L∗ 0 0 −1
L∗ 0 −R∗

L∗

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

×

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1(t)

x2(t)

x3(t)

x4(t)

x5(t)

x6(t)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
C(t)

−1
C(t)

−1
CR

0

0 0

0 1
CA

0 0

0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

×

(
1

RM
r(x2 − x1)

1
RA

r(x1 − x4)

)
+

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0

0

0

0

0
β
L∗

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

u(t) .

(79.13)

The control variable in (79.13) is u(t) = ω2(t), where
ω(t) is the rotational speed of the pump. Using control
terminology, and after some simple algebraic manip-
ulations, this model can be expressed as a switched
time-varying linear system in the standard state-space
form [79.15, 16]

dx
dt

= Ak(t)x+bu , k = I , F ,E , (79.14)

where x = [x1 , x2 , x3 , x4 , x5 , x6]� is the state vector,
b = (0, 0, 0, 0, 0, β/L∗)

�
, and ( )

�
denotes transpose.

The matrix Ak(t) in (79.14) switches over each of
the four different phases within the cardiac cycle (Ta-
ble 79.2). The description of this matrix over each of
these regions is given as follows.

1. Isovolumic relaxation and contraction phases (k =
I): Within these two intervals we have x2 − x1 < 0

RM

CR C (t)x2

LAP(t)

AoP(t)LVP(t)

AP(t)
DM

+

–
x1

+–

–
CA CSx4

x6

x5
++

–
x3

+

–

RA LS

LpRp

Ro

Lo

Li

Ri

Rsu

�ω2

RCDA

RS

Fig. 79.11 Combined cardiovascular and LVAD model

and x1 − x4 < 0. The matrix Ak(t) will take the form

AI(t) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−Ċ(t)
C(t) 0 0 0 0 −1

C(t)

0 −1
RSCR

1
RSCR

0 0 0

0 1
RSCS

−1
RSCS

0 1
CS

0

0 0 0 0 −1
CA

1
CA

0 0 −1
LS

1
LS

−RC
LS

0
1

L∗ 0 0 −1
L∗ 0 −R∗

L∗

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(79.15)

2. Filling phase (k = F): Within this interval we have
x2 − x1 ≥ 0 and x1 − x4 < 0. The matrix Ak(t) will
take the form

AF(t) =⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−Ċ(t)
C(t) − 1

RMC(t)
1

RMC(t) 0 0 0 −1
C(t)

1
RMCR

−1
CR

( 1
RM

+ 1
RS

) 1
RSCR

0 0 0

0 1
RSCS

−1
RSCS

0 1
CS

0

0 0 0 0 −1
CA

1
CA

0 0 −1
LS

1
LS

−RC
LS

0
1

L∗ 0 0 −1
L∗ 0 −R∗

L∗

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(79.16)

3. Ejection phase (k = E): Within this interval we have
x2 − x1 < 0 and x1 − x4 ≥ 0. The matrix Ak(t) will
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take the form

AE(t) =⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−Ċ(t)
C(t) − 1

RAC(t) 0 0 1
RAC(t) 0 −1

C(t)

0 −1
RSCR

1
RSCR

0 0 0

0 1
RSCS

−1
RSCS

0 1
CS

0
1

RACA
0 0 −1

RACA

−1
CA

1
CA

0 0 −1
LS

1
LS

−RC
LS

0
1

L∗ 0 0 −1
L∗ 0 −R∗

L∗

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(79.17)

Switched linear systems have been studied exten-
sively in recent years, especially with regards to
stability and stabilization [79.27, 28]. The develop-
ment of an optimal feedback controller for the above
system will present a major control challenge, espe-
cially in guaranteeing that the resulting closed-loop
autonomous system will also be stable.

79.5 Challenges in the Development of a Feedback Controller
and Suction Detection Algorithm

In assisting the heart, the amount of blood flow required
of an LVAD depends on the patient’s level of activity,
emotional state, posture, and other physiological de-
mands. The response of the heart itself due to changes in
demand is governed by its contractility, and the preload
and afterload. Contractility of the heart is related to the
intrinsic ability of the heart muscle to contract. As men-
tioned earlier, preload is closely related to the cardiac
output (CO) produced by the heart for a given level of
contractility and afterload can be described as the pres-
sure that the left ventricle has to generate in order to
eject blood. Everything else held equal, if afterload in-
creases, cardiac output will decrease. In a healthy heart,
these internal control mechanisms provide the cardio-
vascular system with a significant capability to respond
to changes in demand for blood flow in the body.

When a rotary LVAD is implanted in a patient with
congestive heart failure, the only available mechanism
to control it is the rotational speed ω of the pump. Cur-
rently, patients with rotary LVADs are typically kept in
a critical care setting and are continuously supervised
by human operators. When the patient is in a stable con-
dition, the operator adjusts the pump speed manually
so as to achieve the desired levels of the hemody-
namic variables and ensure the well being of the patient.
However, for a patient whose level of activity is continu-
ously changing, this manual open-loop control becomes
impractical. Its limitations will become even more ap-
parent as patients are rehabilitated and seek to adopt
a normal active lifestyle. The inability of open-loop
manual control to respond automatically to changes in
demand can dramatically impact the quality of life of
LVAD patients [79.3, 4]. For successful long-term im-

plantation of these devices, the need for a human to
monitor the device operation must therefore be elimi-
nated. In order to achieve a desired level of automatic
operation, a feedback controller which is capable of
continuously monitoring the patient’s status to recog-
nize a change in the level of activity and automatically
adjust the pump speed must be incorporated in the
device. As mentioned earlier, such a controller must
also meet the other objective of ensuring that suction
does not occur by unnecessary excessive pumping. The
achievement of these two objectives has been a major
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Fig. 79.12 Pump flow signal from human cardiovascular/LVAD
model as a function of linearly increasing pump speed
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Fig. 79.13 Pump flow signal from in vivo data as a function of linearly increasing pump speed

challenge for LVAD developers for over 15 years and is
recognized as one of the most serious limitations of this
technology at the present time.

The design of a stable feedback controller based on
the model developed earlier in this chapter is very much
related to our ability to continuously measure, or esti-
mate, in real time the patient’s hemodynamic variables
(x1 through x5 in the model). The patient’s continuously
varying levels of physical and emotional activities are
exhibited by possibly wide variations in the systemic
vascular resistance (Rs in the model), which in turn af-
fects all six state variables in the system. Unfortunately,
at present, current technology for implantable sensors
that allow for continuous measurements of the patient’s
hemodynamic variables does not exist and will proba-
bly need many years before it can be developed. The
pump flow variable x6, on the other hand, appears to
be the only variable that can be measured in real time.
This may be done, for example, by using standard ultra-
sonic flow transducers that can be clamped onto one of
the pump cannulae. With this single variable, the prob-
lem essentially reduces to a feedback controller design
based on incomplete state measurements. Given that
the system is nonlinear and time varying, this remains
a challenge from both the theoretical and practical
considerations. An attempt to develop a very simple
feedback controller based on the slope of the lower
envelope of the pump flow signal has recently been
made [79.29] but its practical usefulness in an in vivo
experiment has not yet been tested. The approach of es-
timating the hemodynamic variables (x1 through x5) so
as to implement a full state feedback controller has also
been considered but with limited success [79.30–34].
This is largely due to the fact that this approach involves
first estimating the patient’s systemic vascular param-
eters. Most methods developed for estimating these
parameters suffer from the problem that the estimates
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Fig. 79.14a,b In vivo pump flow signal (a) when pump is operating
normally, and (b) when pump is in suction

obtained are discrete and valid only over parts of the
cardiac cycle. A method for simultaneously estimating
the parameters and the hemodynamic variables has been
developed in [79.21, 22] based on an extended Kalman
filter approach; however, the robustness of the method
with respect to parameter initialization remains ques-
tionable and its usefulness is limited due to uncertainties
related to convergence of the algorithm to the correct
estimates. In summary, the design of a feedback con-
troller for the LVAD remains a very challenging open
problem.

Since the pump flow signal appears to be the
only signal that is directly measurable, it is important
to examine how this signal is affected by the pump
speed as it changes over its allowable safe range. Fig-
ure 79.12 shows a plot of this signal (state variable
x6) when our model is exited with a pump speed start-
ing at 12 000 rpm and increasing linearly according to
ω= 12 000+100t, reaching a speed of 18 000 rpm after
60 s. It is clear from this figure that the lower enve-
lope of this signal seems to track the increasing pump
speed up to a point when a breakdown occurs and then
exhibits a sudden drop when the speed is increased
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beyond the breakpoint. In Fig. 79.12, this breakdown
occurs at t = 35 s, which corresponds to a speed of
about 15 500 rpm and is indicative of the onset of suc-
tion in the model. The same phenomenon has been
observed in an in vivo animal study (authorized accord-
ing to WorldHeart, Inc. IRB DO 01-06002) in which
the WorldHeart (World Heart Inc.: Formerly MedQuest,
Inc., Salt Lake City, UT) rotary LVAD was used. In
this study the pump speed was increased linearly from
8000 rpm according to ω = 8000+ 100

3 t and reached
a speed of 14 000 rpm after 180 s. The corresponding
measured pump flow signal is shown in Fig. 79.13.
Again, in this case, a similar breakdown in the lower
envelope of the signal is observed at t = 136 s, which
corresponds to a speed 12 500 rpm, indicating the onset
of suction in the animal’s left ventricle. It is interest-
ing to note that, in both the model simulation and the
in vivo experiment, the onset of suction appears to be
characterized by a sudden large drop in the lower en-
velope of the pump flow signal. Furthermore, when the
pump is in suction for some time, a noticeable change

in the characteristics of the signature of the pump flow
signal is observed. This is clearly seen in Fig. 79.14
in which the details of the in vivo data of Fig. 79.13
are shown over two 5 s intervals of time from 60 to
64 s before the occurrence of suction and from 135
to 139 s during suction. The change in the frequency
characteristics of the signal from a narrow-band sig-
nal to a relatively broad-band signal is very noticeable.
The breakpoint in the lower envelope of the pump flow
signal and the changes in its frequency characteristics
before and after suction represent opportunities that can
be exploited in the development of suction detection
algorithms. We should note that suction detection has
been a long-standing problem that has been studied
ever since the rotary LVAD was introduced. Many al-
gorithms have been proposed based on numerous other
criteria and indices [79.35–39]. A successful attempt
to develop a suction detection algorithm based on the
frequency characteristics of the pump flow signal has
recently been reported [79.40, 41].

79.6 Conclusion

In this chapter, a sixth-order state-space model of a left
ventricular assist device connected to a cardiovascular
system is presented. The model is obtained by com-
bining a fifth-order model of the hemodynamics of the
cardiovascular system with a first-order model of the
blood flow in a rotary pump along with its inlet and out-
let cannulae. The phenomenon of suction is accounted
for by including a nonlinear resistance in the model of
the inlet cannula. The resulting combined model is non-
linear and time-varying with a different mathematical
description over the four different time intervals which
correspond to the four phases of the ventricular func-
tions within one cardiac cycle. The only control variable

in the model is the rotational speed of the pump. Given
that current implantable sensor technology does not ex-
ist for measuring the patient’s hemodynamic variables,
the challenges in using this model to design a feedback
speed controller for the LVAD are discussed. The char-
acteristics of the pump flow signal – which is the only
directly measurable variable – when the pump is operat-
ing normally with no suction and when it is operating in
suction are also described based on data obtained from
the model as well as from an in vivo animal experiment.
Possible approaches for exploiting these characteristics
in the development of suction detection algorithms are
also discussed.

References

79.1 V.L. Poirier: The LVAD: a case study, Bridge 27, 14–20
(1997)

79.2 H. Frazier, T.J. Myers: Left ventricular assist systems
as a bridge to myocardial recovery, Ann. Thorac.
Surg. 68, 734–741 (1999)

79.3 D.B. Olsen: The history of continuous-flow blood
pumps, Artif. Organs 24(6), 401–404 (2000)

79.4 J.R. Boston, J.F. Antaki, M. Simaan: Hierarchical
control for hearts assist devices, IEEE Robot. Autom.
Mag. 10(1), 54–64 (2003)

79.5 H. Shima, W. Trubel, A. Moritz, G. Wieselthaler,
H.G. Stohr, H. Thomas, U. Losert, E. Wolner:
Noninvasive monitoring of rotary blood pumps:
necessity, possibilities, and limitations, Artif. Or-
gans 14(2), 195–202 (1992)

79.6 H. Konishi, J.F. Antaki, D.V. Amin: Controller for an
axial flow blood pump, Artif. Organs 20(6), 618–620
(1996)

79.7 Y. Wu, P. Allaire, G. Tao, H. Wood, D. Olsen, C. Trib-
ble: An advanced physiological controller design
for a left ventricular assist device to prevent left

Part
H

7
9



Rotary Heart Assist Devices References 1421

ventricular collapse, Artif. Organs 27(10), 926–930
(2003)

79.8 G.A. Giridharan, G.M. Pantalos, S. Koenig,
K. Gillars, M. Skliar: Achieving physiologic perfu-
sion with ventricular assist devices: comparison of
control strategies, Proc. Am. Control Conf. (Portland
2005) pp. 3823–3828

79.9 S. Chen, J.F. Antaki, M.A. Simaan, J.R. Boston:
Physiological control of left ventricular assist de-
vices based on gradient of flow, Proc. Am. Control
Conf. (Portland 2005) pp. 3829–3834

79.10 K.-W. Gwak, M. Ricci, S. Snyder, B.E. Paden,
J.R. Boston, M.A. Simaan, J.F. Antaki: In-vitro Eval-
uation of Multiobjective Hemodynamic Control of
a Heart-Assist Pump, Am. Soc. Artif. Intern. Organs
(ASAIO) 51, 329–335 (2005)

79.11 E. Marieb: Human Anatomy and Physiology (Pear-
son Education, San Francisco 1994)

79.12 D.U. Silverthorn: Human Physiology: An Integrated
Approach, 2nd edn. (Benjamin/Cummings Publish-
ing, New York 2000)

79.13 G.A. Giridharan, M. Skliar, D.B. Olsen, G.M. Pan-
talos: Modeling and control of a brushless DC axial
flow ventricular assist device, Am. Soc. Artif. Intern.
Organs (ASAIO) J. 48, 272–289 (2002)

79.14 Y. Wu, P.E. Allaire, G. Tao, D. Olsen: Modeling, es-
timation, and control of human circulatory system
with a left ventricular assist device, IEEE Trans.
Control Syst. Technol. 15(4), 754–767 (2007)

79.15 A. Ferreira, S. Chen, D.G. Galati, M.A. Simaan,
J.F. Antaki: A dynamical state space representa-
tion of a feedback controlled rotary left ventricular
assist device, Proc. ASME Int. Mech. Eng. Congr.
(Orlando 2005), Paper IMECE2005–80973

79.16 A. Ferreira, M.A. Simaan, J.R. Boston, J.F. Antaki:
A nonlinear state space model of a combined car-
diovascular system and a rotary pump, Proc. 44th
IEEE Conf. Decis. Control Eur. Control Conf. (Seville
2005) pp. 897–902

79.17 H. Suga, K. Sagawa: Instantaneous pressure-
volume relationships and their ratio in the excised,
supported canine left ventricle, Circ. Res. 35(1),
117–126 (1974)

79.18 N. Stergiopulos, J. Meister, N. Westerhof: Determi-
nants of stroke volume and systolic and diastolic
aortic pressure, Am. J. Physiol. 270(6), H2050–
H2059 (1996)

79.19 N. Stergiopulos, B.E. Westerhof, J.J. Meister,
N. Westerhof: The four element Windkessel model,
Proc. 18th IEEE Eng. Med. Biol. Annu. Int. Conf.
(Amsterdam 1996) pp. 1715–1716

79.20 D.S. Breitenstein: Cardiovascular modeling: the
mathematical expression of blood circulation.
M.Sc. Thesis (Univ. of Pittsburgh, Pittsburgh 1993)

79.21 Y.-C. Yu: Minimally Invasive Estimation of Car-
diovascular Parameters. Ph.D. Thesis (University of
Pittsburgh, Pittsburgh 1998)

79.22 Y.-C. Yu, J.R. Boston, M.A. Simaan, J.F. Antaki: Es-
timation of systemic vascular bed parameters for
artificial heart control, IEEE Trans. Autom. Control
43(6), 765–778 (1998)

79.23 R.C. Dorf, J.A. Svoboda: Introduction to Electric Cir-
cuits, 7th edn. (Wiley, New York 2006)

79.24 A.C. Gyton, J.E. Hall: Textbook of Medical Physiol-
ogy, 9th edn. (Saunders, Philadelphia 1996)

79.25 S. Choi, J.R. Boston, D. Thomas, J.F. Antaki: Model-
ing and identification of an axial flow pump, Proc.
Am. Control Conf. (Albuquerque 1997) pp. 3714–3715

79.26 H. Shima, J. Honigschnabel, W. Trubel, H. Thoma:
Computer simulation of the circulatory system dur-
ing support with a rotary blood pump, Trans. Am.
Soc. Artif. Organs 36(3), M252–M254 (1990)

79.27 Z. Sun, S.S. Ge: Switched Linear Systems: Control
and Design (Springer, New York 2005)

79.28 H. Lin, P.J. Antsaklis: Switching stabilizability for
continuous-time uncertain switched linear sys-
tems, IEEE Trans. Autom. Control 52(4), 633–646
(2007)

79.29 M.A. Simaan, A. Ferreira, S. Chen, J.F. Antaki,
D.G. Galati: A dynamical state-space represen-
tation and performance analysis of a feedback-
controlled rotary left ventricular assist device,
IEEE Trans. Control Syst. Technol. 16(6), 1–14
(2008)

79.30 G. Avanzolini, P. Barbini, A. Cappello: Comparison
of algorithms for tracking short-term changes in
arterial circulation parameters, IEEE Trans. Biomed.
Eng. 38, 861–867 (1992)

79.31 J.W. Clark, R.L.S. Ling, R. Srinivasan, J.S. Cole,
R.C. Pruett: A two-stage identification scheme for
the determination of the parameters of a model
of left heart and systemic circulation, IEEE Trans.
Biomed. Eng. 27, 20–29 (1980)

79.32 B. Deswysen: Parameter estimation of a simple
model of the left ventricle and of the systemic
vascular bed, with particular attention to the phys-
ical meaning of the left ventricle parameters, IEEE
Trans. Biomed. Eng. 24, 29–36 (1977)

79.33 B. Deswysen, A.A. Charlier, M. Gevers: Quantitative
evaluation of the systemic arterial bed by param-
eter estimation of a simple model, Med. Biol. Eng.
Comput. 18, 153–166 (1980)

79.34 T.L. Ruchti, R.H. Brown, D.C. Jeutter, X. Feng:
Identification algorithm for systemic arterial pa-
rameters with application to total artificial heart
control, Ann. Biomed. Eng. 21, 221–236 (1993)

79.35 M. Oshikawa, K. Araki, N. Nakamura, H. Anai,
T. Onitsuka: Detection of total assist and sucking
points based on the pulsatility of a continuous
flow artificial heart, Am. Soc. Artif. Intern. Organs
(ASAIO) J. 44, M704–M707 (1998)

79.36 Y. Yuhki, E. Hatoh, M. Nogawa, M. Miura, Y. Shi-
mazaki, S. Takatani: Detection of suction and
regurgitation of the implantable centrifugal pump
based on the motor current waveform analysis and

Part
H

7
9



1422 Part H Automation in Medical and Healthcare Systems

its application to optimization of the pump flow,
Artif. Organs 23, 532–537 (1999)

79.37 D. Liu, J.R. Boston, H. Lin, J.F. Antaki, M.A. Simaan,
J. Wu: Monotoring the development of suction in
an LVAD, Proc. BMES-EMBS 1st Joint Conf. (Atlanta
1999) p. 240

79.38 L. Baloa: Certainty-Weighted System For The De-
tection Of Suction In Ventricular Assist Devices.
Ph.D. Thesis (University of Pittsburgh, Pittsburgh
2001)

79.39 M. Vollkron, H. Schima, L. Huber, R. Benkowski,
G. Morello, G. Wieselthaler: Advanced suction de-

tection for an axial flow pump, Artif. Organs 30(9),
665–670 (2006)

79.40 A. Ferreira, M.A. Simaan, J.R. Boston, J.F. Antaki:
Frequency and time-frequency based indices for
suction detection in rotary blood pumps, Proc. IEEE
Int. Conf. Acoust. Speech Signal Process., Vol. II
(Toulouse 2006) pp. 1064–1067

79.41 A. Ferreira, S. Chen, M.A. Simaan, J.R. Boston,
J.F. Antaki: A discriminant-analysis-based suction
detection system for rotary blood pumps, 28th IEEE
Annu. Int. Conf. Eng. Med. Biol. (New York 2006)
pp. 5382–5385

Part
H

7
9



1423

Medical Infor80. Medical Informatics

Chin-Yin Huang

All of today’s patients receive healthcare services
from a team of healthcare practitioners through
various integrated medical information systems
and automated systems. Due to the requirements
of accuracy, safety, privacy, and responsiveness on
healthcare services, medical informatics itself has
become an important research field. This chap-
ter intends to introduce medical informatics from
the perspectives of (1) integration, (2) database
and data warehouse, (3) individual medical sup-
port systems, and (4) medical knowledge and
decision support systems. For integration, stan-
dard protocols (e.g., HL7, EDIFACT, and DICOM) are
important connectivity agreements for hospital
information system (HIS), medical support sys-
tems and healthcare equipment. For database
and data warehouse, this chapter introduces the
important concept of link relationships between
data tables. The value of medical database and
data warehouse relies on the correct link rela-
tionships. All modern healthcare organizations
consist of multiple separated yet integrated sys-
tems. For individual medical support systems, this
chapter introduces imaging, laboratory, hospi-
tal pharmacy, and nursing information systems.
Evidence-based medicine and data mining tech-
niques are two important fields in today’s medical
knowledge and decision support systems. Fi-
nally, this chapter introduces how to strategically
introduce healthcare information systems into
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a healthcare organization. Emerging issues of care
quality, security, and public-use databases are
also introduced.

80.1 Background

Traditional medical informatics is defined as a scientific
field that studies information collection, processing, and
communication related to healthcare services. As infor-
mation and communication technologies are advancing
rapidly, the domain of medical informatics is expand-

ing. Traditional medical informatics that focuses on data
transactions is no longer enough in modern hospitals.
Technologies of biomedical data mining, medical deci-
sion support, medical image processing, telemedicine,
etc., are filling in and expanding the domain of medi-
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cal informatics. Furthermore, healthcare behaviors have
changed and improved accordingly due to those tech-
nologies.

The objective of this chapter is to summarize the
technologies that are being applied in today’s health-
care organizations. Some emerging and advanced issues
are also addressed. The remainder of this chapter is
organized as follows. First, a diagnostic–therapeutic
cycle is presented to demonstrate a common health-
care behavior. Then, basic needs and standards that are
required for communication and integration in a hos-
pital are introduced. Besides communication, database
and data warehouse are another two key elements of
medical informatics. This chapter also gives an ex-
ample of data warehouse schema. Then, four basic
functions of medical support systems are illustrated:
imaging information systems, laboratory information
systems, hospital pharmacy information systems, and
nursing information systems. Issues of medical knowl-
edge and decision support system are presented by
pointing out two topics: evidence-based medicine and
data mining techniques. This chapter suggests that peo-

ple, project management, and strategic planning are the
three crucial elements that decide whether a health-
care information system can be successfully developed.
Finally, emerging issues related to medical informat-
ics such as quality of care, security, and public-use
databases are presented.

Although this chapter summarizes modern health-
care technologies that are applied in the healthcare
services, integration is an important technical issue. For
healthcare organizations, communication technologies
(e.g., internet, local area network, WiFi, TCP/IP, etc.)
provide the infrastructure for connectivity. However,
to make all the healthcare practitioners and modern
medical care systems work together efficiently and ac-
curately for all kinds of service activities integration in
a higher level must be relied upon. Such an integration
and coordination challenge was pointed out by Sarter
et al. [80.1] in 1997. Today, the integration is fulfilled
by all kinds of medical standard protocols (e.g., Health
Level 7 (HL7) and digital imaging and communication
in medicine (DICOM)). These issues of integration are
addressed in this chapter.

80.2 Diagnostic–Therapeutic Cycle

In healthcare, medical doctors make medical ther-
apeutic decisions based on a diagnostic–therapeutic
cycle [80.2]. There are three stages in the cycle: ob-
servation, diagnosis, and therapy. Observation is the
most fundamental step in therapy. It can be done by
the healthcare practitioner with simple assistant tools,
such as stethoscopes. Observations may also be done

Fig. 80.1 Two computer screens for medical diagnosis
(photo courtesy of Cheng Ching General Hospital)

through relatively simple blood tests or x-ray systems,
or through a complicated facility, such as computed to-
mography (CT) or an intestinal endoscope. Beside the
above-mentioned observations that are done one to sev-
eral times, observations can last for a certain time period
by using equipment, such as the Holter electrocardio-
graph.

Medical doctors perform diagnosis based on the re-
sults of observations and patient history (anamnesis). Its
goal is to identify the causes of (1) patients’ complaints

Observation

Therapy Diagnosis

Fig. 80.2 Diagnostic–therapeutic cycle
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and (2) results of observations. Figure 80.1 shows two
computer screens for a medical doctor when checking
patients. The left screen is used to display the results
of observation (x-ray), whereas the right screen is an
order entry system to show anamnesis and other re-
sults of tests. Diagnosis may take a long time, since
the patients may describe their complaints incompletely,
which may lead the doctor to order the wrong tests
or treatments. Then, an iterative observation-diagnosis-
therapy occurs. For patients who have chronic diseases,
iterations may repeat over and over for a long time pe-

riod. However, sometimes the iterations occur because
of mistakes/errors resulting from doctors, pharmacists,
nurses, or inspecting staffs and/or facilities.

Therapy cannot be done without the orders from
doctors. It may be done through medication, surgery, re-
habilitation, or diet control. Technologies of therapy are
constantly evolving. Due to its advancement, life quality
of patients is improving.

Observation, diagnosis, and therapy form a cycle
(Fig. 80.2). The cycle stops only when the patient is
cured or decides to quit the cycle.

80.3 Communication and Integration

Medical services in modern hospitals are fulfilled by
a group of specialists: physicians, nurses, pharmacists,
biologists, and administrative and laboratory staffs.
Moreover, medical services are fulfilled by advanced
facilities, and information and computer technologies.
Patients are cared for by an integrated system consisting
of the above-mentioned specialists and expensive facil-
ities. The integrated system can function efficiently and
effectively only when the individual persons or facilities
can be integrated through a communication system.

Communication as a key component for integra-
tion requires two elements: channels and interfaces.
Channels mean how the persons or facilities are
connected. Most medical facilities can offer commu-
nication with a local area network (LAN) by applying
TCP/IP standard protocol. Therefore, specialists can up-
load/download or operate the facilities within the LAN.
Associated clinics or outside laboratories may be autho-
rized to use the Internet as a channel to obtain data from
the facilities of hospitals. For short distance transmis-
sions, WiFi provides a wireless alternative of communi-
cation. It is useful for a doctor to display patient records
or to give a medical order when checking with a patient
in a ward with a mobile/wireless handheld device, per-
sonal digital assistance (PDA) for example. Figure 80.3
shows a portable computerized order entry device. It is
a WiFi and web ready system. By its powerful com-
puting, communication, and graphic capabilities, physi-
cians can display the test results of patients and give
treatment or medication orders when they are checking
with patients anywhere in the WiFi coverage zone.

Interface means that facilities speak the same lan-
guage. Usually an interface is fulfilled by standards.
For administrative data exchange in healthcare, Elec-
tronic Data Interchange for Administration, Commerce
and Transport (EDIFACT) is used in Europe [80.3],

whereas Health Level 7 (HL7) is used in the United
States [80.4]. With the standards, participants (such as
clinics, laboratories, drug stores, and insurance com-
panies) can encode and decode messages by the same
format, which speeds up communication and enables
integration of processes occurring between units of
a hospital or between hospitals. For medical images
such as x-ray, CT, and magnetic resonance imag-
ing (MRI), digital imaging and communication in
medicine (DICOM) is a standard for image communi-
cation [80.5]. DICOM also plays a role of standardizing
the image inputs/outputs of medical facilities developed
by various vendors.

Fig. 80.3 Portable medical order-entry device (photo cour-
tesy of DVNET Technology Co., www.dvnet.biz)
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80.4 Database and Data Warehouse

Most healthcare organizations host large databases to
maintain the demographical records, complaints and
diagnostic records, laboratory tests and inspections, or-
ders of therapy, and insurance and payment records that
are associated with each patient. The massive amount
of healthcare information requires a database that has
a storage capacity of multiple terabytes (TB). There
are several reasons why a large storage capacity is re-
quired. First, voice, image, and video types of test and
inspection data are gradually playing an important role
in healthcare. They usually take up large data storage
space. Besides, health authorities of government and
insurance companies usually demand hospitals to main-
tain the records for a certain period, which also results
in the need for large storage space. Although the cost
per byte of data storage is decreasing yearly, larger and
more urgent demands on storage space still increase the
total cost of database system year by year in modern
healthcare organizations.

Though today’s object-oriented database (OODB)
seems to be a suitable solution to accommodate var-
ious data formats, which include text, audio, video,
animation, and image, and can manage linked rela-
tionships easily, its low performance in transactions
hinders the applications of OODB in healthcare organi-
zations. Relational database (RDB) presenting database
in flat tables is a typical database for healthcare orga-
nizations. The advantages of RDB include supporting
the standard structural query language (SQL), scalable
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Fig. 80.4 A fact constellation scheme of a data warehouse for patient records

performance, and easy maintenance. Besides, because
of the abundance of human resource supply in the
field of RDB development, operation, and mainte-
nance, RDB is commonly used in healthcare database
applications.

However, maintaining large and complicated med-
ical databases may become a financial burden for
healthcare organizations, unless the value of medical
databases is created. To utilize the value of a large
medical database relies on the development of a data
warehouse. Data warehouse is a collection of associated
databases. Databases in a data warehouse are subject-
oriented and nonvolatile. Subject-oriented means that
the database storage focuses on a special issue, such
as patient treatments or medical records for certain
cancers. Nonvolatile means that the data in a data ware-
house should be extracted from the databases and are
not changed by online transactions. Besides, the online
analytical process (OLAP) is an important function to
retrieve useful information from a data warehouse. Ba-
sic command functions of OLAP include rolling up,
drilling down, slicing, dicing, etc. [80.6]. However, to
successfully apply OLAP depends on how well the data
warehouse is defined.

A data warehouse is defined by specifying the link
relationships among flat tables. Figure 80.4 shows an
example to demonstrate link relationships among tables
in a data warehouse with fact constellation. It shows
that there are many keys for patient order tables. Each
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key is linked to other tables. By the links, a user can
give an OLAP command. For example, showing the
total patient orders for the last month (dicing through
time key), then showing the patients according to the
departments they went to visit (drilling down). The

drilling down command is possible because the doc-
tor key links both the patient order table and the doctor
table. Through the link, each patient order can find the
doctor key. By querying in the doctor table with the
doctor key, the department is found.

80.5 Medical Support Systems

Today’s healthcare activities are supported by informa-
tion systems and digitized facilities. For this reason,
care of patients has become more efficient, timely, and
accurate. Medical support systems, besides the hospital
information system (HIS) that manages both informa-
tion of patient care and administration, includes at least
four subsystems:

1. Solitary imaging information system
2. Laboratory information system
3. Functions of hospital pharmacy
4. Nursing information systems.

In the following sections, the four subsystems are intro-
duced.

80.5.1 Solitary Imaging Information
Systems

Most modern hospitals own expensive solitary imag-
ing systems, such as x-ray, CT, MRI, digital subtraction
angiography (DSA), gamma cameras, and positron
emission tomography (PET). CT, MRI, and DSA are
mostly found in the radiology department, whereas
gamma cameras and PETs are found in the nuclear

Fig. 80.5 A multislice CT volume scan system (photo
courtesy of Cheng Ching General Hospital)

medicine department, since with these radioactive ma-
terial, which is under government management, is
injected into the veins of a patient in the inspection
process. Figure 80.5 shows a multislice CT volume
scan system. CT is a typical noninvasive examination
in today’s healthcare services. An examination on a CT
involves various kinds of monitor and control of the
CT system. Figure 80.6 shows multiple monitoring and
control functions on both patients and the CT system. To
integrate the solitary imaging systems with HIS requires
a standard for exchanging image data. As mentioned
in Sect. 80.3, DICOM is a standard for image data ex-
change. With it, associated healthcare practitioners can
view the images across different systems, whether they
be inside or outside the hospital. An example of a CT
image is shown in Fig. 80.7. Some radiologists even
check images of patients in various hospitals through
the Internet.

80.5.2 Laboratory Information Systems

Besides solitary imaging systems, many tests may be
performed in a laboratory or even a clinical room
by portable devices. Equipment in a laboratory may

Fig. 80.6 Multiple monitoring and control functions on
both patients and CT system
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Fig. 80.7 Example of a CT image (photo courtesy of
Cheng Ching General Hospital)

include an electrocardiogram (ECG), ultrasound, or
spirography. Biosignals produced by the equipment are
digitalized and conformed to DICOM, so that they can
be integrated into a HIS. Additionally, those biosignals
are collected synchronously with patients, which means
that the patients must stand by when the biosignals are
recording.

Besides the previous synchronous examination,
some examinations are asynchronous. In other words,
the examinations only need specimens from patients
and do not need patients to wait while the equip-
ment is examining. Hospitals host laboratories to give
asynchronous examinations of specimens from patients,
such as blood and urine. Electron microscopes and
centrifuges are typical examples of equipment for lab-
oratories. To perform pathological examinations, the
systematized nomenclature of medicine (SNOMED) is
a code system that indicates various aspects of a dis-

Fig. 80.8 Examples of specimens (each with a barcode)

ease [80.7]. It is a checkbook for diseases based on
specimens from patients.

There are two basic activities that a hospital labora-
tory has to do for either synchronous or asynchronous
examinations. The first activity is about getting sam-
ples or biosignals from patients. In the first activity,
there must be a system for registering the patient ID
and the examinations that were ordered by a doctor.
For an asynchronous examination, usually a specimen
from a patient is labeled by a barcode that shows the
identical patient ID to avoid mismatching with other
patients’ specimens (Fig. 80.8). As long as the speci-
mens’ barcodes are recorded into HIS, laboratory staff
schedule a time for the examination. The second activ-
ity is to deliver the examination report to HIS. For both
synchronous and asynchronous examinations, the ex-
amination reports are presented in text, audio, or video
and have to be stored in the database of HIS so further
diagnoses or therapies can be ordered by a doctor.

Usually a laboratory information system involves
various kinds of workflows. Those workflows instruct
the administrative and laboratory staffs to efficiently
deliver services to patients.

80.5.3 Hospital Pharmacy Information
System

The hospital pharmacy is an important service unit that
supports care of patients. Usually the organization of the
hospital pharmacy is divided into two parts, one for in-
patients and the other for outpatients. The information
system of the hospital pharmacy includes an inventory
planning and control system that monitors the inventory
levels of drugs and purchases drugs whenever neces-
sary to maintain high service quality and low inventory
cost of the pharmacy. Besides, the pharmacy informa-
tion system for outpatients should maintain and manage
the dispensing information given by clinicians. How-
ever, it should allow immediate changes if some other
concerns such as drug interactions occur. For inpatients,
the information system should monitor the drug usage
of patients, so further therapeutic and billing procedures
can proceed based upon this information.

A more advanced pharmacy information system has
an embedded knowledge base system to detect the prob-
lems of drug interactions and mistaken orders issued
by doctors. The pharmacy information system is usu-
ally a subsystem of an HIS in modern hospitals. Some
hospitals may not maintain a hospital pharmacy for
outpatients. However, the dispensing information is de-
livered through the Internet to drug stores designated
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by outpatients. In this case, an HL7 or EDIFACT proto-
col will be needed to provide a standard communication
between hospitals and drug stores [80.8]. The current
version of HL7 relies on an XML based message syn-
tax. Through XML syntax, a doctor can embed required
drug dispensing information, e.g., patient, drug product,
dosage, etc., into a message, which is then delivered to
the designated drug store.

80.5.4 Nursing Information Systems

According to Murnane et al. [80.9], three key nurs-
ing information modules are required to successfully
deliver nursing care to patients:

1. Care plan
2. Workload allocation
3. Resource scheduling/monitoring.

HIS provides general patient information, and treat-
ment and drug orders from physicians. However, the
information is not enough for nursing care as soon as
a patient enters into a ward or intensive care unit. To de-
tail the nursing care and utilize the nursing human and
equipment resources relies on an integrated nursing in-
formation system that can seamlessly interact with HIS.
A nursing information system can indicate the relation-
ships among ward, patients, nurse, working shifts, and
basic nursing requirements of the patient.

80.6 Medical Knowledge and Decision Support System

MYCIN is an early yet typical decision support system
that adopts expert systems, or now called knowledge
base systems, in medicine [80.10]. It was designed to
diagnose infectious blood diseases, and then to give
recommendation on the use of antibiotics. There are
only few medical cases like MYCIN in today’s medical
applications. The reason is that to make a knowledge
base useful relies on complete and correct knowl-
edge of medicine. Partial or incomplete knowledge
may lead to an incorrect decision, which may guide
a doctor to a wrong decision on patient care. Besides,
because of the advancing medical knowledge and tech-
nology, to keep a medical knowledge base system up to
date would be a huge burden for medical doctors and
computer specialists in debugging the decision rules.
However, medical knowledge and management has im-
proved by information technologies in two aspects:
evidence-based medicine and data mining. These two
aspects are addressed especially in the following two
sections.

80.6.1 Evidence-Based Medicine

Evidence-based medicine (EBM) is defined as [80.11]:

The conscientious, explicit and judicious use of cur-
rent best evidence in making decisions about the
care of individual patients, based on an integra-
tion of individual clinical expertise with the best
available external clinical evidence from systematic
research and patient’s unique values and circum-
stances.

Fundamentals of EBM include three major steps:

1. Knowledge findings based on medical evidence
databases

2. Applications of the findings to patients
3. Evaluating the applications and modifying the

knowledge findings if necessary.

Knowledge findings usually involve many database
and statistical operations on the medical data. Most
healthcare journals play a role in publicizing medical
treatments and knowledge findings for medical doctors
and scientists. Unlike traditional healthcare research
that usually involves limited number of cases, by the
introduction of digital databases and government sup-
port for accumulating patient and treatment records, the
number of cases involved in the study based on the
government support dataset (e.g., the Surveillance, Epi-
demiology, and End Results (SEER) program [80.12]
and NHIRD of Taiwan [80.13]) is very large. The num-
ber of cases can be as large as one million or more.
Thus, the reliability of the research results increases,
which implies that the reliability of such an EBM is also
higher.

80.6.2 Data Mining Techniques

Large-scale medical databases not only increase the re-
liability of EBM research results, they lead to other
potential uses of the data. Traditional EBM studies
usually applied statistical tools only. By data mining
techniques [80.6], medical researchers are able to find
other evidence that usually involve more variables and
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are not based on testing the hypotheses made in advance
by people. Notwithstanding, data mining techniques
can be applied to investigate medical improvement and
patient relationship management in general hospital
management based on the records of patient visits.

Major data mining tools that may help healthcare
administration or healthcare services include:

1. Classification tools, e.g., decision trees and neural
networks

2. Clustering techniques, e.g., K-Means and hierarchi-
cal clustering

3. Association rules, e.g., apropri algorithm and rough
sets theory.

Classification is a tool to identify the relationships
between certain conditional (independent) variables
and a decision (dependent) variable. The relationships
are mostly specified to a certain range of conditional
variables (e.g., age between 20 and 25 or systolic hyper-
tension above 140 mmHg), and certain range of decision
variables (e.g., annual cost of medical care between
$ 10 000 and $ 15 000). Because tools of decision trees,
such as ID3 and CHAID, provide clear IF-THEN rules
for presenting the relationships between variables, they
are more acceptable, in comparison with neural net-
works that define variable relationships as weights on
connections of neurons.

Clustering is a tool to separate a data set into
multiple subsets. A predefined distance that measures
similarity between two cases and methods for finding
clusters (subsets of data) are the two key elements in
clustering. Clustering does not require a dependent vari-
able. Usually it is applied to handle data with a massive
number of variables. Clustering methods (algorithms)
iteratively check the distance between cases to find
clusters. Basically, the distance between two cases that
belong to the same cluster should be shorter than the
distance between two cases that belong to two different
clusters. The results of clusters are usually difficult to
interpret and apply, since distance is an unusual con-
cept in medicine, and the cases of each cluster may
include a large number of variables. Even so, cluster-
ing has been applied as a technique for analyzing gene

expression data in the biological field, e.g., [80.14], and
problems of clinical and medical care, e.g., [80.15]. For
example, Jannin and Morandi successfully apply deci-
sion tree and clustering techniques to predict parts of the
surgical procedure for brain-tumor patients based on the
pathology-related characteristics of the patient [80.16].

Tools of association rules intend to find causal-
ity between variables. For example, patients who have
diabetes are also hypertensive (15%, 90%). The 15%
represents support for such a rule, whereas the 90% rep-
resents confidence. Support defines the proportion of
the number of patients who have both diabetes and hy-
pertension over the total number of patients. Confidence
defines the proportion of the number of patients who
have both diabetes and hypertension over the number
of patients who have diabetes. An advantage of associ-
ation rules is that they can identify a causality that has
less support but high confidence. To search for a plau-
sible curable treatment or medication for rare disorder
patients is a typical problem that can apply techniques
of association rules, for two reasons. First, rare disorder
patients mean that the support is small. Second, if the
majority of the patients are cured by a common treat-
ment or medication, its confidence is high. Traditional
statistical tools that mostly do not allow a large number
of variables in the analysis and count on a large number
of samples are not able to handle such a problem.

Though data mining provides an opportunity for
finding medical evidence that may not be found by tra-
ditional statistical tools, few applications are performed
in the healthcare fields. Some researchers ascribe the
reasons to a large number of false alarms created by
data mining. Actually, the credibility of mining results
can be proved by cross-validation or some other re-
lated tools [80.17]. From the author’s perspective, there
are two major obstacles for data mining applications in
healthcare. First, healthcare practitioners may not be so
familiar with data warehouse and data mining. Second,
many legacy medical data tables are not normalized. It
is believed that both obstacles will be overcome in the
near future, because many multidisciplinary research
opportunities have been created for both healthcare and
computer science professionals.

80.7 Developing a Healthcare Information System

To develop a good healthcare information system re-
lies on at least three elements: the right people, the
right project management, and the right strategic plan.

Right people means that the healthcare information sys-
tem should cover the operation needs of major system
users (e.g., administrators, physicians, nurses, staff, pa-
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tients, etc.) Questions like how many people and what
kind of people should be included in the information
system depend on the budget and strategic plans of the
healthcare organization. The development of a health-
care information system is a complicated project. It
usually includes stages of requirement analysis, system
design or introduction, system implementation, system
tests, user training, and system validation. The range of
the project duration depends on the type of informa-
tion and may be one month to one year. Besides, the
people involved in each stage vary. Therefore, a well
organized project management is required to ensure
that the project can be successfully implemented and
applied in accordance with the planned schedule and
budgets.

The strategic plan for the healthcare information
system has to be set right so it can match the orga-
nization’s goals and external and internal environment
analysis. Because today’s HIS plays an important role
in patient care and costs much in investment, its success
depends on how well it meets the healthcare organiza-

tion’s goal. The steps of the development of a strategic
plan for a healthcare information system can be summa-
rized as follows:

1. Perform SWOT (strengths, weaknesses, opportuni-
ties, and threats) analysis for the organization.

2. Identify specifically how information systems can
strengthen the organization’s capabilities to catch
external opportunity.

3. Identify specifically how an information sys-
tem can avoid threats from internal and external
environments.

4. Identify healthcare information goals of the
organization.

5. Evaluate the gap between the healthcare information
goals and current information system.

6. Identify long-term information system objective
such that the gap can be filled.

7. Identify resource requirements to fulfill the
objective.

8. Make a budget plan for the resource requirements.

80.8 Emerging Issues

The advent of modern medical information technolo-
gies has largely improved patient care and the quality
of care. More specifically, a healthcare organization al-
most cannot function without the support of information
systems. However, there are still many research issues
waiting investigation. Some of them are addressed in
the following sections.

80.8.1 Quality of Care

How to utilize information technologies to improve the
quality of cares is always an issue. Each time a new
technology is introduced, the possibility for improve-
ment of care quality evolves. By means of today’s
radio frequency identification (RFID) technology, er-
rors in drug dispensing and operation rooms have been
reduced because an RFID reader system provides an
active alarm when a person, an article, a paper order,
a medicine, or a specimen embedded with an RFID
tag is not in the right place, right position, and right
time that he/she/it is supposed to be. Some case stud-
ies even suggested using RFID to monitor the walking
routes through wards of medical doctors and nurses,
so an alert system may be built to control nosoco-
mial infections. However, side effects of introducing

RFID system are inevitable, just like the side effects
of introducing barcode systems into the healthcare ser-
vices [80.18].

80.8.2 Security

Today’s healthcare organizations carry a lot of infor-
mation about patients. Securing the digital data today
is as important as securing the paper patient records
in the past. Hackers and computer viruses are the two
major sources that may jeopardize the safety of patient
records. It becomes financial and technical burdens for
healthcare organizations to secure large patient-record
databases. Some hospitals outsource healthcare infor-
mation systems to IT companies, so they can ease the
technology burden. However, ethical and legal issues
may arise if patient records are lost or stolen from those
outsourcing IT companies, for any reason.

80.8.3 Public-Use Databases
for Medical Research

To attract researchers to get involved in medical
studies, many governments are systemically building
public-use database for medical research. SEER is
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a typical database that accumulates cancer patients’
records (including demographical, histological, and
pathological information). The Taiwan government also
allows researchers to retrieve patient records (including
demographical information, insurance claims, drug dis-
pensing, and hospital information) for medical studies.
Such public-use databases give great opportunities for

researchers to investigate prevalence, survival analysis,
and other medical comparative studies. Since such stud-
ies are performed based on a large number of samples,
they can avoid errors resulting from a limited number of
samples or data sources. Additionally, more data mining
technologies are applied to the databases to handle their
multiple dimension data tables.
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Nanoelectroni81. Nanoelectronic-Based Detection
for Biology and Medicine

Samir M. Iqbal, Rashid Bashir

This chapter is a review of the work in nanoelec-
tronic detection of biological molecules and its
applications in biology and medicine. About half
of the chapter focuses on the methods employed
to immobilize deoxyribonucleic acid (DNA) on solid
substrates with particular focus on the electronic
detection and characterization of DNA. Charge-
transfer properties and theories are explained, as
such electronic and electrical sensing of molecular-
level interactions are very important in medical
applications for rapid and cheap diagnosis.

A special tool called nanopore, which has
been used extensively to characterize DNA, is
then reviewed. A special distinction is made
between the characteristics, capabilities, and
impacts of the biological and the solid-state
nanopores. Nanopores, when used in the ion
current measurement setup, are used to measure
the behavior of DNA as it traverses the nanopore.
When the DNA traverses the pore, the blockage of
the ion current is observed as a pulse. The statistical
analysis of the pulses yields trends that are used
to sort the DNA based on various properties. The
nanopores are strong prototypes for biosensors,
and have become a major experimental tool for
investigating biophysical properties of double and
single strands of DNA. The DNA sequence can
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potentially be determined by measuring how the
forces on the DNA molecules, and the ion currents
through the nanopore, change as the molecules
pass through the nanopore.

81.1 Historical Background

Nanotechnology, in the last decade or so, has brought
together scientists and engineers from a diverse array
of fields to collaborate and share their distinct sets
of expertise and tools. The confluence of divergent
technologies has provided better handles on nanoscale
processes and species. Characterization and control at
these fundamental limits have shown immense poten-
tial to improve existing technologies and provide better

tools for understanding at the most basic levels of na-
ture. This has opened horizons wide open for many
diverse areas of research. The major impact it has
had, and will continue to have, is in medical applica-
tions. Biologists have known for decades that cells and
biomolecules are selectively managed, regulated, and
controlled, but the tools to organize and direct these in-
teractions are only now emerging, tools to handle and
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integrate synthetic structures in diagnostics and thera-
peutics. The nascent tools of nanoscience are helping
unravel the physics of biological processes in unprece-
dented detail. The detection and sensing of biological
entities has enormous promise, and challenges of cor-
respondence size. The challenges are manyfold: the
interface of the wet salty biological molecules to dry
cold solid devices, packaging of the devices so that only
the sensing part is exposed to the analytes, faithful trans-
lation of the biophysical and biochemical interactions
into electrical or optical signals, selectivity of the device
against the analyte of interest in the pool of thousands of
entities of no interest, identification of the useful signal
amongst unwanted noise, sensitivity of the measure-
ment system all the way down to the fundamental limits,
and repeatability of measurements. For any system to
interrogate the few copies of the analyte of interest re-
producibly and reliably, the interface also plays a key
role. These challenges are the major impediments to the
integration of nanotechnology in biological and medical
applications.

A few industries that use a combination of en-
gineering, physics, chemistry, and biology in very
nontraditional approaches to develop devices for med-
ical applications have very recently emerged. Some
examples are on-chip DNA hybridization and opti-

cal detection, DNA detection at the nanoscale for
diagnostics in medical, military, and food safety ap-
plications, etc. DNA carries the genetic information
for living organisms and has a special, important
place in many areas such as genetic engineering, drug
discovery, and gene therapy. The methods used for
immobilizing DNA on solid substrates and the elec-
trical sensing schemes will be detailed in ensuing
sections in this chapter. As we go along, we will
focus on biological nanopores, also known as ion chan-
nels, which are integral parts of the living organisms
at various levels. These have inherent capabilities for
ion-transport regulation under transmembrane poten-
tials. Ion channels have been used to measure the
translocation behavior of DNA as it passes through
the channel. These form an important framework for
DNA detection, but have inherent issues and problems
regarding the stability. Solid-state nanopores, direct
analogues of the biological ion channels, are then
reviewed. Solid-state nanopores are stable under vari-
ous environments. Cheap and rapid DNA sequencing
using solid-state nanopore channels is the focus of
a number of major initiatives, owing to the promise of
focused and effective treatment of diseases, and fast
genetic analysis in areas such as forensics and legal
examination.

81.2 Interfacing Biological Molecules

This section is an overview of the techniques used to
probe a single molecule, i. e., to make a stable and
reproducible interface with a biomolecule. It is impor-
tant to make interface contacts to biological molecules
for reproducible and robust interrogation and charac-
terization. Various techniques and chemistries are used
to attach biological molecules, such as DNA, to solid
substrates, either for conductivity measurements, self-
assembly of devices, for bottom-up device fabrications,
for patterning matter on the nanometer scale, in biotech-
nology, and even as biosensors. In the crafty bottom-up
paradigm, DNA has played a vital role due to its specific
base-pair interactions.

At around the dawn of this century, the major thrust
in nanotechnology came from the Moletronics program
of the Defense Advanced Research Projects Agency
(DARPA) and the National Nanotechnology Initiative
(NNI) of the US government. The objective of the Mo-

letronics program is to develop functioning prototype
electronic computer processors and memory integrated
on the molecular scale [81.1]. An important avenue
that opened with the vision of Moletronics is towards
the development of nanoscale biosensors that are ro-
bust, small, accurate, cheap, and have high throughput.
A biosensor can be defined as a collection of molecu-
lar recognition sites and the transduction components.
In case of electrical biosensors, the focus has been on
direct measurement of the electrical properties of the
molecular interfacing sites. The size of typical organic
molecules is in the range of 1–10 nm. To do any realis-
tic electrical measurements through such small objects,
we need at least two macroscopic metallic electrodes at
the same dimensions.

Self-assembled monolayers (SAMs) of molecu-
les are characterized using a large array of direct
analysis tools, but there are few direct label-free char-
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acterization tools to quantify or qualify the quality
of the surface chemistries or the quantity of im-
mobilized DNA. This is understandable, first due
to the complexity of the DNA molecule (that in-
creases even with the addition of a single base);
secondly the interactions of the surface chemical prop-
erties can greatly change the binding quality of the
molecules, which may cause more of the nonspe-
cific adsorption; and thirdly because of the mechanical
and chemical flexibility (or instability) of DNA, e.g.,
hybridization, conformational changes, effect of am-
bient and temperature, its sensitivity to biologically
significant entities, and even to slight changes in chem-
ical composition of the buffer. Notwithstanding the
challenges in driving DNA, the highest degree of
selectivity due to complementarity of bases makes
it a molecule of choice in a large variety of self-
and mediated-assembly experiments and biosensor
applications.

A lot of experiments use physical adsorption to
immobilize DNA on a variety of devices. Some ap-
proaches use deposition of DNA from a buffer solution
using catalysts such as MgCl2 for better DNA adhe-
sion to metal electrodes [81.3]. A receding meniscus of
a drying droplet has also been shown towards immo-
bilizing 16 μm long DNA on microstructured surfaces
(Fig. 81.1) [81.2]. Imaging techniques such as atomic
force microscopy (AFM) are done to confirm the pres-
ence of DNA before doing electrical measurements.
Passive adsorption of DNA has also been shown in 96-
well polystyrene plates by incubation of the molecules
with cationic reagents [81.4]. In a similar fashion,
a high-frequency electric field has also been used to trap
DNA and proteins between the electrode gaps [81.5].
Under the influence of DEP, the DNA is known to
be stretched into a long, thin configuration, i. e., it is
not randomly coiled. Fluorescence imaging is used to
prove the presence of the DNA in the gaps between the
electrodes.

By far, chemical adsorption and immobilization is
considered the most stable, reliable, and reproducible
method to attach biological molecules onto substrates
and nanodevices. Usually, the molecules are modified
with a functional group(s) that has a high covalent
affinity to the surface. Most common and well-studied
functional pairs are thiol–Au, biotin–(strept)avidin, and
the his–tag system. The complementarity of the DNA
strands is also employed extensively, where single-
strand (ssDNA) is attached to the surface (called the
probe), and complementary ssDNA is supplied from
solution (the target).

1 µm

b)a)

c)

1 µm10 µm

Fig. 81.1 DNA positioned in electrode gaps of 2 μm. Fluores-
cence imaging shows Au electrodes structures dark and the DNA
bright. Arrows mark electrode gaps. Reprinted with permission
from [81.2]. Copyright 2004 American Chemical Society

Gold–thiol is a favorite chemistry of choice for
a lot of applications and has been employed in a num-
ber of studies to immobilize DNA for conductivity
measurements, hybridization detection, sequence detec-
tion, DNA-templated self-assembly, etc. [81.6–9]. Glass
slides and lately thermally oxidized silicon surfaces are
also routinely used to immobilize DNA through var-
ious silane-, aldehyde-, and amine-modified schemes.
Probe DNA molecules are accordingly modified at the
appropriate end(s). The functionalized surfaces exhibit
various surface energies (wettability) and/or electrical
charges. DNA is chemically anchored on substrate sur-
face either directly to a chemical layer like silane or
through a hetero/homobifunctional moiety. Figure 81.2
depicts an example of amine-modified-DNA attachment
chemistry through a silane layer on a SiO2 surface. The
attachment of the biological entities has been character-
ized in various labeled or unlabeled ways, e.g., a recent
review has summarized various methods and strategies
that have been developed to detect nucleic acids with
electrical means [81.10], or, direct optical detection of
DNA hybridization on the surface of a charge-coupled
device [81.11]. Chemical attachment of DNA has been
investigated on various surfaces such as carbon, alu-
minum, indium-tin oxide, SiO2, Si3N4, and most of all,
glass slides [81.7, 12].

SAMs of biological molecules have also been used
to make reliable contacts. The networks of polyse-
quences of DNA (DNA with the same base repeated)
have been shown to self-assembled onto a mica surface.
Poly(dG)–poly(dC) DNA networks showed a uni-
form reticulated structure and poly(dA)–poly(dT) DNA
formed a cross-linked network [81.13]. DNA has also
been shown to aid the construction of functional cir-
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Fig. 81.2 Schematic depicting chemical bonds in attaching 3′-amino-modified DNA to a thin SiO2 film. Attachment
occurs by secondary amine formation between an epoxysilane monolayer and the 3′-amino linkage. From [81.11], by
permission of Oxford University Press

cuits, by constructing Ag wires using the self-assembly
of a λ-DNA as a template [81.14]. The λ-DNA was
uncoiled and stretched to contact two Au electrodes.
The Ag+ ions were deposited along the DNA, through
Ag+/Na+ ion exchange as Ag+ formed complexes with
the DNA bases, resulting in nanometer-sized metallic
Ag aggregates bound to the DNA skeleton. In a simi-
lar approach, DNA-templated assembly of Ag clusters
has been shown with electrochemical detection [81.8].
The Ag cations were electrostatically collected along
the gold-surface-tethered DNA duplex. The Ag aggre-
gates were dissolved and the potentiometric stripping
of the dissolved Ag was detected on a thick-film carbon
electrode.

81.2.1 Guidelines for Preparing Silicon
Chips for Biofunctionalization

DNA is immobilized by physical or chemical adsorp-
tion, the latter being more robust and stable in a variety
of ambient conditions. A number of chemistries have
been shown by various researchers for attachment of
DNA via chemical bonds. The motivation for such at-
tachments has been wide, ranging from biosensors to
integrated circuits; for the detection of chemical or bio-
logical species in biosensors; to controlled assembly of
nanodevices and structures in nanoelectronics and bio-
physical studies.

The general scheme of DNA attachment is through
surface functionalization of the substrate and the mod-

ification of DNA with a linker end-terminus, as shown
in Fig. 81.3. The linker end-terminus can then bind to
a hetero/homobifunctional molecule, or the chemical
structure of the linker itself is exploited to react with
surface functionalized moieties due to certain binding
affinities. The bifunctional molecules have at least two
available chemically reactive positions, one of which
attaches to the surface-grafted molecular layer and the
other to the end-linker of the DNA.

Homobifunctional cross-linkers have two identical
reactive groups thus can be used in a one-step chemical
cross-linking procedure. DNA modified with various
end groups or even without end groups has been shown
to attach to certain functional groups. Attachment of
ssDNA to the surface molecular SAM is mostly verified

Surface
functionalization

Linker

Si/SiO2/Au/Mica/Glass/...

Fig. 81.3 General schematic of DNA attachment via linker
molecule
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Fig. 81.4 Hydroxylation of SiO2 surface (after [81.15], by
permission of Oxford University Press)

with the fluorescently labeled complementary ssDNA
that hybridizes with the adsorbed ssDNA. Other de-
tection schemes involve radioactive dyes such as 32P,
phosphor imaging, and chemiluminescence. We present
two protocols that can be adapted for covalent attach-
ment of amine-modified DNA to SiO2 surfaces (adapted
from [81.15, 16]).

For direct DNA attachment to the chips, vari-
ous silanizing agents have been pursued and reported
to functionalize SiO2 surfaces. Generally, the silane-
containing chemicals have a tendency to react with
hydroxyl groups at the surface of the chips, resulting
in silanol groups. The hydroxyl group density at the
surface of the SiO2 thus influences the self-assembly
of the silane layer and ultimately the number of at-
tached DNA. The hydroxyl groups on the surface of
Si/SiO2 chips are generally achieved by piranha solu-
tion (H2O2 : H2SO4, in various proportions) treatment
of the SiO2 surface, or O2 plasma etch treatment. Fol-
lowing these treatments, the OH-rich surface of SiO2
looks as shown in Fig. 81.4.

Exposing the OH-rich surface to a silane results in
the reaction of Si of the silanizing chemical with the
O group, thus releasing the hydrogen. To directly attach
the DNA molecules, an amine modification at the end of
DNA can be utilized. The reactive site of the silane (e.g.,
an epoxide) makes a covalent bond with the amine. The
surface coverage of immobilized ssDNA can be verified
by using complementary ssDNA tagged with fluores-
cence. All chip surface processing should be done in
a controlled environment, e.g. a glovebox to minimize
exposure to ambient moisture and contamination.

For better surface coverage, a homobifunctional
linker can be used on top of the surface silane. The chips
can be silanized using 3-aminopropyltrimethoxysilane
(APTMS), and 1,4-phenylene diisothiocyanate (PDITC)
can be used as a homobifunctional agent. Again
APTMS hydrolyzes the OH-rich SiO2 surface thus
strongly attached through covalent bonds to it, creating

a SAM of amino silane anchors. The amine group at
the other end of the APTMS covalently attaches with
the C of one of the isothiocyanate groups of the PDITC
cross-linker. PDITC has two isothiocyanate sites where
its C can react with the NH2– of APTMS. The
other isothiocyanate site on PDITC provides amino-
reactive terminus for probe DNA attachment. These
PDITC-activated chips are thus immersed in the amine-
modified DNA, completing the attachment chemistry
for the NH2-oligo attachment on the SiO2 surface. The
unreacted sites of PDITC are then deactivated by N–N
diisopropylethylamine exposure.

81.2.2 Verification of Surface Densities
of Functional Layers

The functionalized surfaces can be characterized for
adsorbed layers by ellipsometry and contact-angle mea-
surements. The silane layer thickness can be measured
by ellipsometry. An isotropic value of n = 1.50 for
the silane layer and n = 3.858−0.018i for the silicon
substrate refractive index can be used. The values for
monolayers range between 1.45–1.50 in the literature,
but this range would give an error of less than 1 Å
during measurements. The monolayer thickness can be
accurately measured up to ±2 Å. A number of read-
ings should be taken at different places on the chips and
compared with control chips.

The hydrophilicity/hydrophobicity of a surface is
usually expressed in terms of wettability. Hydrophilicity
and hydrophobicity are general terms used to describe
relative affinity of materials for water (hydrogen bond-
ing). Hydrophilicity of a surface is a measure of its
strong affinity to the water as the polar surfaces form an
H bond with water. The opposite hydrophobic surfaces
have aversion to water. Contact-angle measurements
with deionized water can show functionalized chips to
be less hydrophilic than control chips with only SiO2
and no chemical treatment. The OH-rich surfaces of
control chips can make more H bonds with the wa-
ter and so would be hydrophilic, whereas in relative
terms the chemically treated chips would have fewer
OH-groups left on the surface and so would be less hy-
drophilic and can be termed as becoming hydrophobic.
A nice example of highly hydrophobic surface is fresh
Si surface with no native oxide. Si resists being wet-
ted by water, thus the water forms drops with contact
angles ≥ 75◦.
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81.3 Electrical Characterization of DNA Molecules on Surfaces

In this section we will review studies on charge trans-
fer and direct measurements of electrical conduction
through DNA, along with the various charge transport
mechanisms that have been proposed and simulated.
It has been established that a number of factors and
conditions contribute to the behavior of DNA conduc-
tivity [81.17, 18]; the number of base pairs (bp), the
sequence and length of DNA [81.3], changes in the dis-
tance and angle between bases, the influence of water
and counterions, humidity, contact chemistry, surface
smoothness, electronic contamination, ambient condi-
tions, temperature, and buffer solution components. The
double-helix structure of DNA depends on the hy-
drophobicity of the bases. The hydrophobic bases turn
towards the center, away from the water. The presence
of the condensed cations counters the negative charges
of the phosphate backbone. The water molecules and
cations are thus an integral part of the overall pic-
ture and exert nonnegligible forces on the base-pair
stack [81.19]. All these factors dictate that DNA is a dy-
namic and very complex system to simulate owing to
its structural, chemical, environmental, and vibrational
properties.

81.3.1 Indirect Measurements
of Charge Transfer Through DNA

The idea of DNA being electrically conductive can
be traced back as far as 1962, when Eley and Spivey
hinted at efficient charge transfer through DNA as
. . . a DNA molecule might behave as a one-dimensional
aromatic crystal and show a π-electron conductivity
down the axis. They proposed that the DNA structure
was ideal for electron/hole transfer proceeding along
a one-dimensional pathway constituted by the overlap
between π-orbitals in neighboring base pairs [81.20].
At 400 K, they reported conductivities on the order of
10−12 (Ω cm)−1 and energy gaps (ΔE) of about 2.42±
0.05 eV. While emphasizing lack of knowledge on the
ribonucleic acid (RNA) structure at that time, they re-
ported a similar experimental value for RNA. Snart,
in 1973, reported a similar and reproducible value of
the energy gap (2.4 eV) that was affected by ultraviolet
(UV) irradiation [81.21]. Snart’s measurement method
was very similar to the one employed by Eley and
Spivey. These can be considered as the starting points
of the quest for DNA conductivity.

In the early 1990s, Barton and co-workers per-
formed experiments that suggested long-range electron

transfer in DNA [81.22]. The donor and acceptor
molecules were intercalated on the DNA strands. When
the donor was photoexcited, the fluorescence of the
donor was quenched due to electron transfer to ac-
ceptor. These results showed very rapid transfer of
carriers over > 40 Å via π-stacked base pairs. However
other researchers disputed these results, as reproduction
of the results with other acceptor and donor candi-
dates was found to be problematic. The starting point
of the controversy came the very next year when,
in similar experiments, Brun and Harriman used or-
ganic donors and acceptors [81.23] and concluded that
charge transfer rates drop off quickly with increasing
length of the DNA. Ly et al. studied the mechanism
and distance dependence of radical anion and cation
migration and suggested that the structural flexibility
of DNA dictates mixed behavior of hole-hopping and
continuous orbital mechanism [81.24]. Such a mech-
anism in which the injection of charge disturbs the
molecular structure is called a phonon-assisted polaron-
like hopping mechanism. Such a disturbance in DNA
most likely results in the reduction of intrabase dis-
tance and unwinding of DNA, giving way to increased
π-electron overlap and shift of internal charges in-
side H bonds. Giese and Wessely, in 2000, verified
these two mechanisms experimentally [81.25]. They re-
ported a coherent superexchange reaction (single-step
tunneling) and a thermally induced hopping pro-
cess for long-range charge transfer, slightly influenced
by the number of intercalated adenine–thymine (AT)
bases. Generally, in a hopping mechanism, the gua-
nine (G) base is considered the most favorable for
landing of holes or trapping, basically because it has
the least ionization potential among the four bases:
G < A < cytosine (C) < T, independent of nearest-
neighbor effects. Since then, more experimental and
theoretical research has resulted in seemingly contra-
dictory results.

81.3.2 Direct Measurement
of DNA Conduction
and DNA Conductivity Models

The sensing of DNA has been a direct result of the elec-
trical characterization studies. DNA has been shown to
have metallic-like conductivity [81.26], semiconducting
behavior [81.27], and also as an insulator [81.28].

Fink and Schonenberger used gold-coated perfo-
rated carbon foil as a sample holder to make DNA
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networks, spanning the holes atop the carbon foil.
A low-energy electron point source (LEEPS) was used
to image the sample, while a conductive tip contact
was placed at the middle of the bundle. They reported
an upper value of DNA resistivity of 1 mΩ cm, mea-
sured through 600–900 nm-long bundles of λ-DNA in
vacuum, concluding that DNA was a good conducting
molecular wire [81.26]. Dekker and co-workers re-
ported semiconducting behavior of DNA, by measuring
the conductivity of 10.4 nm long poly-DNA, elec-
trostatically trapped between two 8 nm spaced metal
electrodes, as shown in Fig. 81.5 [81.27]. The first-
principles calculations for carrier transport through
DNA, as well as experiments performed on 40 nm to
15 μm long λ-DNA suggested exponential decay in
conductance with the DNA length [81.28]. In these ex-
periments, electrodes were formed by sputtering gold
onto a mica substrate with DNA already immobilized
on the surface. Refuting the high conductivity reported
by Fink and Schonenberger, similar experiments were
carried out and the high conductivity was explained
to be an artifact due to electronic contamination from
LEEPS. The very next year, these results were chal-
lenged by Kasumov et al. by their experiments on DNA
deposited between 0.5 μm apart rhenium/carbon (Re/C)
electrodes [81.29]. The Re/C contacts had supercon-
ducting properties. Again, DNA was reported to behave

8 nm
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Fig. 81.5 I–V curves measured at room temperature on
a DNA molecule trapped between two metal nanoelec-
trodes. Reprinted by permission from Macmillan Publish-
ers Ltd: Nature [81.27], copyright (2000)

like a metallic conductor. It was suggested that DNA
had proximity-induced superconductivity properties at
low temperature. It was suggested that the compres-
sion caused on the DNA structure due to deposition on
surface would change its electronic behavior [81.30].
Simultaneous measurement of the height and conduc-
tivity of λ-DNA film formed on mica showed that
DNA did not conduct when its height was 1 nm. When
the mica surface was functionalized with pentylamine
film before DNA deposition, its height was seen to
be around 2 nm, and it was conductive. The reduced
mica–DNA interaction due to the pentylamine layer
ensured that the structure and conductivity was unaf-
fected. Yoo et al. measured the conductance through
poly-DNA and reported semiconducting behavior with
little effect of ambient conditions or vacuum [81.31].
Storm et al. reported DNA to be an insulator, as op-
posed to the previous report of the semiconducting
behavior from the same group [81.3]. It was concluded
that DNA was insulating at length scales longer than
40 nm and that bare DNA had limited use as a con-
ducting molecular wire [81.32]. The effects of oxygen
adsorption on the poly-DNA conductance have also
been explored [81.33]. The oxygen content was shown
to modulate the resistance. It was also reported that
poly(dG)–poly(dC) DNA was a p-type semiconductor
and poly(dA)–poly(dT) DNA was an n-type semicon-
ductor. De Pablo and co-workers reported a different
approach of contactless setup (to avoid possible artifacts
caused by the contacts) to investigate DNA electrical
properties [81.34]. They reported that the dielectric con-
stant of DNA was similar to that of mica. This study
provided a qualitative result of DNA being as insulating
as mica.

A scanning tunneling microscope (STM) tip has
also been used to study DNA molecules [81.35]. The
STM tip was used to contact the Au electrode in 3 μM
thiol-modified dsDNA solution.

Individual molecular junctions were created by
moving the tip out of contact with the flat gold electrode
with DNA molecules bridging the distance between the
tip and the substrate. The conductance showed a series
of steps. For 8 bp dsDNA, the conductance histogram
showed peaks at near-integer multiples of a fundamen-
tal conductance value, 1.3 × 10−3G0 or ≈ 0.1 μS, where
G0 = 2e2/h ≈ 77 μS. The conductance was also seen
to be inversely proportional to the length of (GC)n se-
quences (for 8 bp or longer DNA). The insertion of
AT bp decreased the conductance with a decay con-
stant of 0.43Å−1. Qualitative differences between the
conductivity of ssDNA and dsDNA are also reported,
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ssDNA being insulating over a 4 eV range between
±2 V, and dsDNA being like a wide-bandgap semicon-
ductor [81.36]. Iqbal et al. investigated the effects of
the DNA sequence on its conductivity [81.37]. They
chemically anchored thiol-modified DNA between gold
nanogaps. It was seen that the conductivity through the
DNA molecule increased with increasing GC content.
Such behavior could be attributed to the increased hole
hopping between the hydrogen bonds in the guanine–
cytosine pair [81.38]. As the ionization potential of
guanine is the lowest (G < A < C < T), this would pro-
vide the easiest path for the conduction of holes [81.30].
Moreover, the triple hydrogen bonds between the G and
C bases as compared with the double hydrogen bonds in
the A and T bases putatively result in more paths for the
charge flow in higher-GC-content sequences [81.38].
This results in less resistance to the charge flow in the
sequence containing more G–C pairs and results in de-
crease in resistance between various GC-rich sequences
by an order of magnitude. They also showed the pos-
sibility of using DNA as a reversible fuse, blowing off
at high temperature and turning back on when a con-
ducive environment became available. This was seen by
temperature cycling of their devices. Such a framework
could also be used as an electrical DNA hybridization
sensor. In another report, Mahapatro et al. showed that
the DNA conductivity scaled with the surface density
of chemically immobilized DNA [81.39]. The surface
density of the DNA was seen to be higher with high salt
concentrations, resulting from better screening of the
DNA phosphate backbone charges and reduced electro-
static repulsion. They observed that the conductivity of
DNA molecules decreased exponentially as the number
of adjacent AT pairs were increased, replacing GC pairs.
This also showed that the GC pairs provide a more con-
ductive path to the charge transfer. These finding can
have consequences in DNA-based molecular electron-
ics and direct label-free detection of DNA sequence and
hybridization.

While the experimentalists have been debating the
behavior of DNA, a number of theoretical models have
been proposed for the DNA conductivity mechanisms.
Almost all the proposed transport ideas rely on the
experimental results, and can be broadly categorized
as either model simulations or ab initio calculations.
The wide variety of these models is understandable
due to the large number of variables that affect the
conducting properties of DNA. Jortner and co-workers
suggested two distinct DNA charge transport mecha-
nisms in 1998 [81.40]. They proposed that transport
occurs either by the direct unistep hole tunneling from

one base pair to another, or by a multistep charge
transport through the base pairs, exhibiting a weak de-
pendence on the separation distance between the donor
and the acceptor. They further proposed that the charge
transport mechanism was determined by the speci-
ficity of the intercalating base sequences, which they
called bridge. Yu and Song modeled DNA as a one-
dimensional (1-D) disordered system with electron
transport occurring between localized states as variable-
range hopping [81.41]. These localized states in the
sequence would present the candidate landing sites for
a hopping electron, while such localization would be
enhanced by structural changes in DNA with temper-
ature. They defined a crossover temperature above or
below which transport would be either simple nearest
neighbor thermal hopping or the carrier would hop dif-
ferent ranges, respectively. Such variable-range hopping
mechanism is somehow consistent with the two pos-
sible mechanisms proposed by Jortner et al. and Ly
et al. [81.24, 40]. Yi modeled the dsDNA molecule as
a two-legged charge ladder to render the presence or ab-
sence of conductance gaps seen in I–V plots of GC-rich
and GC-poor sequences, respectively [81.42]. The gap
in conduction plots was explained with strong Coulomb
repulsion with eV values much larger than thermal en-
ergy. This repulsion is encountered with a screening
effect of the cations in the solution. This is a classi-
cal example of ab initio calculation. Various reports
describing electronic properties of DNA have been pub-
lished, delving into the coupling strengths between
bases, the highest occupied molecular orbital (HOMO)
and lowest unoccupied molecular orbital (LUMO) val-
ues and energies, band structures of various dsDNA,
effect of doping (specifically, O2 doping) on conduc-
tance, structural effects on conduction, etc. The random
and stochastic processes in the complex DNA–electrode
system have been identified, explaining the wide claims
over values of DNA conductivity (metal, semiconduct-
ing, and insulator) [81.43]. As many as 12 parameters
have been simulated in adjusting HOMO and LUMO
bands in such systems.

Most of the theoretical models assume coherent
tunneling to be a major mechanism, with a length (L)-
dependent rate of charge transfer R [81.30]

R ∝ exp(−βL) , (81.1)

where β is the tunneling decay length, the larger β

is, the faster the rate of tunneling decreases with in-
creasing distance. There have been various, sometimes
contradictory, values reported for β [81.44, 45]. Berlin
et al. found β to be 0.1 Å−1 for sequential tunneling
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and about 1 Å−1 for coherent tunneling by quantitative
analysis using kinetic rate equations [81.46].

The mechanisms proposed in the theoretical mod-
els may or may not occur in a system altogether, but
there is higher probability for presence of more than one
mechanism in any given experiment. The ideal model
should take care of the effects of DNA structure, ther-
mal motion of charges as described by classical models,
effects of cations in the solution on the structure and
on the Coulomb charging, temperature, intermolecular
and intramolecular attractions and repulsions, effect of
contacting conductors and the chemistries used to con-
tact the DNA, etc. Almost all studies consider charge
transport and conductivity on the path along the DNA
length. Little, if any work has been done, until lately,
on charge transport in the direction perpendicular to
the axis of the DNA backbone. Zwolak and Di Ventra
described unique signatures of each base due to their

differing electronic and chemical structures [81.47].
They considered a system of electrodes through which
a ssDNA passes such that at any given time only one
base interacts with the electrodes. Such a system can
be visualized as a nanopore made with a very thin
membrane, with electrodes on the very edges. With
electrode–electrode spacing of 15 Å, they found the ra-
tio of current of A (IA) and the current of other bases
(IX) to be IA/IX = 20, 40, and 660 for X = G, C, and
T, respectively. This difference in ratios is postulated to
stem from relative positions of the Fermi level with re-
spect to HOMO and LUMO, and the density of states
at Fermi level. The effects of nearest neighbor were
also calculated, with T found to be the most sensitive
to such effects. These findings are very interesting as
they can be used in conjunction with nanopore mea-
surements of DNA translocation, as will be explained
in next section.

81.4 Nanopore Sensors for Characterization of Single DNA Molecules

Biological entities, such as cells, proteins, and DNA,
carry charges, and can be forced to move by an electric
field in a buffer solution, a phenomenon called elec-
trophoresis. Electrophoresis is usually applied in a gel
or capillary to separate biological entities based on their
size and charge. Electrophoresis in gel and capillaries
has given rise to the idea of characterization by a sin-
gle pore through which charged entities can be driven.
Therefore, characterizations of biological entities by
a single pore are actually an analogous application of
gel and capillary electrophoresis. The basic design of
a nanopore characterization setup consists of two com-
partments, filled with saline buffer solution, separated
by a membrane with the pore, with an anode and a cath-
ode set in each compartment; the pore provides the only
path for ionic currents and the electrophoretic move-
ment of DNA or other biological species of interest.
When DNA moves electrophoretically from the cath-
ode to the anode, it traverses the pore. As it does so,
the ionic current is altered and most typically decreases
due to pore blockade. When DNA has passed through
the pore, the current recovers to its original level. The
characteristics of DNA can possibly be determined from
these current fluctuations.

81.4.1 Biological Nanopores

Kasianowicz et al. pioneered the use of a single
2.6 nm diameter α-hemolysin (α-HL) channel [81.48].

α-HL is a protein toxin from the bacterial species
Staphylococcus aureus. A solvent-free bilayer mem-
brane of diphytanoyl phosphatidylcholine (an artificial
lipid bilayer membrane) was formed across a ≈ 0.1 mm
diameter orifice. The orifice was in Teflon partition
separating two buffer-filled compartments. When α-HL
was added to the compartment, it reconstituted into the
lipid bilayer, making a channel. A single channel usu-
ally formed within 5 min. They used these channels
for current fluctuation detection when a single DNA
traversed and passed through the pore. The transloca-
tion times, or the pulse widths, were proportional to
the DNA lengths. A patch clamp amplifier was used
to convert current to voltage. In the absence of DNA,
applying a potential of −120 mV resulted in ionic cur-
rents free of pulses. Following the addition of DNA to
the cis side of the protein pore, numerous short-lived
current blockades occurred (the current was reduced
by 85–100%). The blockades lasted from several hun-
dred to several thousand microseconds, depending on
the polymer length. For a given polymer length, the to-
tal number of pulses was seen to be directly proportional
to polymer molar concentration. It was further shown
that DNA length, one of the DNA characteristics, was
directly proportional to the mean lifetime of the peaks
in the signals. This realized determination of lengths of
individual RNA or DNA chains using single-channel
measurements. Applying the same principle towards
a chemical sensor, Bayley and co-workers detected or-
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ganic molecules of relative molecular mass as low as
100 using α-HL pores [81.49]. The innovative step in
their study was to equip the α-HL nanopore with an in-
ternal, noncovalently bonded molecular adapter which
mediated channel blocking by the analyte, thus sensi-
tizing the nanopore to specific organic and chemical
species. The work showed that β-cyclodextrin (βCD)
molecule was sensitive to different guest molecules,
as shown in Fig. 81.6. Thus, when bound to βCD,
members of the adamantane family of petroleum deriva-
tives could be distinguished, as could the members of
the group of tricyclic pharmaceuticals that included
imipramine and promethazine. These guest molecules
made their presence known by altering the electrical
conductivity of the α-HL pore. A single sensing element
of this sort could be used to analyze a mixture of organic
molecules with different binding characteristics, so that
the pore could be in a way programmed for range of
sensing functions.

Meller et al., extending on the work of Gu et al.,
used the statistical data derived from the patterns of
events to show that nucleotides of different sequences
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Fig. 81.6a–d Bilayer recordings at −40 mV showing the interaction of a single α-HL pore with βCD and the analytes
2-adamantanamine (A1) and 1-adamantane carboxylic acid (A2). Reprinted by permission from Macmillan Publishers
Ltd: Nature [81.49], copyright (1999)

could be distinguished from each other [81.50]. Six
polymers with the same length but different sequences
were measured. Difference between the translocation
duration and the temporal dispersion of transloca-
tion duration were used to then distinguish between
poly(dA)100 and poly(dC)100 DNA. The translocation
times varied among the polymers even if they had
the equal lengths, thus different sequences could be
discriminated in a mixture. Above 50 ◦C, the struc-
ture of the pore was not stable and measurements
could not be performed. In another study, Bayley and
co-workers covalently attached ssDNA within the lu-
men of the modified α-HL pores to form a DNA
nanopore [81.51]. The ssDNA molecule was attached
on the cis side of the α-HL channel, resulting in du-
plex formation with complementary sequences in the
internal cavity. The binding of ssDNA molecules to
the tethered DNA strand caused changes in the ionic
current flowing through the α-HL nanopore. The DNA
nanopores were able to discriminate between individual
DNA strands up to 30 nucleotides in length differing
by a single base. The mean event lifetimes were ob-

Part
H

8
1
.4



Nanoelectronic-Based Detection for Biology and Medicine 81.4 Nanopore Sensors for Characterization of Single DNA Molecules 1443

trans

cis

dCMP

M113R

αHL

am7�CD

Fig. 81.7 Schematic depicting the α-HL pore, the met-113
substituted with Arg (blue), am7βCD, and the 2′-deoxy-
cytidine 5′-monophosphate molecule (dCMP). Adapted
with permission from [81.52]. Copyright 2006 American
Chemical Society

tained by lifetime histogram analysis and it was seen
that the type of mismatched base pair influenced the
lifetime, and that the mismatch had the most dramatic
effect when it was positioned in the middle of the
oligonucleotide. Using an array of DNA tethered α-HL
pores they sequenced a complete codon in an individ-
ual DNA strand. They did not look into any change
in the translocation time of a DNA sequence com-
plementary to the tethered DNA as compared with
the translocation of the same through an untethered
pore. In another report, Bayley and co-workers reported
another engineered α-HL pore approach to detect indi-
vidual nucleoside monophosphates (Fig. 81.7) [81.52].
The nucleoside monophosphates are individual bases of
DNA (A, G, C or T) with a single phosphate group.
The nucleoside monophosphates, like DNA, are also
negatively charged thus traverse the pore under the
trans-channel bias [81.53]. The α-HL pores were mod-
ified with amino-cyclodextrin am7βCD as adapter and
its positive charges altered the translocation time for the
nucleosides. They attained accuracy as high as 98% (for
G) using this approach.

81.4.2 Solid-State Nanopore

Researchers have been making point contacts since as
far back as 1977. These were used mainly for material
science studies, especially ballistic transport experi-
ments. The schematics of these structures were very
much like nanopores, as these stand today, but the aim
was quite different [81.54, 55]. The design of current
solid-state nanopores was inspired by one such work by
Gibrov et al. [81.55] and these are the next most ideal
replacement for biological nanopores owing to several
established and foreseen advantages. First, as for other

chemical sensors, sensitive electronic circuitry and pho-
tonic sensing capabilities can be integrated directly into
a pore–membrane system. Secondly, simultaneous and
automated analysis of hundreds of arrays of different
channels can potentially be achieved with such an inte-
grated system. Next, they are more robust to withstand
wide range of temperature, analyte solution properties,
environments, and chemical treatments that might be
required for target detection and to eliminate interfer-
ence. Finally, these can be customized to fit in practical
biosensors. These properties have heightened the inter-
est in solid-state nanopores, with particular attention as
progenitors of rapid and cheap next-generation DNA
sequencing machines.

In an earlier report on solid-state nanopores, Li
et al. utilized a feedback-controlled ion-beam sculpt-
ing process to make a nanopore in a silicon nitride
membrane [81.56]. A bowl-shaped cavity was made in
a silicon nitride membrane and the material was re-
moved from the other side of this membrane using Ar
ion-beam sputtering. As soon as the ion-sculpted side
reached the bottom of the cavity a hole around 60 nm
was opened. Continuous ion-beam exposure reduced
the hole to 1.8 nm diameter and ultimately closed it.
Two mechanisms were proposed to account for the pore
size reduction: surface matter moving due to reduced
viscosity to relax the stress caused by implantation, or
the creation of adatoms on the surface by incident ions
that could diffuse to close the pore. A 500 bp dsDNA
translocation experiment was done with a 5 nm diameter
pore. Comparative translocation measurements on 3000
and 10 000 bp dsDNA with 3 and 10 nm pores were also
reported [81.57]. Longer DNA translocation was noted
to be more complex because of folding.

Dekker’s group reported the fabrication of a nano-
pore with electron-beam lithography EBL and trans-
mission electron microscope TEM techniques [81.3].
Their method realized an in situ observation of pore size
while the size was precisely controlled at the nanome-
ter scale. Chang et al. reported a similar approach,
although developed independently [81.58]. They fab-
ricated 50–60 nm long 4–5 nm diameter nanopore
channels (NPC), in micromachined Si membranes. The
NPCs were fabricated in a double-polished silicon-
on-insulator (SOI) wafers. They used EBL to initially
define the pore and fabricated 3–4 nm nanopores with
standard solid-state processing. The pore was exam-
ined visually by using TEM while its diameter shrank
to the desired size. The pore shrinkage occurred under
an electron beam of high energy. However, their mecha-
nism was completely different from Li’s process. In this
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Fig. 81.8 Pore shrinking temporal profile of a nanopore channel or-
dered alphabetically. All micrographs are taken at 1 000 000 ×. The
pore shrinking was stopped at size 16 × 18 nm2. The pore would
shrink further if continuously exposed to the TEM electron beam.
The scale bars are 20 nm

process, the electron beam (e-Beam) locally fluidized
the oxide around the pore, and hence oxide flowed to-
wards the pore and then filled it, as shown in Fig. 81.8.
The nanopore die was sandwiched between two silicone
rings and placed in a finely milled pocket within Teflon
blocks separating the chambers. The Teflon blocks
were clamped together and the pore provided the only
path for DNA translocation. A 200 bp fragment from
the human CRISP-3 gene was polymerase chain reac-
tion (PCR) amplified and was used for measurements.
Ag/AgCl electrodes were used to make the ionic cur-
rent measurements. As the dsDNA passed through the
pore, it modified the bulk and the interface currents,
resulting in typical current pulses, but the pulses were
upwards, unlike in previous studies. The results were
explained, and later confirmed [81.59], by the charge on
the DNA which can be detected in the nanopore channel
due to an inherent charge amplification. The condensed
ions on the DNA backbone amplified the ionic current
in conjunction with the mobile surface charges, similar
to a field-effect transistor.

Nanopore technology has attracted more attention
from a number of research groups in recent years. Re-
search has focused in a variety of directions: towards
improving the structures, reducing the time to fabri-
cate, fine-tuning noise parameters, studying the effects
of changing voltages, studying force kinetics, exploring

conformation changes of molecules, and most impor-
tantly the continuous use of nanopores in investigating
various biophysical properties of DNA. Chen et al. em-
ployed atomic-layer deposition (ALD) of alumina to
controllably shrink the pore size to required nanome-
ter dimensions. ALD was shown to reduce the noise of
the pore and change the surface properties with the pas-
sivation effects of deposited alumina film [81.60]. The
same group compared dsDNA translocation through
nanopores of different channel lengths: nanopore in
a thin membrane and nanochannels through a thicker
membrane. They showed that DNA of varying lengths
(3, 10, and 48.5 kbp) all traveled at the same veloc-
ity through both types of nanopores. In contrast to the
nonlinearity in mobility versus electric field in gel elec-
trophoresis, they showed that the DNA electrophoretic
mobility is independent of the strength of the applied
electric field and the length (molecular weight) of the
DNA. It is interesting to note here that size separation
in gel electrophoresis is based on the length-dependent
mobility of the DNA. In another study, the effects
of imaging beam of a TEM through nanopores with
various geometries have also been studied [81.61]. It
was shown that pores smaller than a certain critical
size shrank while larger ones expanded, on the same
wafer, agreeing with the hypothesis that surface tension
effects drove the modifications. The chemical composi-
tion in the pore region was also determined, proving that
contamination growth was not the underlying mech-
anism of pore closure. In another approach to make
nanopores, Ho et al. used tightly focused e-Beam to
make nanopores in 10 nm thick silicon nitride mem-
branes [81.62]. They measured the ionic conductance as
a function of various conditions and found it to be much
larger than the bulk conductivity in case of dilute bath
concentrations, whereas it was found to be comparable
with, or less than, the bulk for high bath concentra-
tions. These observations were explained in terms of
the Debye length, which was larger than the pore ra-
dius for the former case. They also reported consistent
multiscale simulations using molecular dynamics of the
ion transport through the pores. They explained the ion
transport by the coupled Poisson–Nernst–Planck and
Stokes equations solved self-consistently for the ion
concentration, velocity, and electrical potential. The re-
sults suggested the presence of fixed negative charges
on the pore walls, thus the ion proximity to the pore
walls reduced the ion mobility.

In most experiments, DNA translocates the nano-
pores at speeds as high as 27–30 bases/μs [81.63]. It
was reported that the translocation speed could be re-
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duced by controlling the electrolyte temperature, salt
concentration, viscosity, and the electrical bias voltage
across the nanopores [81.64]. The speed was reduced to
3 bases/μs for 3 kbp dsDNA through a 4–8 nm diam-
eter silicon nitride pore. This significantly reduced the
bandwidth requirements on electronic sensing system.
However, slowing the DNA also slowed conducting
ions, which decreased the current blockage signal. In
another study, it was reported that most of the translo-
cation events followed a rule of constant event charge
deficit. The experiments compared the distribution of
molecular event durations and blockade at various pH
values, conclusively demonstrating a large number of
long denatured ssDNA translocation in stretched-out
conformation [81.65]. The control of the translocation
speed and denaturation of dsDNA into ssDNA at high
pH is an elegant capability with synthetic nanopores,
which would be a challenge with α-HL biological pores.
This work showed an ability to detect hybridization
from the translocation behavior.

To study pore formation after electron beam
deformation, electron energy-loss spectroscopy and
high-resolution electron microscopy studies were re-
ported [81.66]. The material composition was studied
extensively during pore shrinkage, pore expansion,
and pore closure, concluding that pore formation oc-
curred by removal of material at the entrance and
exit side of the electron beam. The pore formed had
wedge-like edges and contained Si, O, and N. Heng
et al. investigated the mechanical properties of DNA
using translocation of single molecules through the
nanopore [81.67]. They used pores with radii from
0.5 to 1.5 nm in 10 nm thick SiN membranes. They
also carried out molecular dynamics simulations to
explore the stretching and bending of DNA during
translocation through such small pores. They reported
a pore-dimension- and bias-dependent threshold for
translocation. Simulating a 1 nm pore, they calculated
forces on DNA to be in the range of 1–300 pN through
it and observed the threshold for dsDNA transloca-
tion conditioned by its mechanical properties. The
same authors also reported the permeation capabili-
ties through various sizes of nanopores by changing
the electric fields [81.68]. The electromechanical prop-
erties of DNA were studied to define threshold of
nanopore sizes that ssDNA or dsDNA could perme-
ate under various electric fields. Previously, the effect
of pH on such threshold was also investigated by
the same group [81.69, 70]. In the wake of the low-
salt current-enhancement studies reported by Bashir
and co-workers [81.58], Smeets et al. reported the ef-

fects of salt concentration on ion transport and DNA
translocation using 10 nm diameter nanopores [81.59].
They changed the salt concentration by six orders
from 1 M to 1 μM, noting a three order of magni-
tude decrease in ionic conductance, deviating from
linear bulk behavior. They carried out 16.5 μm long
dsDNA translocation experiments for 50 mM to 1 M salt
concentrations, observing downward or upward translo-
cation pulses as a function of ion concentration. They,
like Bashir and co-workers had explained [81.58], de-
scribed a model attributing current decreases due to
partial blocking of the pore and current increases to
the motion of the counterions screening the charge of
the DNA backbone. They concluded a threshold KCl
concentration of 370±40 mM where two competing
effects canceled out. Using the same nanopores, fab-
rication of point electrodes with radii 2 nm was also
reported [81.71]. The nanopores were filled with Au,
making conically shaped nanoelectrodes. Metal nano-
electrodes of such high temporal resolution can be
used for single-molecule detection and a variety of bio-
logical sensors for medical diagnostics. The fabrication
of nanopores has also been reported using conventional
field-emission scanning electron microscope (FESEM)
instead of TEM [81.72]. The irradiation from the elec-
tron source of the FESEM showed different shrinking
mechanism due to the effects of surface defects under
radiolysis and subsequent motion of silicon atoms to
the pore periphery. The process was reliable and re-
producible, opening the way to parallel fabrication of
nanopores in an array format. Another report inves-
tigated the ionic current fluctuations associated with
the translocation of 1681 bp long DNA as a function
of applied electric field. The pulse direction (upward
or downward) was investigated to develop a model
of DNA counterion ionic current and dipole satura-
tion based on a remarkable work by Manning [81.73].
These experiments showed that, at low concentrations,
the electrophoretic bias can reverse the pulse directions
from upwards to downwards, indicating competition
between the mechanical blocking current and the cur-
rent arising from the condensed counterions on DNA
backbone, which saturated at high electric field. The ex-
periments provided a direct way to explore the charge
polarization and dipole saturation at the single-molecule
level.

Dekker and co-workers have also measured the
force on a single DNA while translocating through
a nanopore by using optical tweezers [81.74, 75], and
ionic transport in electrochemical reactions [81.76]. The
optical tweezers were used to slow down and arrest the
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Fig. 81.9 Schematic of the functionalized nanopore channels. The
chemical modification and the probe hairpin-loop DNA reduced the
NPC diameter. Adapted by permission from Macmillan Publishers
Ltd: Nanotechnology [81.77], copyright (2007)

DNA midway through the pore and force measurements
were carried out. The study reported effective charge of
0.50±0.05 electrons per base pair, which is equivalent
to 25% of the bare DNA charge.

As explained earlier, it is important to slow down
DNA to gather more information with reasonable band-
width requirements on the electronic measurement
systems, while still maintaining high signal-to-noise
ratio. In a recent report, Iqbal et al. chemically func-
tionalized the nanopore channels (NPC) with hairpin-
loop DNA [81.77]. The functionalization with known
hairpin-loop probe ssDNA showed selective transport
behavior for target ssDNA that was complementary
to the probe. This chemical modification of the sur-
face also restricted the movement of the target ssDNA.
The hairpin-loop configuration imparted single-base-
mismatch sensitivity. Such a single base mismatch
between the probe and the target resulted in longer
translocation pulses and a significantly reduced number
of translocation events. Figure 81.9 shows a schematic
of the functionalized NPC and the effective diameter
of the NPC after functionalization. They used short
ssDNA as target molecules. The target ssDNA were stiff
polymers at the length used in this study, thus avoid-
ing the folding effect [81.78]. These single-molecule
measurements allowed separate measurements of the
molecular flux and the pulse duration, providing a tool

to gain fundamental insight into the channel–molecule
interactions. They discovered that perfectly comple-
mentary ssDNA translocated faster and was transported
in higher numbers across the pores compared with a tar-
get that had even a single base mismatch with the probe
molecules. The experimental observations showed that
nanopores can be used as selective sensors for genes
of interest and that such selectivity could be electri-
cally measured by the translocation signatures at the
single-molecule level.

81.4.3 The Promise
of Low-Cost DNA Sequencing

The human genome project, completed in 2003, is
estimated to have cost US$ 2.7 billion [81.79]. It
took more than 12 years to complete. With the ad-
vent of novel sequencing technologies and abundant
computation power the cost and time needed for se-
quencing a genome has reduced dramatically, now at
≈ 3 cents/base [81.80]. However, this is an enormous
amount for 3 billion bases to be sequenced. Nanopores,
in spite of their shortcomings and open challenges,
are a hope to achieve the US$ 1000/genome target as
set by the National Institutes of Health with more
than US$ 70 million in grant monies. The challenges
of nanopore technology are both material and electri-
cal. The reproducibility of the nanopore channels is
a concern where even an angstromical difference in
channel length changes the conductivity of the pore
and hence the baseline currents. Although the base-
line can be normalized, the noise varies from pore to
pore owing to the differences of physical and chem-
ical properties of the pore wall surfaces. There are
also issues of bandwidth; DNA passes way too fast
for the electronics readout to capture the full details
of translocation. The best optimal bandwidth of mea-
surements would still miss too many fast translocation
events, significantly skewing the analysis of the pulse
behavior, while reducing the noises. The bandwidth is-
sue thus limits the speed of classifications that can be
made with nanopores. There are a number of noise
sources that are encountered in nanopore measure-
ments; especially 1/ f (flicker) noise. Tackling such
diverse scientific challenges in the nanopore measure-
ments is an uphill task. However, the promise of cheap
and fast sequencing machines makes every effort worth
pursuing.
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81.5 Conclusions and Outlook

This chapter summarized the state of the art in prob-
ing the electrical properties of molecules with special
emphasis on DNA conductivity. The various tech-
niques for DNA immobilization were discussed. The
biological ion channel pores extended to the idea of
solid-state nanopore, and the state of the art in nanopore
fabrication and its applications, were covered. Very re-
cently, two review articles have appeared [81.81, 82]
that cover the history and state of the art of the
nanopore research in more detail. For details of labo-

ratory protocols of setting up biological and synthetic
nanopores for DNA analysis, a laboratory manual ap-
peared in December 2007 [81.83]. It is the consensus
that nanopores have set some ambitious goals for the
research community, foremost being the sequencing
of the human genome for less than US$ 1000 dollar.
The confluence of the sophisticated electronic sensing
and nanopore detection techniques has strong poten-
tial of achieving the US$ 1000 genome and much
more.
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Computer and82. Computer and Robot-Assisted
Medical Intervention

Jocelyne Troccaz

Medical robotics includes assistive devices used by
the physician in order to make his/her diagnostic
or therapeutic practice easier and more efficient.
This chapter focuses on such systems. It introduces
the general field of computer-assisted medical
interventions, its aims, and its different compo-
nents, and describes the place of robots in this
context. The evolution in terms of general de-
sign and control paradigms in the development of
medical robots are presented and issues specific to
that application domain are discussed. A view of
existing systems, ongoing developments, and fu-
ture trends is given. A case study is detailed. Other
types of robotic help in the medical environment
exist (such as for assisting a handicapped person,
for rehabilitation of a patient or for replacement
of some damaged/suppressed limbs or organs) but
are outside the scope of this chapter.
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82.1 Clinical Context and Objectives
Informatics and technology have dramatically trans-
formed clinical practice over the last decades. This
technically oriented evolution has run parallel to other
specific evolutions of medicine:

• Diagnostic and therapy procedures tend to be less
and less invasive for the patient, aiming at reduc-
ing pain, postoperative complications, hospital stay,
and recovery time. Minimal invasiveness results in
smaller targets reached through narrow access (nat-
ural or not) with no direct sensing (vision, touch)
and limited degrees of freedom.• More and more data are handled for each patient
(e.g., images, signals) in order to prepare and mon-

itor the medical action, and these multimodal data
have to be shared by several participating actors.• As in many other domains, quality control gets
increasingly important and quantitative indicators
have to be made available.• Traceability becomes mandatory, especially regard-
ing the ever-increasing number of legal cases.
Traceability is also of primary importance in cost
management.

These evolutions make the medical action increasingly
complex for the clinician, at both the technical and
organizational levels. Computer-assisted medical inter-
vention may contribute a lot to those clinical objectives.
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They may provide quantitative and rational collabora-
tive access to patient information, fusion of multimodal

data, and their exploitation for planning and execution
of medical actions.

82.2 Computer-Assisted Medical Intervention

The development of this area from the early 1980s re-
sults from converging evolutions in medicine, physics,
materials, electronics, informatics, robotics, etc. This
field and related subfields are given several almost
synonymous names: computer-assisted medical in-
tervention (the most general), augmented surgery,
computer-assisted surgery, image-guided surgery, med-
ical robotics, surgical navigation, etc. We will use the
term computer-assisted medical intervention (CAMI)
herein for this domain.

We define CAMI as aiming to provide tools that
allow the clinician to use multimodal data in a ratio-
nal and quantitative way in order to plan, simulate,
and accurately and safely execute mini-invasive medical
interventions. Medical interventions include both diag-
nostic and therapeutic actions. Therapy may involve
surgery, radiotherapy, local injection of drugs, interven-
tional radiology, etc. (Some of these medical terms are
explained in a glossary located at the end of this chap-
ter.)

82.2.1 CAMI Major Components

CAMI [82.1] may be described as a perception–
decision–action loop, as presented in Fig. 82.1. The
perception phase includes data acquisition and pro-
cessing, the development of specific sensors, and their

Virtual patient

Planning

Simulation

Perception

Action

Real world Virtual world

DecisionGuiding
systems

Biomechanical
models

Atlases

Statistical models

Fig. 82.1 CAMI methodology

calibration. Data may be acquired pre-, intra- or postop-
eratively. Images may provide anatomical information
or functional one; data provided by the sensors may be
one-dimensional (1-D), two-dimensional (2-D), three-
dimensional (3-D, sparse or dense) or four-dimensional
(4-D, i.e., varying with time). Each imaging sensor
brings its specific type of information and multimodal-
ity is in general necessary. The need to assist the
intervention in a quantitative and accurate way requires
the calibration of sensors enabling both the transforma-
tion from image coordinates to spatial coordinates and
the correction of possible image distortions. Specific
sensors such as position sensors (also called local-
izers) and surface sensors have been integrated into
CAMI components. Localizers give access to position
and orientation of objects (instruments, other sensors,
anatomical structures such as bones). Surface sensors
give access to the external surface of an object (an or-
gan, for instance). All those information are potentially
useful to plan and control the execution of a medical
action.

The main objective of the decision stage is to build
an integrated numerical model of the patient and, in
some cases, a model of the action. As mentioned pre-
viously, many types of information may be useful: data
provided by imaging sensors, for instance, but also
a priori medical knowledge (for instance, statistical
data about organ shapes or occurrence of pathologies,
biomechanical models of the limbs, etc.). One very im-
portant stage is data fusion, also called registration,
which corresponds to the action of representing all the
information in a single reference frame. Registration,
and in particular medical image registration [82.2], has
been a very active domain for three decades. From this
integrated model, the medical action can be planned;
for instance, one may have to determine the type, size,
position, and orientation of a knee prosthesis that pro-
vides the best alignment of hip, knee, and ankle joints;
or one may decide which number, shape, intensity, po-
sition, and orientation of radiation beams would allow
to radiate a tumor of a given shape, with a given dose,
whilst sparing organs at risks. Planning may involve
highly interactive tools where the clinician navigates
in the data and specifies the selected strategy. It may
also include optimization tools when the medical goal
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can be specified as an optimization problem (radiother-
apy planning is an excellent example). In some cases,
planning may be very difficult and simulators could pro-
vide help for the computation of the clinical outcome
of a selected action; for instance, when a bone frag-
ment has to be moved in the patient’s face, it may be
very useful for the surgeon to foresee the functional
and aesthetic consequences of this gesture on soft tis-
sues [82.3]. Registration and planning are included in
the decision stage.

Action requires accurate execution of the planned
intervention. Often, a registration stage is necessary
to transfer the planned action to the interventional
conditions; for instance, the action is planned from
preoperative data, e.g., magnetic resonance imaging
(MRI), and must be registered to the real patient in in-
traoperative conditions. Two main types of assistance
exist: navigational aids and robots. In the first case, the
action is monitored using suitable sensors such as lo-
calizers; information is rendered to the clinician about
the planned and executed actions. The clinician makes
use of this information to control his/her action, such
systems are called passive. The first surgical navigators
have been used for neurosurgery [82.4, 5]. The action
can also be performed more of less autonomously by
a robot. The first application of a robot in CAMI took
place around 1985; the application field was also neu-
rosurgery. The medical robot needs to be connected to
patient data and models in order to be able to transfer
the planned intervention to the robot coordinates; this
is the robot registration problem. The medical robot is
therefore always an image-guided robot.

Simulators may also be developed for training pur-
poses. The advantages are the abilities to provide
frequent and rare medical cases, to gain realistic ex-
perience with lower stress than with real patients, and
to quantitatively evaluate the practitioner. This may fa-
cilitate the acquisition of new medical skills, with new
techniques and/or tools. This can also be considered
a very valuable component of CAMI.

Based on numerical data, tracking of objects (in-
struments, sensors, and anatomical structures), and
positioning of tools with navigation or robotized aids,
those CAMI procedures are fully traceable.

82.2.2 Added Value of a Robot

Automation is generally not a primary goal of medical
robotics, where the interaction with a clinical opera-

tor has to be considered with a very special attention.
Indeed, most often medical robots are not intended to
replace the operator but rather to assist him/her where
his/her capabilities are limited. In general CAMI sys-
tems are considered only as sophisticated tools in the
hands of the clinician.

In medicine, like in many other application areas,
the advantages of the robot are its precision, ability to
repeat a task endlessly, potential connection to com-
puterized data and sensors, capability to operate in
hostile environments [biological or nuclear contamina-
tions, war or catastrophe areas, space (orbital station) or
undersea (submarine), etc.] where clinician presence or
abilities may be limited and humans may need medical
care.

Navigational aids have already demonstrated their
clinical added value in various specialties (neuro-
surgery, orthopaedics in particular) and their integration
in the clinical environment is generally easier than for
a robot. Safety issues are also more limited. Moreover
navigation systems are very often more cost effective.
These are the reasons why it is very important to use
a robot only for clinical applications where it can of-
fer functionalities that the navigation system cannot;
potential specific robot abilities are:

• To realize complex geometric tasks (for instance, to
machine a 3-D bone cavity)• To handle heavy tools (e.g., radiation apparatus) or
sensors (e.g., an intraoperative surgical microscope)• To provide a third hand to the clinician• To be remotely controllable and to offer scaling ca-
pabilities in terms of transmitted motions or forces• To filter undesired movements (such as physiologi-
cal shaking in teleoperation)• To be force-controllable down to very small force
scales• To execute high-resolution high-accuracy motions
(for microsurgery)• To track moving organs and synchronize to external
events based on some signals• To be introduced into the patient for intrabody ac-
tions.

Another aspect that will be further discussed is the ab-
solute necessity to demonstrate the clinical added value
of the system, i. e., to prove that it brings a clear clin-
ical benefit at some level (for the patient, hospital, or
healthcare system).
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82.3 Main Periods of Medical Robot Development

Early medical applications of robotics are characterized
by transferring to this domain accurate and automated
tool positioning capabilities of robots originally devel-
oped in industrial applications.

82.3.1 The Era of Automation (1985–1995)

As mentioned previously the first surgical robots were
introduced in neurosurgery. Neurosurgery already had
a very long tradition of minimal invasiveness and use of
computerized 3-D imaging data; indeed, the first com-
puted tomography (CT) scans in the early 1970s were
performed for brain imaging. Stereotactic neurosurgery
is a particular type of minimally invasive procedure
which consists of blindly introducing a linear tool
into the brain through a keyhole (3 mm diameter) for
biopsies, removal of cysts or haematomas, placement
of stimulation (Parkinson disease) or measurement
(epilepsy) electrodes, etc. Conventionally, stereotactic
neurosurgery is performed with the help of a stereotac-
tic frame whose functions are to immobilize the patient
skull, register preoperative data to the intraoperative
situation (the frame is installed on the patient’s head be-
fore the preoperative examination), and finally to offer
mechanical guidance for tool insertion. Except for the
first function, a robot can advantageously replace the
frame: it is easily connected to imaging data, is less in-
vasive, and may offer a larger range of trajectories for
tool positioning. Anthropomorphic robots associated
to stereotactic frames or robotized stereotactic frames
have been developed and clinically evaluated in the
early 1980s (for instance [82.6, 7]). Reference [82.7]
describes the accurate positioning of a guiding tool
with respect to preoperative data in a stereotactic neu-

a) b)

Fig. 82.2 (a) Grenoble robot for neurosurgery (TIMC laboratory and Grenoble University Hospital) and (b) the Neuro-
mate industrial version

rosurgery application using a Puma 260 robot. The
cited paper reports a series of 22 patients. While [82.8]
presents a CAMI system integrating a modified indus-
trial robot (reduced speed, nonbackdrivable joints) for
a similar application. The first patient (Fig. 82.2a) was
operated on with this system in 1989 and since then
hundreds of patients have been treated with this tech-
nology. This system was the academic precursor of the
Neuromate product (Fig. 82.2b) with which thousands
of patients were treated. These systems are called semi-
active because the robot is only a guiding device and
the gesture (drilling the skull and inserting the needle)
is still performed by the surgeon through a mechanical
guide positioned by the robot.

Reference [82.9] proposed an automated view of
the whole process of stereotactic neurosurgery: a robot
equipped with different types of tools in a tool-feeder
effector was installed in a CT room; after imaging data
and planning, the robot performed the drilling of the
bone and the placement of the surgical tool. CT enabled
repeated image control. The robot was specifically de-
signed for this application. The first two patients were
operated in 1993. Eight cases of biopsies are reported
in [82.9]. As far as we know, this system has not been
extensively used in clinical routine.

In orthopaedics, the placement of prostheses re-
quires the preparation of the bones; for instance a cavity
has to be drilled before inserting the femoral compo-
nent of a hip prosthesis; similarly, planar cuts have to
be realized on the tibia and femur extremities in order
to place knee prosthesis components. Thus, such stages
of the interventions are very close to machining a me-
chanical part: a 3-D shape has to be accurately realized
by sawing or milling with given position and orienta-
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tion. This is why the idea of using a robot came very
naturally for such tasks. Robodoc [82.10, 11], used for
cavity preparation in total hip arthroplasty, was devel-
oped from 1986 first in a laboratory setup. Then, from
1989 to 1991, 29 dogs were operated with the help
of the system. The first ten patients were included in
a Food and Drug Administration (FDA)-approved clin-
ical research trial between 1991 and 1993; very large
series of patients for comparison of traditional interven-
tions with Robodoc-assisted ones were included from
1995 to the early 2000s. Thousands of patients benefited
from the use of Robodoc. Robodoc is active in the sense
that a part of the surgical action (machining the bone) is
performed autonomously by the robot under surgeon su-
pervision. Several other systems were developed based
on a similar approach.

The underlying idea in this first period was that sur-
gical subtasks such as accurate positioning of a tool or
machining, based on numerical data, could be trans-
ferred to a robot and automated to a certain extent.

82.3.2 The Era of Interactive Devices
(1990–2005)

Whilst the automation era focused on rigid and non-
deformable anatomical structures, the second era is
characterized by the development of more interactive
control schemes for complex tasks, in particular for in-
terventions on soft tissues.

Indeed, in the two previous examples (Sect. 82.3.1),
the anatomical structure of interest is rigid and nonde-
formable; in the case of stereotactic neurosurgery, the
brain is accessed through a small hole. The trajectory
through the hole is simple (a linear tool is inserted to
a given target). Brain motion and deformation can be
neglected and the skull is immobilized. As regards or-
thopaedics, bones are not deformable and can be fixed
to external fixtures to avoid any motion. Obviously there
are much more clinical situations where the procedures
are more complex and concern soft, mobile, and de-
formable tissues. For such applications automation is
often still out of reach or may not be the preferred so-
lution, for instance, when the expertise of the clinician
is so complex that it cannot totally be transferred to the
robot.

In contrast to earlier automated robot control,
robotic development in the mid 1990s was charac-
terized by more direct operator control. In particular,
efforts were applied towards teleoperation; this form
of robotic application was traditionally used in the nu-
clear industry. In this situation, the surgeon is totally

in control of the surgical tool through a master–
slave apparatus. The distance between the master
and slave components is highly variable: although
the main use is for very close teleoperation (in the
same room), some very long distance (thousands of
kilometers) experiments have taken place. The function-
transferring movements from the master to the slave
may involve scaling down (forces and/or motions) and
filtering. The main clinical applications are in en-
doscopic surgery where instruments and optics are
introduced into the patient’s body through small inci-
sions. Those entry points limit the instruments’ possible
motions [four degrees of freedom (DOFs) instead
of six] and the surgeon has to operate under video
control. In a first stage, the motion of the optical
system – the endoscope – alone was robotized: in-
stead of requiring one assistant to move the endoscope
for hand–eye coordination, the robot is controlled by
the surgeon himself/herself by different means: voice
control (AESOP [82.12]), head movements (Endoas-
sist [82.13]) or high-level image processing software
(Sect. 82.4). More recently the displacement of in-
struments has also transferred to robots, potentially
offering extra DOFs; this is the case of the DaVinci
multi-arm system that offers intrabody DOFs of the in-
struments [82.14].

From the mid 1990s synergistic devices [82.15] also
named hands-on robots [82.16] were proposed. The ra-
tionale for such systems is that the clinical application
is generally so complex that it can only be partially em-
bedded in numerical models and data. Therefore relying
both on the clinician for his/her very high skills, ca-
pacity of judgement, intelligent perception, and on the
computerized robot for its quantitative knowledge of
the planning, accuracy, and sensors is potentially very
fruitful. In the PADyC [82.17, 18], Acrobot [82.16, 19],
and Makoplasty [82.20] systems, the surgical tool is at-
tached to the robot effector and the surgeon holds it. The
motions proposed by the human operator are filtered by
the robot in order to keep only the part of the motions
which is compatible with the surgical plan; for instance,
the tool has to keep in a plane or in a given region.
Different technologies implement this principle of con-
strained motions: clutchable freewheels, backdrivable
motors, controlled brakes, etc.

82.3.3 The Era of Small and Light Dedicated
Devices (2000 to Present Day)

This era tends toward a miniaturization of robots up
to the stage where they can be attached to a body
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a) b) c) d)

Fig. 82.3a–d On-body and on-bone robots at Grenoble: (a) TER slave robot for tele-ultrasound examination (TIMC,
Grenoble University Hospital); (b) LER-Viky endoscope holder (TIMC, EndoControl-Medical Company, Grenoble Uni-
versity Hospital and Paris La Pitié Salpétrière Hospital); (c) LPR MRI- and CT-compatible robot for image-guided
punctures (TIMC, Grenoble University Hospital); (d) Praxiteles robot for total knee arthroplasty (PRAXIM, TIMC,
Brest University Hospital)

part, inserted into the patient’s body or integrated into
mechatronic surgical instruments.

In systems presented in Sects. 82.3.1 and 82.3.2,
the robot mechanical architectures were inspired by
traditional industrial robotics: general-purpose anthro-
pomorphic six-DOF (or more) arms are used. Systems
are very versatile and can adapt to a variety of tasks.
However, this generality has a cost: these robots are
also very often quite cumbersome and are attached to
the floor, bed or ceiling. Their working space may be
quite large and not easily manageable in an operating
room (OR) that offers limited space and in which peo-
ple (patient and staff) are very close. This is why new
generations of robots have been specifically designed
and developed for limited application areas.

This new generation of systems has produced robots
so small that they can be supported by the patient body
or attached to one of his/her bones. Because of their
size these robots are more easily integrated into the
OR and are designed to be very well suited to a spe-
cific task. These two factors offer potential advantages
over traditional systems by providing a safer operat-
ing environment and cost effectiveness. The Grenoble
Techniques for Biomedical Engineering and Complex-
ity Management (TIMC) laboratory was a pioneer in
small-scale robotics, and Fig. 82.3 illustrates four such
pioneering works. TER [82.21] (Fig. 82.3a), a robot
for tele-ultrasonic examination, has been clinically val-
idated for remote examination of abdominal aortic
aneurysm and for emergency care of abdominal trau-
mas; LER [82.22], a light endoscope holder, has been
validated on pigs and corpses, and VIKY, the corre-
sponding industrial product (Fig. 82.3b) is European
Community (EC)-marked and has been used on pa-
tients; LPR [82.23] (Fig. 82.3c), a CT/MRI-compatible

robot for punctures, has been validated for CT on pigs
and for MRI on volunteers (but without puncture);
Praxiteles [82.24] (Fig. 82.3d), a robot for total knee
arthroplasty, has been validated on corpses and recently
entered multicentric clinical evaluation on patients.

Following the same philosophy, the Mars system
(now called Mazor [82.25], a product) is presented in
detail in Chap. 78. It is being clinically evaluated on pa-
tients for spine surgery. This list of body-supported or
bone-mounted devices is not exhaustive.

Other systems are sufficiently small to be com-
pletely introduced into the body of the patient. Some
groups focus on locomotion issues; for instance, several
versions of an inchworm-type compact robot that moves
inside the intestine have been proposed [82.26]. The
aim is to replace the long, quite rigid, and painful en-
doscope traditionally used in colonoscopy; experiments
on pigs have been carried out successfully. With a rather
similar locomotion principle, a robot that moves on the
surface of the heart has been developed [82.27]; exper-
iments on live animals have been carried out. A robot
rolling on soft tissue organs in the abdomen has also
been described [82.28]; this robot carries a camera and
experiments on animal organs have been carried out.
Finally, a smaller and simpler device actuated from out-
side of the body using external magnetic fields has been
proposed [82.29]; such a robot would be injected into
the eye, for instance, for drug delivery to retina vessels.

Other research groups aim at giving extra DOFs to
traditional instruments: the domain of active catheters
that can adapt actively to vessel curvature has been in-
vestigated for several years [82.30, 31]. Recently, some
of these systems have reached the market (Table 82.1).
Finally, the field of articulated tools for endoscopic
surgery is also very active; the aim is to develop surgical
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Table 82.1 Industrial medical robots

System name Clinical specialty Type Last distributing Estimated number Status

company of installed systems

Neuromate Stereotactic Semiactive Schaerer Mayfield 15 < nb < 20 Unknown

neurosurgery (mechanical guide)

PathFinder Stereotactic Semiactive Prosurgics Ltd. Unknown Unknown

neurosurgery (mechanical guide)

Surgiscope Microsurgery Surgical ISIS 15 < nb < 20 No longer

microscope holder distributed

MKM Microsurgery Surgical Carl Zeiss Unknown No longer

microscope holder distributed

Robodoc Orthopaedics Automated ISS Inc. 70 < nb < 80 No longer

(knee, hip) machining of bones distributed

in the USA

and in

Europe

Caspar Orthopaedics Automated URS ortho 50 < nb < 60 No longer

(knee, hip) machining of bones distributed

Cyberknife Radiotherapy Positioning and Accuray Inc. 134* < nb Growing

motion of the

radiation device

DaVinci Endoscopic procedures Endoscope and Intuitive 875** < nb Growing

(cardiac, digestive, instrument holder Surgical Inc.

gynecologic, urology, etc.) – intrabody DOFs

Zeus Endoscopic procedures Endoscope and Intuitive Unknown No longer

instrument holder Surgical Inc. distributed

Aesop Endoscopic procedures Endoscope holder Intuitive 800 < nb < 1000 No longer

Surgical Inc. distributed

EndoAssist Endoscopic procedures Endoscope holder Prosurgics Ltd. Unknown Unknown

Naviot Endoscopic procedures Endoscope holder Hitachi Unknown Unknown

Lapman Endoscopic procedures Endoscope holder Medsys Unknown Unknown

Viky Endoscopic procedures On-body endoscope Endocontrol Probably < 10 Emerging

holder Medical

Acrobot Orthopaedics Hands-on robot Acrobot Ltd. Unknown Emerging

Sculptor (knee, spine, etc.)

PIGalileo Orthopaedics (knee) On-bone semiactive PLUS Orthopedics Unknown Unknown

CAS AG

Praxiteles Orthopaedics (knee) On-bone semiactive Praxim Probably < 10 Emerging

Makoplasty Orthopaedics (knee) Hands-on robot Mako Inc. Probably < 10 Emerging

Mazor Orthopaedics (spine, etc.) On-bone semiactive Mazor Surgical 10 < nb < 20 Emerging

Technologies

Estele Radiology Telerobotics Robosoft Probably < 10 Emerging

(ultrasounds)
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Table 82.1 (cont.)

System name Clinical specialty Type Last distributing Estimated number Status

company of installed systems

Sensei Interventional Teleoperated Hansen Medical Unknown Emerging

radiology (cardiology) robotic catheter for

heart mapping (intra-

cardiac) with force

feedback

CorPath Interventional Teleoperated Corindus On evaluation – Emerging

radiology (cardiology) catheter not yet distributed

(intracoronary)

* Number of installed systems in early May 2008 (source Accuray Inc.)

** Number of installed systems in early May 2008 (source Intuitive Surgical Inc.)

tools equipped with intrabody DOFs to recover full mo-
bility of the tools with respect to the organs. The specific
area of intrabody devices raises very challenging issues
related to biocompatibility, safety, power supply, and
data transmission. Smart pills such as the M2A [82.32]

or Norika [82.33] ones, which are swallowed by a pa-
tient and enable visualization of the gastrointestinal
track, do not yet integrate active devices but can be seen
as precursors of future highly integrated mechatronic
intrabody devices.

82.4 Evolution of Control Schemes

Evolution from bone applications to soft tissues also
resulted in the evolution of control schemes providing
a more active role for the surgeon or aiming at a real-
time perception–decision–action control loop.

A large number of the oldest systems integrate
a single-shot perception–decision–action process; for
instance a planned trajectory is selected from CT data
and transferred to the intraoperative conditions after
registration of preoperative to intraoperative data. To
guarantee that the plan is still valid intraoperatively, the
anatomical structure of interest must not move. This
approach has been largely used for neurosurgery and or-
thopaedics surgery; in both cases the structure is fixed
using a stereotactic frame or external fixtures. The op-
erator is often limited to the role of a supervisor when
the robot moves the tool.

More recently (Sect. 82.3.2) the operator has been
given a more active role in the execution of the task.
In the case of comanipulation the robot and the oper-
ator participate simultaneously to the motions of the
tool. In the Acrobot system [82.19] the proportional–
integral–derivation (PID) coefficients of the control law
are given by functions that depend on the position of the
tool with respect to a region of allowed motions, which
corresponds for instance to the bone to be removed for

prosthesis implantation: inside the region, the motions
proposed by the operator and detected by a force sensor
are transmitted to the tool without significant modifica-
tion; in an intermediate region the motions are more or
less transmitted depending on their direction; motions
outside the planned region are strictly forbidden. The
Steady Hand [82.34] works similarly: the operator ma-
nipulates a handle and proposed motions are detected.
In contrast to the Acrobot, the Steady Hand does not
select permitted directions of motions but rather scales
down motions and forces for microsurgery or biology
applications. In the case of PADyC the principle is
slightly different [82.17, 18]; PADyC is a passive arm
for which each joint is equipped with two freewheels
than can be independently clutched or unclutched using
a motor; the motor is velocity controlled, and this veloc-
ity determines the range of allowed motion of each joint
in each direction at each instant. This range of motion
is computed from the representation of the task (po-
sition to reach, trajectory to follow or region to keep
inside for instance) and from the current position of
the robot. No force sensor is necessary. For teleoper-
ation, the operator interacts with a master device and
the slave robot reproduces the motions proposed by the
operator. Transfer functions may enable scaling and fil-
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tering of disturbing shaking motions like in the DaVinci.
Teleoperation can integrate a force feedback to the oper-
ator like in the Sensei system for endocardial robotized
catheter control.

Few systems integrate hybrid force–position control
of the robot. One application case is external ultrasound
examination, which requires constant contact of the ul-
trasonic probe on the body of the patient. Thus several
robotic systems for ultrasound examination (remote or
automated) have been developed with a hybrid control
scheme [82.35, 36]. They generally combine position
control in the main direction of motion with force con-
trol in order to maintain contact during probe motion.
Dermarob [82.37], developed for skin sampling for skin
grafts in burnt patients, follows a similar hybrid control
scheme.

Some of the systems developed for orthopaedics and
neurosurgery offer some basic tracking abilities using
a localizer and markers attached to rigid structures of in-
terest. This is, for instance, the case of Caspar, which is
used for ligamentoplasty in knee surgery, and the case of
a frameless version of the Neuromate. Systems such as
Mazor or Praxiteles which are mounted on the anatom-
ical structure of interest move with it and therefore
suppress the tracking problem. Recently other systems

have been developed with evolved abilities for tracking
of soft tissues. Instead of having a fixed target, the robot
has to track it in real time, in general from information
extracted from imaging data. Typical examples are re-
lated to organ motions induced by cardiac or respiratory
cycles. In those cases, a real-time perception–decision–
action loop must be developed. The Cyberknife system
(Sect. 82.5) developed for radiotherapy [82.38, 39] de-
termines the current position of a tumor moving with
patient respiration by using external markers localized
in real time [82.40, 41]. Alternative approaches con-
sist of coupling motion in the image information to
motion of the robot at a low level through visual ser-
voing. Pioneer work was described in [82.42]; from
high-speed camera data, the motion of relevant fidu-
cials on the heart surface was computed and fed back to
a slave robot for teleoperation, giving the operator the
feeling of a stable target. More recently several groups
have applied visual servoing to image-guided minimally
invasive actions. Video images are used for robotized
endoscopy [82.43,44]; ultrasonic images have also been
introduced [82.45, 46] for cardiac and vascular applica-
tions. Directly coupling motion detection in the images
to motion of the joints requires very careful robustness
analysis.

82.5 The Cyberknife System: A Case Study

This system is described in more detail to make the in-
trinsic complexity of a robotic CAMI system a bit more
visible. This section is also intended to introduce the po-
tentially long road from an initial paradigm and a first
prototype to a clinically used product. Specific issues re-
lating to medical robotics and explaining this long road
are discussed in Sect. 82.6.

The Cyberknife system, distributed by Accuray Inc.,
has been developed in the context of radiotherapy. Usu-
ally, when treating a patient with conventional linear
accelerators, the patient is positioned onto a couch that
has four main DOFs (three translations and one rota-
tion), and the linear accelerator allows orientation of the
radiation beam using two more rotational DOFs. The
convergence point of the radiation beams is termed the
isocenter. A reference frame Riso centered on this point
is associated with the complete radiation system. The
DOFs enable positioning of the tumor on the isocen-
ter and orientation of the radiation beams properly with
respect to the tumor in order to execute the planned
treatment (Sect. 82.2.1). In practice, due to the complex-

ity of positioning the patient and orienting the beams
with such machines, treatments generally consist of
rather simple ballistics with rather few radiation beams.
The Cyberknife concept proposes to install the radiation
source on a six-DOF robot in order to avoid repeated
combined motion of the couch and linear accelerator.
This enables the execution of complex treatments with
hundreds of beams distributed around the tumor without
having to move the patient. Using such a large number
of small beams enables sculpting of the dose distribu-
tion to the tumor shape with high accuracy.

The first version of the Cyberknife [82.38] was in-
stalled at Stanford Medical Center in February 1994,
and the first patient was treated with the system on
June 8, 1994. The current version of the system inte-
grates a Kuka robot (Fig. 82.4a). In early May 2008,
the Accuray Company reported 134 installed systems
worldwide and 40 000 patients treated, mostly for brain,
spine, lung, prostate, liver or pancreas tumors.

Regarding patient data, preoperative CT is tradition-
ally used for treatment planning; other modalities can
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Fig. 82.4a,b The Cyberknife system: (a) the treatment room setup,
(b) functional description of tracking functionalities

be fused to CT data such as MRI or positron emission
tomography (PET) for planning refinement. Intraoper-
ative x-ray imaging produced by two x-ray systems
enables initial patient positioning and participates in
tracking. The system is calibrated, which means that
the spatial relationships between the different reference
frames Riso, Rrobot, and Rx-ray (associated, respectively,
with the isocenter, robot, and x-ray devices) is deter-
mined using specific procedures and calibration objects.
Such calibration is necessary to transform intratreat-
ment imaging information into robot positions with
respect to the radiation system. The transfer of planning
information from RCT to Riso is possible due to image
registration procedures described in more detail in the
following sections.

In the first version of the system, dedicated to
neuro applications, after initial setup, patient motion
was detected and corrected before each dose deliv-

ery from a single beam. Thanks to the CT exam, two
synthetic x-ray images called digitally reconstructed ra-
diographs (DRRs) are computed. They correspond to
what would be seen by the two x-rays machines in
the treatment room for a perfect position/orientation
of the patient with respect to planning data. Two
real images are acquired just before dose delivery
and automatically compared with the DRRs; this re-
sults in the computation of the patient’s shift from the
ideal position/orientation. For small errors, the robot
position/orientation with respect to the patient is auto-
matically corrected by combining this information with
calibration data. For larger discrepancies, a replanning
phase is necessary to avoid any collision during robot
repositioning.

A later version of the system enables real-time
tracking of organs that move with patient respira-
tion (lung, liver, and kidney, for instance) [82.40]. As
regards patient respiration during treatment, several ap-
proaches are used in conventional radiotherapy: the less
accurate method consists of enlarging the targeted zone
to account for tumor motion; irradiating healthy tissues
is more acceptable than missing cancerous cells. This
enlarged zone can be computed by combining infor-
mation from two scanners acquired at the end of the
exhale and inhale phases. A second approach consists of
synchronizing dose delivery to a given stage of the res-
piratory cycle (end of inhalation, for instance) but this
stage has to be reasonably repeatable and detected re-
liably. In a more sophisticated approach, such as that
developed in the Synchrony version of Cyberknife, the
system tracks the organ motion and the robot follows
this motion during dose delivery in order to execute
the planned treatment properly [82.41]. Since it is not
possible to obtain tracking information from x-ray im-
ages – as such organs may not be visible on radiographs
and continuous imaging would result in overirradia-
tion of the patient – a localizer is introduced into the
treatment room. This localizer, associated to Rloc and
calibrated with respect to Riso, is used to track pas-
sive markers placed on the patient’s chest; it delivers
the marker positions about 20 times per second. X-ray
images can be acquired about every 10 s. Because the
motion of internal organs is different from chest exter-
nal motion internal radiopaque markers are implanted
close to the tumor before the preoperative CT examina-
tion. The relationship between the tumor position and
the internal markers is determined using the CT data;
the internal markers enable initial patient setup by reg-
istration of CT data to x-ray images. The relationship
between internal markers visible on x-ray images and
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external markers tracked by the localizer is learnt in
a preliminary stage where both data are acquired during
several breathing cycles. During dose delivery, between
two successive x-ray acquisitions, the position of in-
ternal markers is interpolated from the position of the
external markers and from the model; each new acqui-
sition enriches the model by adding a new couple of
synchronous positions of internal and external mark-
ers. Finally, the position of the tumor can be deduced
from the internal markers and fed back to the robot
for tracking and accurate dose delivery in spite of or-
gan motion. The different components of the tracking
function are illustrated in Fig. 82.4b. Current work deals
with noninvasive alternatives to the implanted internal
markers.

As can be seen in this example, a lot of hardware
and software components are associated with the robot
and many stages are involved in real-time determina-
tion of the robot position with respect to the patient. To
provide the required accuracy for precise dose delivery,

errors have to be reduced as far as possible for each of
these elements; this is especially demanding. Moreover,
because the robot develops very large forces and torques
in the immediate vicinity of the patient, reliability and
robustness are mandatory. Unfortunately, as for many
other commercialized systems, due to intellectual prop-
erty issues few data are available concerning detailed
industrial developments and technical testing.

The Cyberknife approach supposes the ability to in-
stall a linear accelerator as end-effector of the robot;
the Cyberknife robot typically carries 6 MeV accelera-
tors which are quite compact and light compared with
other radiation devices. When higher power is necessary
or when radiation beams are produced by synchrotrons
and/or cyclotrons – for proton therapy, for instance –
the radiation source cannot be positioned and oriented
by a robot. Alternative systems [82.47] have been pro-
posed to position the patient robotically relative to the
radiation beam by means of parallel robotized seats or
robotized couches.

82.6 Specific Issues in Medical Robotics

As has been briefly introduced in the previous sections,
medical robotics raises specific issues at the technical,
clinical, and organizational levels in a very intricate
way. This section discusses those issues in more detail.

Firstly this type of robot has to be used in a human
environment. Because these robotic systems generally
require close collaboration with a clinician, specific
man–machine interface questions have to be resolved.
In the case of surgery, the operator cannot interact easily
with classical man–machine interfaces because he/she
has to work under sterile conditions. This motivates the
development of specific interfaces such as voice control
or foot pedals. In the case of comanipulation, the part of
the robot that is held by the clinician must be made ster-
ile before each intervention. Because the robot is used in
close proximity to human beings – at least the patient –
safety issues are mandatory. Safety has to be demon-
strated both at the hardware and software levels. Various
approaches are possible [82.48]. The choice of specific
architectures of robots or comanipulation control modes
may solve part of the problem. Norms and regulations
are intended to guarantee that the system is safe. How-
ever, it would certainly be interesting to develop such
systems using specific design methodologies introduced
in critical applications (aeronautics, nuclear plants, etc.)
to really anticipate the behavior of such a complex sys-

tem and avoid any misuse. This direction is still to be
explored.

The clinical use of the robot also requires elec-
tromagnetic compatibility with the environment, in
particular in the OR. When the robot is used in spe-
cific environments such as inside a CT or MRI imaging
sensor, the robot must not disturb image acquisition or
corrupt the data. This may significantly constrain de-
sign choices and selected materials: for instance in the
MRI environment no ferromagnetic parts should be in-
tegrated into the robot. Sterile cleaning of the robot is
also an issue. Bone-mounted robots, which come into
very close contact to the patient, must be completely
cleanable. This is the case, for instance, for the Prax-
iteles and LER-VIKY systems (Sect. 82.3.3), which are
autoclavable. In the case of larger robots, their end-
effector may be introduced inside sterile disposable
plastic bags. However, the robot connection with the
tool that is in contact with the patient has to be cleaned
in a sterile way. Finally, the system and the robot must
be designed such that the robotic procedure can be
easily and rapidly converted into the conventional in-
tervention, at any time, in case of problems. This may
also have important design consequences.

As mentioned previously, introducing a new med-
ical device requires demonstrating the added value

Part
H

8
2
.6



1462 Part H Automation in Medical and Healthcare Systems

over existing techniques from a clinical perspective;
for instance, using the robot could enable perform-
ing less-invasive interventions, resulting in shorter stay
of the patient in the hospital. In the same way, using
a robot to hold the endoscope may save one assistant
who can be transferred where his/her skills are used
in a much better way. However, evaluating such orga-
nizational benefits obviously requires very precise cost
and resource management: all necessary human or ma-
terial resources participating in the intervention, from
diagnosis to long-term follow-up, have to be taken into
account. On a more medical level, using a robot to
machine bone for prosthesis placement may result in
longer lifetime of the prosthesis and/or fewer joint dis-
junctions (for the hip, for instance). In a similar way
using a complex radiotherapy treatment delivered us-
ing a robot may allow dose escalation and may result
both in better control of a tumor and fewer complica-
tions. In general, it is not easy to predict how accurate
and sophisticated a robotic procedure should be to make
a significant difference on the clinical level. To prove
this may also be very challenging. The evaluation of
clinical benefits may require long-term trials involv-
ing several centers and many patients. Those clinical
trials have to be conducted in accordance with the ethi-
cal standards and regulations of the country concerned;
those standards and regulations may be very strict, but

they vary from country to country. Finally, added value
may also be evaluated in terms of commercial advantage
for a hospital that may attract more patients when high
technology is used for painless, minimally invasive pro-
cedures. This added value should be significant enough
to compensate for drawbacks related to the introduction
of a robot such as the increase of procedure duration,
which is often observed even when the learning pe-
riod is finished. (See Chap. 77 for additional content on
automation in hospitals and healthcare.)

Cost is obviously another issue; indeed, several
of the distributed systems are quite expensive. If we
consider some of the systems (for instance, Robodoc,
Caspar, DaVinci, and Cyberknife) listed in Table 82.1,
costs average in the range US $1 000 000–2 000 000.
Aesop cost around US $100 000. Frequently a mainte-
nance cost of 10% per year has to be added, and some
of these systems generate an extra cost per intervention
(for instance, about US $1000–2000 for the DaVinci
system). This may be quite a heavy cost for hospitals
and clinics. Moreover, depending on healthcare funding
models in different countries, some of those costs may
not be affordable by health insurances. The higher the
investment, the more significant the added value has to
be to justify the expense. More recently developed sys-
tems (smaller and simpler robots, disposable devices)
are likely to propose more affordable solutions.

82.7 Systems Used in Clinical Practice

For 20 years many medical robotic systems have been
developed in laboratories and evaluated to a certain
extent. Evaluation is twofold: at the technical level it
consists of characterizing accuracy, reliability, robust-
ness, etc. This stage may be realized on laboratory
setups using phantoms that mimic, more or less real-
istically, the concerned part of the body. At the clinical
level, experiments with corpses or animals enable a first
approach to a more realistic evaluation of clinical fea-
sibility and performance. Finally, a study on series of
patients is always necessary to fully evaluate the sys-
tem and its clinical added value. Relatively few medical
robots have undergone the whole evaluation process,
reached the market, and gone into wide clinical use.
There are indeed two major challenges: how to turn
a laboratory prototype into a certified product, and how
to make this product an industrial success. The rea-
sons for this still limited diffusion of medical robotics
in the clinical world certainly come from the spe-
cific constraints of medical robotics discussed above

and probably from the questionable added value of the
robot in a number of cases. The complexity of clini-
cal evaluation, certification, and marketing also makes
the process very long and expensive; for instance, in
orthopaedics, demonstrating the advantage of robots
over competing techniques may take more than 10 years
since the stability and life duration of prostheses cannot
be demonstrated any earlier. At the same time, to eval-
uate them it is necessary to install robots in hospitals,
sometimes at the company’s expense. Convincing a hos-
pital to buy such expensive devices before any medical
evidence of their added value is available is particularly
challenging.

Table 82.1 attempts to list as largely as possible
the industrial systems that are, or have been, signifi-
cantly clinically used in routine and emerging products;
this table is intended to give a flavor of the clini-
cal spread of the technique. Numbers of systems are
estimates established in early 2008. As can be seen
several systems are no longer distributed: this de-
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serves further comments. Surgiscope and MKM, which
are both surgical microscope holders, probably faced
a limited added value versus cost ratio. As regards
Robodoc, this system had not yet demonstrated a clini-
cal benefit when misuse of the robot resulted in many
clinical complications and legal cases in Germany;
this ended up with the removal of the robot from
the US and European markets. Caspar, which offered
functions very similar to those of Robodoc, probably
suffered from the same unproven added value issue
and from the failure of Robodoc. Aesop and Zeus
are no longer distributed due to intellectual property
conflicts. Aesop was, however, very successful in clin-
ics and could certainly be considered as an industrial
success.

The success of DaVinci is probably due to its ability
to offer intrabody DOFs for endoscopic surgery; laparo-
scopic radical prostatectomy is one of the main clinical
vectors of the large dissemination of the DaVinci sys-

tem. As regards Cyberknife, the ability to perform
complex dose distributions with tens of small radiation
beams and the capacity to radiate the tumor accurately
during patient respiration are probably the keys to its
success. Moreover, conventional radiation apparatus are
expensive devices and cost issues may be less critical in
the case of radiation therapy than for surgery.

Table 82.1 also shows that emerging systems are
often based on quite different design philosophy:
small dedicated systems with more interactive control
schemes. As can be seen, favorite applications are in
endoscopy and knee arthroplasty, where the market is
large (6 000 000 laparoscopic surgeries per year world-
wide, and 600 000 knee prostheses per year worldwide).

Many other systems are somewhere in between the
academic and industrial worlds and are not included in
this table. Several of those forthcoming devices concern
the introduction of needles into the body (for biopsies,
punctures, brachytherapy, etc.).

82.8 Conclusions and Emerging Trends

In this chapter, we have introduced the main motiva-
tions for computer-assisted medical interventions and
presented the place of medical robots in this gen-
eral paradigm. Different generations of robots have
been proposed and evaluated worldwide, ranging from
systems inspired from industrial automation to more
specific clinical robots. In parallel to those evolutions
in terms of robot architecture and application areas, we
have shown that the control modes also evolved in dif-
ferent directions: giving a larger place to the operator
through real cooperation or closing the control loop
with real-time imaging data for tracking mobile and de-
formable targets. The future is probably in the merging
of such type of controls; for instance, the robot might
handle synchronization with a moving organ while the
operator would control the fine motions with respect to
the stabilized target.

As regards industrial products resulting from this
domain, the evolution has been very similar. The

future will tell if those new design choices will
result in a much larger spread of medical robots.
Reference [82.49] reports 39 000 service robots for
professional use installed worldwide up to the end of
2006, among which 9% (about 3500 devices) would
be medical robots. However, this report does not tell
precisely what is included in this category (for ex-
ample, integration of haptic devices, integration of
mechanical localizers or others). From the numbers
mentioned in Table 82.1, our estimate of installed robots
in 2008 would be closer to 2500, which is proba-
bly less than half the number of installed navigation
workstations. Increasing this ratio requires careful se-
lection of applications with significant added value
and the development of user-friendly cost-effective
systems. Intrabody highly integrated mechatronic de-
vices potentially open the range of applications in
a dramatic way. This domain has still to be largely
explored.

82.9 Medical Glossary

• Aneurysm: a local hernia on a blood vessel po-
tentially resulting in vessel rupture and internal
haemorrhage

• Autoclavable: being cleanable in the autoclave
(pressured vapor sterilization with temperatures
greater than 100 ◦C)
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• Arthroplasty: plastic surgery of the joints involved,
for instance, in joint replacement (e.g., hip, knee)• Biopsy: the action of taking samples of a tissue with
a needle for further analysis• Brachytherapy: the introduction of radioactive seeds
into an organ for tumor destruction• Catheter: a flexible tube introduced into the body,
typically blood vessels, for instance, to inject drugs
or to place dilatation devices. Generally, the end of
the catheter can be slightly curved by the physician
from the outside of the body• Colonoscopy: endoscopic examination of the colon• Computed tomography (CT): 3-D imaging from
x-ray acquisition, enabling good visualization of
bony structures and air cavities• Digitally reconstructed radiograph (DRR): a syn-
thetic x-ray projection image computed from a CT
volume being given the position of a virtual source
and virtual image plane• Endoscopic surgery: surgery involving a minimal
access to the body through natural cavities or inci-
sions and visualization of the internal organs using
rigid or flexible optical sensors (the endoscope)• EC marking: the certification from the European
Community necessary for marketing a products of
any type in the Economic European Community; it
insures that the product complies with the European
regulations in terms of safety, health, environment,
etc.• FDA: Food and Drug Administration; the US ad-
ministration in charge of controlling the safety and
efficacy of health-related products
(http://www.fda.gov)• Interventional radiology: a category of therapeutic
or diagnostic procedures executed under imaging
control

• Magnetic resonance imaging (MRI): 3-D imaging
from magnetic resonance of hydrogen protons in
the body, enabling detailed visualization of soft tis-
sues• Neurosurgery: brain or spine surgery• Operating room (OR): also called operating theater• Orthopaedics: a surgical specialty dealing with
skeleton bones and joints• Positron emission tomography (PET): a functional
imaging modality in which a radioactive marker is
associated to a metabolically active molecule and
injected into the body of the patient; the metabolic
activity is traceable thanks to the radioactive marker
and can be reconstructed in 3-D thanks to to-
mography techniques similar to the one used for
CT• Puncture: the action of inserting a linear tool (a nee-
dle or an electrode for instance) into the body• Preoperative, intraoperative, postoperative: before,
during, after the intervention• Prostatectomy: surgical removal of the prostate in
case of cancer; laparoscopic prostatectomy is the
minimally invasive version of this surgery• Radiopaque: visible on x-ray images• Radiotherapy: the destruction of pathologic tissues
(mostly tumors) by ionizing particles• Stereotactic neurosurgery: a minimally invasive ac-
cess to the brain requiring very accurate localization
of intracranial structures• Stereotactic frame: a mechanical device for perfect
immobilization of a patient’s skull, also used for
transferring the surgical plan and for guiding the
surgical tool• Ultrasonic examination: an imaging modality (2-D
or 3-D) based on the propagation of ultrasound in
the body; it visualizes tissue interfaces.
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Home, Office, and Enterprise Automation. Part I This part is about functional automation areas at home, in
the office, and in general enterprises, including multi-enterprise networks. Common to these areas is the power
of automation appliances, such as home and office appliances, and of Internetworking, such as collaborative de-
cision support and scientific exploration, collaborative work, and e-Activities, from service to business, banking
to home-office, laboratories, schools, government and tele-work. Chapters also cover the automation theories,
techniques and practice, design, operation, challenges and emerging trends in education and learning, bank-
ing, commerce. General automation principles and functions include decision support, collaboration, integration,
planning, services for unique needs such as disabilities, and business process automation. An important dimension
of the material compiled for this part is that it is useful for all other functional areas of automation, for in-
stance, office and school automation, interoperability, client relations management, enterprise resource planning,
and collaborative decision support (all subjects of this part) are directly applicable to industrial, infrastructure,
agriculture, medical, transportation, service, and other domains of automation.
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Automation i83. Automation in Home Appliances

T. Joseph Lui

Home appliances, by their very nature, represent
realizations of the principles of automation. Home
appliances exist for the purpose of automating
otherwise manual processes in the home. The
operation of home appliances has been refined
over the years, though the machine function has
remained essentially the same. Advancements
in the areas of microprocessor-based controls,
sensors, displays, and interconnectivity, however,
are enabling a new generation of appliances
with advanced automation capabilities. Smart
refrigerators, smart cooking appliances, and smart
cleaning appliances are already appearing on the
market. Along with these appliances we observe
the viability of advanced applications in home
automation. Software-based controls, appliance
area networks (AANs), and display devices capable
of creating a rich user experience are enabling
advances in refrigeration automation, cooking
integration automation, automated home utility
management, automated fault and performance
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monitoring, and more. In this chapter we explore
the enabling technologies and applications of
advanced home appliance automation.

Convenience – in the form of home chore automa-
tion – has always been the primary justification for
a consumer to purchase a home appliance. Major home
activities including refrigeration, cooking, and cleaning
have enjoyed substantial levels of automation for many
years. In this chapter, we explore the history of home
chore automation, enabling technologies for advanced
automation, and several applications thereof. We will

not address heating, ventilation and air-conditionning
(HVAC), lighting, entertainment, or security systems.
Interested readers can refer to Chaps. 62 and 71 for
treatment of these topics. Here, we focus specifically on
major appliances, namely, refrigerators, dish washers,
cook tops and ovens, clothes washers and dryers, and
microwave ovens. We do not address smaller appliances
such as food processors.

83.1 Background and Theory

83.1.1 History

Home appliances, by their very nature, automate an oth-
erwise manual process. The clothes washer automates

the manual process of fabric care. The food proces-
sor automates portions of the manual processes of food
preparation. The list goes on. So, in a sense, the home
was the first place in which automation received mass-
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market appeal. The automatic clothes washing machine
was introduced in the USA commercially in 1911 and
was a common feature of US homes by the close of
the 1920s. Today, 80% of US homes have a clothes
washer [83.1]. Moreover, though the microwave oven
was only introduced in 1967, the convenience provided
has resulted in around 85% of households having the
appliance today. 1967 is the year of introduction of the
first commercially viable countertop microwave oven:
the Radarange from Raytheon/Amana. The first mi-
crowave oven of any kind was introduced in 1947, also
by Raytheon [83.2].

Home appliances are on a long evolution path in
which they have been improved aesthetically, refined
operationally, and cost-reduced. However, the degree
of automation of the fundamental processes has not
changed substantially: a refrigerator still essentially
keeps food cold; a water heater still basically keeps
water hot. Typically, the quantum leaps in home ap-
pliance automation have not occurred within existing
appliances, but with the introduction of new appliances.
Examples include the microwave oven in 1967 and the
trash compactor in 1969. However, opportunities for
increased automation of the processes performed by ex-
isting appliances do exist and are under development.

Advanced automation opportunities for home appli-
ances appear on two fronts: convenience and precision.
Existing processes can be made more convenient for the
user, for example, by reducing the amount of user input
and intervention required by the process. Processes can
be made more precise and, in particular, more efficient
by transferring some decision-making responsibilities
from the user to the appliance itself.
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Fig. 83.1 Simple clothes washer algorithm

83.1.2 Enabling Technologies

Microprocessor Controls
The fundamental enabler for advanced home ap-
pliance automation has been the introduction of
microprocessor-based control systems and associated
software. In the past, electromechanical control systems
have made dramatically increased automation either in-
feasible or impractical. However, virtually all modern
major appliances – spanning refrigeration, fabric care,
and cooking – are now equipped with a programmable
microprocessor, thus setting the stage for quantum leaps
in automation.

Sensors
Microprocessors ostensibly can implement their pro-
cesses without environmental inputs; for example,
a clothes washer could operate based on the simple
algorithm presented in Fig. 83.1.

However, advanced automation and, in particular,
increased efficiency are dependent on retrieval of in-
formation from the process environment. Thus, another
key technological enabler is environmental sensors. Ex-
amples of important sensors include:

• Temperature sensors• Flow meters• Optical cameras• Infrared sensors• Chemical sensors• Radiofrequency identification (RFID) receivers.

Temperature sensors give the microprocessor access
to, for example, the temperature of inflowing water,
ambient or internal air, and food in the case of refrigera-
tion and cooking appliances. Flow meters are employed
primarily to provide data on water volumes, which
can be crucial to achieving a desired water tempera-
ture. Optical cameras provide inputs to, for example,
food doneness determination algorithms. Infrared sen-
sors provide noninvasive means to evaluate temperature,
while chemical sensors provide key data for evaluating
things such as detergent concentrations.

The sensors introduced above generally serve to
evaluate the physical characteristics of some element of
the process being executed, or the thing on which the
process is operating (food, clothing, etc.). However, an
RFID receiver provides access to stored data about the
item being processed which is not otherwise accessible
– at least not cheaply and conveniently. For example,
RFID tags embedded in clothing could contain informa-
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Fig. 83.2 More advanced clothes washer algorithm

tion on the composition and care of the garment, such as
parameters dealing with appropriate water temperature,
detergent type, and washing cycle. RFIDs contained
in prepared food packaging could contain information
on composition and instructions for preparation, such
as cooking temperature and time. Thus, RFIDs pro-
vide access to a rich cache of information which can
be leveraged for automation. The term RFID in this
context is not intended to pertain to any specific ra-
dio technology or technical standard, but to the general

concept of wireless, short-range, passive information
retrieval.

Now, returning to the algorithm presented above,
given a sufficiently capable array of sensors, we might
be able to automate the process as shown in Fig. 83.2.
This revised algorithm is critically dependent on the
availability of sensors. Modern home appliances are be-
ing equipped with ever more sensors to enable cycle
optimization and efficiency, as well as process automa-
tion.
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Fig. 83.3 Remote appliance communication

Connectivity
In addition to collecting and processing information
within the home appliance, automation opportunities
are further expanded if the home appliance is able
to communicate information externally. It can be ad-
vantageous to exchange information locally with other
appliances, or remotely with other entities such as the
user, the appliance vendor, or a third party such as a util-
ity (Fig. 83.3).

These appliance area networks (AANs) can be re-
alized in any of a number of topologies, such as star,
mesh, and ring (Fig. 83.4).

Fig. 83.4 AAN topologies

In order to communicate with entities outside the
AAN, though, an Internet gateway is often required.
The AAN’s Internet gateway could be something as
simple as a broadband modem, or it could be something
more intelligent, for example, in the case that the appli-
ances and/or the networking technology do not natively
support a full suite of internet protocols such as trans-
mission control protocol/Internet protocol (TCP/IP),
dynamic host configuration protocol (DHCP), and do-
main name system (DNS).

AANs can utilize any number of communi-
cation protocols including IEEE 802.3 Ethernet,
IEEE 802.11 wireless local-area network (LAN),
IEEE 802.15.4 low-rate wireless personal area network
(PAN), and a multitude of public cellular networking
technologies.

Once home appliances are networked together and
connected to the Internet, boundless opportunities for
automation exist. Some of these include:

• Automatic distribution of information amongst the
appliances, for example, time of day• Automatic coordination and optimization of electric
power, water, and natura-gas usage• Automatic status reporting and remote appliance
control• Automatic performance analysis and reporting• Automatic fault detection and reporting.

At the time of this writing, home appliance Internet con-
nectivity and some of the applications given above are
becoming available commercially.

83.2 Application Examples, Guidelines, and Techniques

83.2.1 Refrigeration

It has been stated previously that the basic func-
tion of the most widely used home appliance – the

refrigerator – has not changed significantly since its in-
ception. There are, however, opportunities to automate
the fridge’s function significantly. The penultimate in
refrigeration – the smart fridge – would possess at least:
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Table 83.1 Smart refrigerator food inventory

Type Subtype Instance Inventory date Expiry date Capacity Fill level

Milk 2% 1 23-Apr 10-May 4 L 30%

Milk 2% 2 01-May 18-May 4 L 100%

Olives Green 1 23-Apr 06-Dec 200 g 100%

Beer Duff 1 23-Apr N/A 6 17%

Carrots N/A 1 23-Apr N/A 0.5 kg 80%

. . . . . . . . . . . . . . . . . . . . .

• Automatic food inventory• Automatic quality management.

In the basic implementation of the smart fridge con-
cept, the type and quantity of refrigerated food would
be stored in a database by the refrigerator. As items
are placed in the fridge, an identifier – such as an
RFID tag – is read. Similar functionality could be im-
plemented via universal product code (UPC) symbol
instead of RFID, but this would require some user in-
tervention (the scanning of the symbol) and would this
represent a semiautomatic process. The tag indicates the
food type, the product brand name, the container size or

Start

End

Read
RFID

Weigh
food
item

Food item placed
in fridge

No

No

No

No

Yes

Yes

Yes

YesCompare expiry
date with

today's date

Food itemFood item
spoiled?spoiled?

Food itemFood item
removed fromremoved from

fridge?fridge?

Food itemFood item
returned toreturned to

fridge?fridge?

AlmostAlmost
out?out?

Xmin

Issue food 
spoilage warning

Add food item to
shopping list

Add food item to
shopping list

Fig. 83.5 Smart refrigerator inventory maintenance

weight, the use-by date, and any other information rel-
evant to the inventory process. To this the fridge adds
each item’s purchase date, physical location, and other
information (Table 83.1). As food is consumed, the
relevant database entry is updated; for example, a half-
gallon container of milk weighing 900 g is determined
to be just under half full.

Several conditions trigger the ordering of food. If
the food container is not returned to the fridge within
a certain period of time, then the food is presumed to
be fully consumed and the smart fridge flags the item
for replacement. Similarly, if the container is returned
to the fridge, but the fridge determines that the con-
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tainer’s contents have reached a critically low level, then
the item is also flagged for replacement (Fig. 83.5). Fur-
ther, if the item is nearing its use-by date, then the item
is marked for replacement.

Either automatically or pursuant to a demand by the
user, a shopping list can be generated. Using Internet
connectivity, the list can be sent directly to an online
grocer for delivery, or to a bricks-and-mortar grocer for
preparation and eventual collection by the user, or to the
user’s computer or mobile phone. Alternatively, the list
can be sent over the AAN to a printer and hand-carried
by the user to the market, or simply displayed on the
fridge’s own video display device (Fig. 83.6).

The smart fridge concept further is conducive to
maximizing food freshness and safety. Detailed knowl-
edge of the fridge contents permits optimization of
temperature and humidity so as to extend food fresh-
ness. And since the smart fridge has retained the use-by
date for each item in its database, any food nearing its
end-of-life can result in safety alerts to the user and
automatic reordering or addition to the shopping list.

Advanced implementations of the smart fridge con-
cept include recipe cognizance. In one realization,
digital recipes – utilizing extensible markup language
(XML) or an appropriate means to identify informa-
tion elements within a recipe – are downloaded to the
fridge over the Internet/AAN, with the fridge alerting
the user as to which ingredients are lacking, and or-
dering them (or adding them to the shopping list) as
necessary. In another realization of recipe cognizance,
the smart fridge alerts the user as to which recipes can

Grocery list
• Milk
• Olives
• Beer

Grocery order
• Milk
• Olives
• Beer

Grocery list
• Milk
• Olives
• Beer

Grocery list
• Milk
• Olives
• Beer

Grocery store

Fig. 83.6 Shopping list generation and notification

be prepared with the ingredients on hand by searching
the Internet for digital recipes which are matches to the
fridge inventory.

Clearly, the smart fridge is dependent on all of the
enabling technologies described previously: a compre-
hensive array of sensors, microprocessor control, and
connectivity.

83.2.2 Cooking

Cooking is, by its very nature, a labor-intensive process.
However, there are several opportunities for further au-
tomation of the processes performed by each of the
major cooking appliances, namely, the cook top (stove),
microwave oven, and convection oven. Some possibili-
ties are as follows.

Often, the temperature of convection ovens and
cook tops is not regulated, but controlled indirectly.
Rather than controlling the temperature, the appliance
controls the amount of energy dissipated. The vessels
used for cooking in convection ovens – and on cook tops
in particular – while not part of the appliance per se,
are critical components in the cooking process. Given
the nature of temperature regulation, the cooking ves-
sel is not integrated into the appliance’s temperature
regulation mechanism. Thus, as ingredients are added
to the cooking vessel, temperatures fluctuate. With ap-
propriate sensors, vessel temperature can be stabilized,
with heat being added as sudden drops in temperature
are detected, thus automating what would otherwise be
the manual process of raising and lowering the energy
consumption rate.

For all cooking appliances, automated doneness
detection is possible. Optical sensors and internal tem-
perature probes can be used to cook precisely to the
desired doneness; for example, most meats are cooked
to a desired internal temperature, depending on personal
preferences for doneness. Temperature sensors can be
used to cook precisely to this temperature, without
over- or undershooting, with the appliance subsequently
keeping the meat warm without continuing to cook it.
(Note that, while temperature probes are often available
from third parties, they are strictly external and not inte-
grated with the cooking appliance’s temperature control
logic.)

Further, a sufficiently rich portfolio of probes
enables more refined cooking cycles; for example, tra-
ditionally, we might set a convection oven to 232 ◦C
for 10 min, then turn the temperature down to 163 ◦C
for 2 h. A smart oven could be programmed to first
sear, then cook to an internal temperature of 60 ◦C,
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with the appliance itself making all necessary deci-
sions about time and temperature, thus automating the
process.

In a still more advanced realization of cooking au-
tomation, the cooking appliance would be provided
with detailed cooking instructions by the food itself.
The food’s packaging – a box or wrapper – could be
equipped with an RFID tag which would be read by the
cooking appliance, either as it is placed into the appli-
ance or when it is passed near a sensor manually. This
approach is clearly most feasible in the context of pre-
pared foods. The RFID tag would contain details of the
nature of the food (e.g., its type and weight), cooking
time, and cooking temperature. The only required user
intervention would be selecting the desired doneness, if
applicable, and pressing start, substantially automating
the process. When integrated with temperature probes
and sensors, the cooking appliance could automate the
entire process, from defrosting to cooking, simply tak-
ing the desired meal time as an input.

Extending the concept of a digital recipe to cooking,
the power of the AAN could be leveraged to coor-
dinate the functions of the cooking and refrigeration
appliances and substantially automate food preparation
from end-to-end: The smart fridge would manage the
ordering and inventory of ingredients, while the smart
cooking appliances would manage the cooking based
on XML-encoded instructions (time and temperature) in
the digital recipe or a similar information classification
protocol (Fig. 83.7).

83.2.3 Cleaning

Cleaning appliances – clothes washers, clothes dryers,
and dish washers – again offer a substantial degree of
process automation by their very nature. However, fur-
ther levels of automation are possible. Some examples
are as follows.

Washing appliances – clothes and dish washers – are
optimized by their users according to the nature of the
task at hand. The number of cycles offered by each ma-
chine is limited, and users sometimes utilize only one or
two of the available cycles. Thus, there exists the oppor-
tunity to automate the decision-making process further.
With an appropriate array of sensors – such that the fab-
ric/dish type, volume, and soil level can be assessed –
the washer can automatically optimize its cycle. Among
the variables which can be adjusted are the wash, rinse,
spin, etc. durations, the nature of the chemistry (such
as the detergent type and volume), and optimal water
temperature and volume.

greatrecipes.com

Fig. 83.7 Semiautomated food preparation

In an even more advanced implementation, clothing
and dishes would be equipped with RFID tags which
would inform the appliance as to the nature of the item
as well as specific care instructions. The cleaning appli-
ance could then determine the optimum washing/drying
cycle based on all the contents loaded into the ma-
chine, perhaps suggesting, for example, that certain
items should not be washed together, or should not be
machine washed (or dried) at all (Fig. 83.8).

It is easily observable that water-consuming appli-
ances such as clothes washers and dish washers can
cause a substantial drop in household water pressure
during their operation. They can also consume a sub-
stantial portion of the household hot water reserve. The
power of the AAN can be leveraged automatically to
coordinate the operation of water-intensive processes;
for example, the clothes and dish washers can commu-
nicate over the AAN to ensure that they do not both
operate at the same time, and both devices can com-
municate with the water heater to ensure a sufficient
reserve for other water-intensive activities in the home
(Fig. 83.9). Both appliances further could be configured
to avoid operation during bathing times.

83.2.4 General Appliance Automation

Thus far we have examined the automation of the
specific processes performed by individual home ap-
pliances. We now examine automation as it pertains
to home appliances in general. Microprocessor con-
trol, sensor arrays, and connectivity enable a number of
generic automation functions in any so-equipped home
appliance. Some possibilities include:
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Fig. 83.8 RFID-based wash cycle optimization

• Performance monitoring• Fault monitoring• Software maintenance• Consumables monitoring.

Performance Monitoring
Traditionally, poor appliance performance is not de-
tected and acted upon until it degrades to a catastrophi-
cally-low level; for example, a refrigerator evaporator
fan becomes clogged with debris and the fridge fails
to cool effectively and begins to consume inordinate
amounts of energy. As performance continues to de-
grade, the fridge is unable to maintain a sufficiently low
temperature and food spoils, resulting in a risk to the
user’s health. Usually only when this near-fault condi-
tion occurs is the user alerted to the problem. However,
advanced automation techniques permit home appli-
ances to monitor various internal performance metrics
continuously. In our example, this might include:

• The electric current drawn• The condenser fan on time• Time during which the cooling chamber exceeds the
desired temperature.

These metrics could be compared against their
long-term average values, or against some factory-
programmed limits. If performance, as determined by
these metrics, degrades below the desired level, the
user or the appliance service center is automatically
alerted – by the appliance – to the need for mainte-
nance (Fig. 83.10), thus avoiding a catastrophic outage
and food spoilage.

Fault Monitoring
Similarly, appliance faults which are not preceded by
gradually degrading performance can be acted upon au-
tomatically. Appliances can execute internal diagnostic
testing periodically and can detect when subsystems
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Active cycle in progress
Projected usage next 30 min: 150 l

Fig. 83.9 Water usage coordination

fail. This information can both be shown on the appli-
ance’s video display and be reported to the appliance
service center. Armed with exact knowledge of the fault,
the responding technician can be dispatched with all
necessary tools and parts, minimizing the time to repair
and the need for a follow-up visit to the user premises.

Critically, large volumes of fault and performance
data – gathered from an appliance vendor’s installed
base – can be aggregated and analyzed to spot trends.
Subcomponents which have unusually high fault rates
can be swapped in the manufacturing process to re-
duce the incidence of the fault in future appliances
(Table 83.2). Similarly, appliances showing trends in
a certain mode of performance degradation can be re-
designed to minimize the likelihood of occurrence in
future units.

Software Maintenance
Once home appliances are functional Internet nodes,
it becomes possible to automate appliance software
maintenance. Just as a home personal computer (PC)’s

operating system and application software are updat-
able automatically via the Internet, so can an appliance’s
software be updated. As software bugs are discovered,
new loads containing the bug-fix can be pushed out
to the connected appliances, eliminated the need for
a service call, the need to disassemble the appliance,
or even the need to connect tools – such as a PC – to
the appliance. Beyond bug-fixes, this technique can be
used to deploy new software-based functionality, such
as new or optimized machine cycles. This is a partic-
ularly powerful capability when used in conjunction
with the aforementioned large-scale performance data
analysis, which might indicate that certain software pa-
rameters – such as performance thresholds – need to be
tweaked.

Consumables Monitoring
Some home appliances utilize consumable items
– items which have a limited useful life and must be
replaced periodically. Examples include filters and ad-
ditive or detergent cartridges. When an appliance is
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Fig. 83.10 Remote performance monitoring

under microprocessor control, the remaining life of con-
sumables can be monitored precisely. When this metric
falls below a predetermined threshold, the connectivity
capability can be used to reorder the consumable auto-
matically, thus eliminating the possibility of appliance
downtime or degraded performance.

83.2.5 Household Energy Management

For a number of reasons, household energy usage – pri-
marily electric power usage – has been brought to the
forefront of the energy debate. Concerns over climate
change, energy supply stability, and national energy

Table 83.2 Trending using aggregated performance data

Type Subtype Model Revision Units in field Fault code Fault instances

Refrigerator Side-by-side K123 2 67 839 1 0

Refrigerator Side-by-side K123 2 67 839 2 0

Refrigerator Side-by-side K123 2 67 839 3 42

Refrigerator Side-by-side K123 2 67 839 4 690

Refrigerator Side-by-side K123 2 67 839 5 0

. . . . . . . . . . . . . . . . . . . . .

independence have refocused government and public
utilities on the issue.

A particular concern of electric utilities is transient
peaks in demand which exceed the utility’s ability to
produce power. In such situations, the utility is forced to
purchase energy on the open market from a third-party
supplier. Since such suppliers know that electric power
in such overload conditions is extremely valuable to the
utility, they charge relatively high prices for the electric-
ity, negatively impacting the utility’s margins, in some
cases to the extent that the utility loses money, after
having sold the electric power for less than it cost to
acquire it. In order to minimize their loss, utilities some-
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times must cut their supply of power. In order to spread
the pain, this is done for brief periods within a number
of geographic regions, producing the infamous roving
brownouts.

In other industries, if a supplier runs out of capacity,
it simply builds or otherwise procures additional sup-
ply capacity. In the case of a manufacturer of goods,
a new factory might be constructed. However, electric
power generation facilities are both expensive to build
and sensitive politically. So increasing supply is diffi-
cult and sometimes infeasible. In order to address the
electric power supply–demand problem, utilities have
taken a demand-side approach. This approach entails
direct control of power consumption by the electrical
devices – including appliances – in the home, as well
as in load-based, real-time pricing of electricity. Thus
we introduce the concept of automated electric power
usage in the home.

Direct Load Control
Direct load control (DLC) refers to the ability of the
electric power utility to reduce the amount of power
consumed by electrical equipment in the home by
communicating directly with the equipment, without
the need for resident intervention [83.3]. Examples of
home electrics which are key to the DLC strategy in-
clude HVAC systems, electric water heaters, and major
appliances.

With DLC, as the utility approaches its capacity
limit (Fig. 83.11), it sends signals to the home electrics
which indicate the need to conserve power; for exam-
ple, the HVAC system can be requested to operated at
a higher (in summertime) or lower (in wintertime) tem-
perature. Likewise, the water heater can be requested to

Electric utility capacity

Electricity demand

Time

Fig. 83.11 Hypothetical electricity demand versus electric
utility capacity

switch off temporarily, resulting in power savings with
a slight reduction in water temperature. Electrical ap-
pliances – which sometimes have complex operating
cycles – can be requested to operate in high-efficiency
mode, or to delay starting until the power demand has
subsided.

Many architectures exist for realizing DLC-based
automated home energy usage control. In one imple-
mentation, the electric utility operates a server which
monitors instantaneous power demand. As demand con-
tinues to rise toward the utility’s peak capacity, the
server sends signals to smart power meters in partic-
ipating homes, which in turn send signals – perhaps
wirelessly – to the subtending appliances, indicating the
need to conserve power (Fig. 83.12).

If the number of participating households is large,
and if the aggregated power savings are sufficient, then
the utility can avoid going to the open market to procure
power and the associated possibility of a brownout. As
demand begins to wane, the utility’s server signals the
smart power meters with a signal indicating that power
consumption can return to normal. Thus, home power
demand control is automated.

DLC is most applicable in markets where retail pric-
ing is regulated, i. e., real-time pricing is not possible.
Consumers are offered incentives to participate in DLC
programs in the form of rebates from the electric utility.

Real-Time Pricing
Real-time pricing refers to the electric utility’s ability to
vary pricing for electric power over relatively short pe-
riods of time, for example, on a per-hour basis [83.4].

Fig. 83.12 Direct load control using smart power meters
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Fig. 83.13 Home electricity usage: flat-rate versus real-
time pricing

Real-time pricing can be used – among other things –
to disincentivize power consumers from using power
during periods of peak demand. This reduces the prob-

Fig. 83.14 Real-time pricing using appliance control node

ability that the utility’s own capacity will be exceeded,
and minimizes the likelihood that the utility has to pur-
chase additional power on the open market.

When real-time pricing information is relayed to
consumers, they make decisions about how to use their
home electrics so as to keep their electric bill within
their spending limits. So, for example, during peak
hours in summertime, residents can choose to set ther-
mostats to a higher temperature in the mid-afternoon,
when energy prices are highest. Likewise, certain
household activities – such as laundry and dish wash-
ing – can be deferred until pricing is more amenable
(Fig. 83.13). With enough participating households, the
aggregated power demand on the utility is eased to the
point that it does not have to purchase additional power
from a third party.

We have described a mechanism by which electric
utilities can automate demand control by manipulat-
ing the retail price of power. However, further power
consumption automation opportunities exist on the con-
sumer side. If the pricing information is relayed directly
to appliances – for example, via a smart meter – then
compatible appliances can automatically adjust their cy-
cles so as to minimize the net energy cost; for example,
the clothes washer, after having received a start signal
from the user, could delay starting its cycle until energy
prices are more favorable.

Alternatively, if pricing information is relayed to
a hypothetical appliance control node located in the
home, the control node can schedule appliance (and
HVAC, water heater, etc.) operation so as to meet
consumer-configured criteria regarding comfort, conve-
nience, and cost (Fig. 83.14).

For example, the user could decide that he wants to:

1. Minimize cost during weekdays
2. Balance cost with comfort and convenience during

weeknights
3. Maximize comfort and convenience on weekends.

The control node would then configure and sched-
ule tasks accordingly. This could mean, for example,
switching off the air conditioning during weekdays,
raising the temperature slightly on weeknights, and op-
erating it normally all weekend.

A more sophisticated energy control node algorithm
might look something like that shown in Table 83.3.

Thus the user can achieve the optimal balance of
electric power cost and comfort and convenience in an
automated way.
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Table 83.3 Appliance energy control node algorithm

A/C Water heater Clothes washer Clothes dryer Dish washer Fridge

Weekdays Temperature: Temperature: Deferred Deferred Deferred High efficiency

high price −6.67 ◦C −6.67 ◦C operation operation operation

Weekdays Normal Normal High efficiency High efficiency High efficiency Normal

low price

Weekends Temperature: Temperature: High efficiency High efficiency Deferred Normal

high price −16.1 ◦C −12.2 ◦C

Weekends Normal Normal Normal Normal Normal Normal

low price

83.3 Emerging Trends and Open Challenges

83.3.1 Trends

Display Devices
Advancements in home appliance automation are driv-
ing – and are enabled by – advancements in display
devices. More and more appliances are available with
advanced light-emitting diode (LED), monochrome
liquid-crystal display (LCD), and full-color LCD dis-
play devices (Fig. 83.15). These user interfaces (UIs)
facilitate the richer user experience required for ad-
vanced status and control (input/output, I/O) functions,
such as those required by advanced automation tech-
niques.

For example, with either the DLC or real-time pric-
ing modes of energy management, the appliance user
must be informed of in-process energy management ac-
tivities. In the case of DLC, the user must know when
the utility is actively managing the appliance. For real-

Fig. 83.15 Appliance I/O device evolution

time pricing, the user needs to be apprised of the current
price of power. In either case, the user must have the
ability to control the appliance’s behavior. A user might
want to override DLC or the real-time pricing program
if some process, e.g., laundry, needs to be performed
immediately due to some immanent need. All of these
functions required the rich I/O facilities which advanced
display devices provide.

Interconnectivity
Most advanced appliance automation techniques re-
quire remote transmission of information to, or remote
retrieval of information from, the appliance. This im-
plies that appliances must interconnected – to each
other, and most importantly to the Internet. Household
energy management, remote performance analysis and
fault detection, and remote software maintenance are
all critically dependent on interconnectivity. Thus, in-
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terconnectivity is emerging as a major area of research
and development in the home appliance industry.

Smart Resource Usage
We have discussed at length the initiatives on the front
of home appliance automated electric power conserva-
tion. While home appliances become more convenient,
they are simultaneously becoming more efficient and
more intelligent in their use of electricity, the culmina-
tion of which being automated energy management.

Beyond electricity, questions about supply and price
of water and natural gas are driving improvements in
efficiency on those fronts. From the user’s perspec-
tive, such savings are automated, realized internally by
advanced software algorithms, mechanical techniques,
and materials within the home appliance.

83.3.2 Challenges

Retail Cost
Home appliances are consumer products and, as such,
are highly dependent on sales volumes. In some cases,
an appliance only becomes profitable to produce if hun-
dreds of thousands – or millions – of units can be sold.
Competition is fierce and only grows more intense as
time goes on. Thus, tremendous efforts are put into
minimizing costs.

All the technology presented here – sensors, dis-
plays, and communication electronics – add cost to
the appliance. This creates a significant barrier to the
introduction of such advancements on a large-scale ba-
sis. Consider that a mere dollar of additional cost to
an appliance could result in the loss of hundreds of
thousands of dollars of revenue for the manufacturer.
(Note that retail prices are set by the market, not by the
manufacturer, so additional manufacturing costs cannot
necessarily be passed onto the consumer.)

Thus, costs represent a significant challenge to
the deployment of advanced automation techniques in
home appliances. Whereas the value of having – say
– a clothes washer is obvious to most consumers, the
value of having an interconnected washer is less so. The
home appliance industry is thus tasked with convincing
consumers that the added value provided by advanced-
automation appliances justifies the incremental cost.

Personal Control and Privacy
Consumers are used to having full control over their ap-
pliances: When the start button is pressed, the machine
should start operating. Advanced automation requires
that users cede some of this control either to the lo-
cal machine or to some other remote device. Consumer
acceptance of this paradigm will require significant edu-
cation on the part of appliance manufacturers. It is likely
that, in order to achieve consumer acceptance, the ulti-
mate control for appliance behavior will have to remain
in the hands of the consumer, with the appliance and
other control systems simply providing suggestions for
machine operation.

Further, the introduction of interconnectivity might
present privacy concerns. It is not clear whether con-
sumers would be receptive to the notion of their home
appliances automatically relaying information to the In-
ternet, nor to the idea of an Internet node (e.g., the
electric utility) remotely accessing information in their
appliances. In order to gain consumer acceptance, appli-
ance manufacturers will need to assure consumers of the
nature and security of the information being exchanged.
This will almost certainly involve using common In-
ternet information security techniques to ensure data
privacy.

Standardization and Interoperability
Particularly in the case of interconnectivity, stan-
dard implementation methods are required. If, for
example, the electric utility is to implement DLC,
it is not practical for the utility to use a dif-
ferent communication protocol for each appliance
vendor and each appliance model. Further, in the
case in which appliances from different vendors
within a single home must communicate with each
other, the appliances cannot be expected to know
each other’s proprietary protocols. In sum, a uni-
versal communication protocol is required. At the
time of this writing, standardization efforts are un-
derway both within the International Electrotechnical
Commission (IEC) and within the Association of
Home Appliance Manufacturers (AHAM) on this topic.
The outcome should be a standard for home ap-
pliance communication that permits full intervendor
interoperability.
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Service Robot84. Service Robots and Automation
for the Disabled/Limited

Birgit Graf, Harald Staab

The increasing number of elderly people is re-
sulting in increased demand for new solutions
to support self-initiative and independent life.
Robotics and automation technologies, initially
applied in industrial environments only, are start-
ing to move into our everyday lives to provide
support and enhance the quality of our lives. This
chapter analyzes the needs of disabled or limited
persons and discusses possible tasks of new assis-
tive service robots. It further gives an overview of
existing solutions available as prototypes or prod-
ucts. Existing technologies to assist disabled or
limited persons can be grouped into stand-alone
devices operated by the user explicitly such as
robotic walkers, wheelchairs, guidance robots or
manipulation aids, and wearable devices that are
attached to the user and operated implicitly by
measuring the desired limb motion of the user
such as in orthoses, exoskeletons or prostheses.
Two recent developments are discussed in detail
as application examples: the robotic home assis-
tant Care-O-bot and the bionic robotic arm ISELLA.
One of the most important challenges for future
developments is to reduce costs in order to make
assistive technologies available to everybody. On
the technological side, user interfaces need to be
designed that allow the use of the machines even
by persons who have no technical knowledge and
that enable new tasks to be taught to assistive
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robots without much effort. Finally, safe manip-
ulation of assistive robots among humans must
be guaranteed by new sensors and corresponding
safety standards.

In the last years, the percentage of elderly people
in our society has grown rapidly. Out of 82.5 million
people living in Germany in 2005, according to
numbers from the German Federal Statistical Of-
fice, around 19% were seniors above 65 years [84.1].
With this demographic development continuing, by
the year 2050 those above 65 years will comprise

33–36% of Germany’s population. Similar numbers
are reported from other industrial nations all over
the world, in particular the USA and Japan. Many
disabilities come with age. In order to provide suf-
ficient support for the growing number of disabled
persons, new solutions to assist these people are re-
quired.
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84.1 Motivation and Required Functionalities

Technical aids enable people in need of support and
care to live independently in their accustomed home
environments for a longer time. As not all homes are
suitable for installing intelligent home technologies as
described in Chap. 83, mobile service robots able to
navigate and operate in existing homes without mod-
ifications to the environment provide a more flexible
solution. Such service robots not only fulfill the user’s
desire for independence and autonomy, but also help to
avoid the high costs of individual treatment in nursing
homes that might otherwise be necessary.

The task of a service robot or other automation
technologies for the disabled and limited is to provide
support and instructional help in a person’s daily life
and to promote self-initiative. The group of target users
for such new technologies includes:

• Elderly and frail persons• Disabled persons (physically, psychically)• Severely sick persons (heart attack, plastered leg)• Chronically sick persons (diabetes, epilepsy)• Severely restrained persons (e.g., pregnancy).

Due to the fact that humans have for a long time
dreamt of an assistant to relieve them of difficult han-
dling tasks, the basic concept of service robots assisting
people in their daily life has been presented and their
functionalities been described long before they were
actually built. The requirements that a service robot
to assist the disabled must cope with and the corre-
sponding technical abilities can therefore be specified
precisely [84.2, 3]. Some of the most important tasks,

identified by a study done with elderly people and their
care-givers, are summarized below.

Household Tasks

• Execute everyday jobs such as serving drinks, set-
ting the table, operating the microwave, simple
cleaning tasks• Fetch and carry objects, e.g., books, remote control,
medicine• Support in grasping, holding, and lifting objects and
tools• Control of the technical home infrastructure, e.g.,
heating system, air-conditioning, lights, windows,
doors, alarm system, etc.

Mobility Aid

• Support for standing up from the bed or a chair• Controlled motion• Obstacle detection and guidance to a target.

Communication and Social Integration

• Media management (videophone, TV, stereo, inter-
active media, etc.)• Daytime manager (daily routine, time for medicine,
etc.)• Communication with medial and public facilities
(physician, authorities, etc.)• Supervision of vital signs and emergency call
functionality.

84.2 State of the Art

In recent decades, and continuing to the present day,
service robots for the disabled and limited is an ac-
tive field of research and development, performed in
many countries throughout the world. Main research
is carried out at universities and research institutes,
covering a brought range of ideas, approaches, and tech-
nologies. The landscape of companies in this branch
seems to be twofold: on the one hand there are a few
large players, who have been providing orthopaedics
solutions in large numbers and for many years al-
ready, trying to introduce robotics into some of their
high-end products. On the other hand there are many
smaller high-technology companies, often launched by

researchers in this field, focusing on a few or a single
product solution.

This section provides a representative overview of
the state of the art in the field of assistive robotic devices
for the disabled and limited. The following examples
may be understood as representatives of many more but
similar developments. For further insights one may re-
fer to proceedings of international conferences such as
those on Robotics and Automation (ICRA), Intelligent
Robots and Systems (IROS), Robotics and Applica-
tions (RA), and others that usually host large sessions
on assistive and rehabilitation robotics. The Interna-
tional Conference on Rehabilitation Robotics (ICORR)
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Service robots and automation
for the disabled

Stand-alone
devices

Wearable
devices

Robotic walkers

Fixed-platform manipulators

Portable-platform manipulators

Mobile autonomous robots with
manipulation skills

Robotic wheelchairs

Orthoses and exoskeletons

Prostheses

Mobility aids

Manipulation aids

Guidance robots

Fig. 84.1 Classification of service robots and automation for the disabled

is focused on this topic alone. Other sources may be
periodicals such as the quarterly International Journal
of Rehabilitation Research (IJRR), the monthly Inter-
national Journal of Therapy and Rehabilitation (IJTR),
the quarterly International Journal of Medical Robotics
and Computer Assisted Surgery, and others.

Existing service robots and assistive devices for the
disabled and limited can be grouped into stand-alone
devices, operated by the user explicitly such as robotic
walkers, wheelchairs, guidance robots or manipulation
aids, and wearable devices that are attached to the user
and operated implicitly by measuring the desired limb
motion of the user such as in orthoses, exoskeletons or
prostheses. A similar classification is found in [84.4].
Figure 84.1 summarized this classification of service
robots and assistive devices for the disabled and limited.

The review of existing solutions starts in Sect. 84.2.1
with mobility aids such as robotic walkers or robotic
wheelchairs providing autonomous or semiautonomous
navigation capabilities. Section 84.2.2 describes ex-
isting guidance robots that may be applied for blind
persons or those suffering from dementia and other
mental disorders. From the technical viewpoint they
are quite similar to robotic walkers but the focus of
these systems is on cognitive, not physical support. Sec-
tion 84.2.3 describes existing manipulation aids that
may be either static, such as in desktop-mounted ma-
nipulators, or mobile when attached to a wheelchair or
to another kind of mobile platform.

Finally the group of wearable devices is reviewed.
Section 84.2.4 describes orthoses and exoskeletons for
users who need direct support in moving their limbs.
Prostheses worn by a user to replace amputated limps
are increasingly incorporating robotic features and are
reviewed in Sect. 84.2.5.

84.2.1 Mobility Aids

Robotic Walkers
Robotic walkers are enhanced off-the-shelf walkers
equipped with robot technology such as environment
sensors and drives. Using these technologies, they are
able to provide additional support to their user, ranging
from audio or visual information on the environment
to autonomous or semiautonomous navigation. For
existing robotic walkers, two basic types can be distin-
guished: passive and active robotic walkers.

Passive robotic walkers do not have any driven
wheels and move directly according to the applied
user forces (direct user control). Examples of passive
walkers are the COOL Aide [84.5] (Fig. 84.2a) and
PAMM-AID [84.6] systems, which use motorized steer-
ing of the wheels to lead the user around obstacles. The
RT-Walker [84.7] uses special servo brakes to steer the
device in a collision-free direction. In case no obstacles
are detected the user has full control of the device and
can move it, similarly to a conventional walker. Most
passive systems are equipped with brakes to stop them
if they get too close to an obstacle or step. A guid-
ance system for Guido, the commercial successor of
PAMM-AID, has been presented [84.8] (Fig. 84.2b).
After a target has been set, the robot will plan and fol-
low a path to the target. During guidance the desired
direction indicated by the user input will be ignored.
The successor of the RT-Walker, ORTW-II [84.9], uses
a potential canal method which only allows deviations
up to a certain distance from the optimal path to the
target. The robotically augmented walker developed at
Carnegie Mellon University (CMU) [84.10] (Fig. 84.2c)
does not use its motors when traveling with a user but
tracks its position and displays the optimal direction
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a) c)b)

Fig. 84.2a–c Examples of passive robotic walkers: (a) COOL Aide (courtesy of the University of Virginia, USA),
(b) Guido (courtesy of Haptica Ltd., Dublin, Ireland), and (c) CMU robotically augmented walker (courtesy of Carnegie
Mellon University, Pittsburgh, USA)

of travel on a screen to guide its user to the selected
target.

Active robotic walkers are equipped with motorized
wheels. Force or force-torque sensors of different kinds
are used to determine the forces applied to the system
by the user. These forces are used to calculate the de-
sired driving direction and speed of the walker (indirect
user control). Some systems (Silbo [84.11] (Fig. 84.3a),
Hitachi walker [84.12], RT-walker) are equipped with
angle sensors, enabling the required force input to be
adapted on slopes. All systems are able to detect ob-
stacles and stop in front of them; most of them adapt
the traveling direction to surround obstacles in advance.
The PAMM smart walker [84.13] (Fig. 84.3b) and the
CMU robotic walker [84.14] (Fig. 84.3c) are able to lo-
calize themselves in their environment and thus plan an
optimal path to a given target. The shared control sys-
tem of PAMM creates a virtual force, leading the robot
to the given target, which is combined with the real
forces applied to the device by the user. The gains of

a) b) c)

Fig. 84.3a–c Examples of active
robotic walkers: (a) Silbo (courtesy
of Intelligent Healthcare Labora-
tory, Korea), (b) Smart walker PAMM
(courtesy of Massachusetts Institute
of Technology, USA), and (c) CMU
robotic walker (courtesy of Carnegie
Mellon University, Pittsburgh, USA)

each control input are set depending on the observed
user abilities. Whereas for PAMM an interface provid-
ing feedback to the user on the planned path has not
been presented, the CMU robotic walker displays the
desired direction of travel on a screen. The user is free
to move in any direction; however, if the deviation from
the planned path is too large, the velocity of the walker
will be reduced to force the user back to the path.

Other robotic walkers focus their works on addi-
tional support functions such as lifting assistance (Hi-
tachi walker, Monimad walker [84.15], MOBIL Walk-
ing & Lifting Aid [84.16], Walking helper II [84.17]),
person tracking (MOBIL Test Bed [84.18]) or moving
out of the way when not used (CMU robotically aug-
mented walker).

Robotic Wheelchairs
Similar to robotic walkers, robotic wheelchairs provide
enhanced safety and/or improved navigation capa-
bilities using mobile robotics technologies. Robotic
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wheelchairs are based on electric wheelchairs where
control over the drives is at some point taken over by the
integrated personal computer (PC). In order to perceive
the environment, robotic wheelchairs are equipped with
environment sensors such as sonar sensors or laser scan-
ners. Existing control systems for robotic wheelchairs
can be divided into two basic types [84.19]: model-
based approaches and behavior-based approaches.

Model-based shared control systems analyze the in-
put of the user and the measured environment data in
order to identify the intended travel direction of the user
and thus adapt the motion of the wheelchair. To iden-
tify the intention of the user, the current sensor input
of the user, e.g., the position of the joystick, is com-
pared with a previously recorded motion model and an
appropriate action is selected. The robotic wheelchairs
NavChair [84.20] or VAHM [84.21] use a method that
generates a histogram of the environment identifying
the optimal direction of travel (minimum vector field
histogram, MVFH). The user is responsible for high-
level control of the system, such as route-planning and
some navigation actions, while the machine overrides
unsafe maneuvers through autonomous obstacle avoid-
ance. It can provide addition assistance, e.g., for safely
passing narrow passages such as doors. The MVFH al-
gorithm ensures that the input of the user is considered
at all times and thus the user always feels in control
of the wheelchair. SmartChair [84.22] is another rep-
resentative of model-based shard control systems. This
robotic wheelchair is not only able to adjust the input
of the user for collision-free motion; it further provides
localization and path-planning capabilities to guide the
user to a previously specified target. SmartChair uses
a potential field method to calculate a suitable mo-
tion direction to the given target. MAid [84.23] is an
autonomous wheelchair able to safely pass crowded en-
vironments, however, at the cost of not considering the
input of the user during motion.

Behavior-based shared control systems assume that
the driving behavior of the robotic wheelchair can be
classified into a few basic tasks such as high-speed
driving, close-quarter manoeuvring, and docking ma-
noeuvres. From the input of the user and the measured
environment data, a suitable motion behavior is se-
lected. The crucial factor in behavior-based shared
control systems is to find out which behavior is cur-
rently most appropriate. Wheelsley [84.24] is a robotic
wheelchair based on the well-known behavior-based
subsumption architecture [84.25]. In free space, the
robot moves along with maximum velocity in the di-
rection indicated by the user. If an obstacle in the

a) b)

Fig. 84.4a,b Examples of advanced robotic wheelchairs: (a) Rol-
land III (courtesy of the DFKI-Labor, Bremen, Germany) and
(b) OMNI (courtesy of Forschungsinstitut Technologie und Behin-
derung der Evangelischen Stiftung Volmarstein, Germany)

desired motion direction is detected, obstacle avoidance
behavior is activated to pass by the obstacle. Similar ap-
proaches are applied in the Rolland [84.26] (Fig. 84.4a),
RobChair [84.27], and Sharioto [84.28] projects. Some
motion behaviors conflict with each other, such as
passing a narrow passage and obstacle avoidance. An-
other conflict occurs if the user wants to dock to an
object while at the same time collision avoidance is re-
quired. For docking to an obstacle, in [84.28] the user’s
confidence when guiding the wheelchair in a specific
direction is evaluated. Only if the user moves straight
and without fluctuations towards an obstacle will the
direction be maintained.

Other robotic wheelchairs such as the office
wheelchair with high manoeuvrability and naviga-
tional intelligence for people with severe handicap
(OMNI) [84.29] (Fig. 84.4b) provide advanced assis-
tance through omnidirectional navigation capabilities
and height adjustment. The special mechanics of the
iBOT (http://www.ibotnow.com/) enable stair-climbing.
Even legged chairs such as i-foot, one of the part-
ner robots by Toyota designed to assist people [84.30],
which is able to move along in uneven terrain, have
recently been introduced.

84.2.2 Guidance Robots

Guidance robots are used to assist people with men-
tal weaknesses and diseases or blind people. Guidance
robots for the blind require direct physical contact to
the user. One of the first robotic guidance systems
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a) b) c)

Fig. 84.5a–c Examples of guidance robots: (a) GuideCane (courtesy of University of Michigan, USA), (b) Nursebot
(courtesy of Carnegie Mellon University, Pittsburgh, USA), and (c) exhibition guide MONA by Fraunhofer IPA, Germany

is the NavBelt [84.31], a device worn by the user.
Equipped with sonar sensors, NavBeld is able to de-
tect obstacles in front of the user and issue a warning.
GuideCane is the cane-based continuation of this re-
search (Fig. 84.5a). In contains a small mobile robot as
a base that carries the environment sensors and a cane
that the user can hold onto. Using a small joystick, the
user indicates the desired travel direction and is led
along by the robotic base. If an obstacle is detected by
the sensors, the path will be modified to lead the user
around the obstacle safely.

Other guidance robots are designed to assist the el-
derly, for example, to guide them to specific locations
in elderly care facilities. In this case, no direct contact
with the user is required. Nursebot [84.32] (Fig. 84.5b)
is a development that targets this application. Guidance
robots with similar capabilities are also applied in mu-
seums or exhibitions [84.33] (Fig. 84.5c).

84.2.3 Manipulation Aids

Manipulation aids are applied to assist disabled users
in eating, drinking or object replacement. This Section
describes existing fixed- or portable-platform manipula-
tors as well as existing autonomous mobile robots with
manipulation skills.

Fixed-Platform Manipulators
The professional vocational assistive robot (ProVAR)
[84.34] is a research prototype designed to assist in-
dividuals with a severe physical disability. The system
consists of an industrial manipulator attached to an
overhead track suspended above a worktable and is

able to handle objects for a user who has difficul-
ties in handling these objects himself. The manipulator
is controlled by voice commands or head motion in-
puts. The robot to assist the integration of the disabled
(RAID) [84.35] is a robotic workstation for use by in-
dividuals with little or no upper-limb function in office
environments. It is based around a custom-designed me-
chanical structure providing storage for books, manuals,
paper documents, and other reference materials. A robot
arm is mounted on a linear track in front of the stor-
age zones. It is able to assist the user, e.g., to transport
books or diskettes or to hold a book and turn pages when
reading it. The arm’s working envelope includes a large
proportion of the desk area but does not reach to the user
for reasons of safety.

Portable-Platform Manipulators
Portable platform manipulators include manipulators
attached to a mobile base with castor wheels that can
be rolled around and wheelchair-mounted manipulators.
Handy1 [84.36] (Fig. 84.6a) is an example of the first
group of assistive manipulators. It consists of a robot
arm and a tray that can be selected for several appli-
cations such as feeding, cleansing, and make-up. The
robot is controlled by a switch input used in conjunction
with a linear scanning control system which is suit-
able for different disability groups. The assistive robot
service manipulator (ARM), which is also known as
Manus [84.37] (Fig. 84.6b), is a 6+2 degree of freedom
(DOF) robot that assists disabled people with a severe
handicap of their upper limbs. It compensates their lost
arm and hand function. It can be mounted on an electric
wheelchair (or mobile base) and allows numerous daily
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living tasks to be carried out in the home, at work, and
outdoors. By means of an input device such as a key-
pad (4 × 4 buttons), a joystick (e.g., of the wheelchair)
or another device attached to a nondisabled body part,
the manipulator can be operated to grasp objects with
its gripper.

Mobile Autonomous Robots
with Manipulation Skills

Mobile autonomous robots with manipulation skills are
a popular topic of current research. Even though re-
search in this field has grown significantly over recent
years, no commercial products have been placed on the
market so far. Among existing prototypes, two basic ap-
proached can be observed: human-like robots equipped
with legs and arms and wheel-based robots.

Humanoid robots with legs are most popular in
Japan. Most of the currently existing prototypes are not
specifically designed to assist disabled people. How-
ever, for many robot developers, this application is seen
as one of the most important for future products. The
partner robots developed by Toyota [84.30], for ex-
ample, were first demonstrated at EXPO 2005 AICHI,
Japan. During the EXPO they were applied to entertain
the visitors of Toyota’s pavilion by playing different in-
struments. However, this was only the first step towards
the creation of robots that can use tools, assist people,
and live in harmony with us. According to the part-
ner robot developers, currently, new robots are being
developed that can provide elderly care to help Japan
cope with its rapidly aging population. The goal of
the ASIMO [84.38] (Fig. 84.7a) development of Honda
is quite similar: to develop a robot that can duplicate
the complexities of human motion and genuinely help
people. Even though ASIMO is mainly used as a re-
search platform at the moment, someday ASIMO might
help with important tasks such as assisting the elderly
or a person confined to a bed or a wheelchair. HRP-
2 [84.39] (Fig. 84.7b) by Kawada and the US-American
SARCOS [84.40] humanoid robot are similar platforms
that can be used for experiments to further develop
robotic technologies developments.

One of the first wheel-based robots able to assist dis-
abled people with daily tasks is MOVAID by the Scuola
Superiore Sant’Anna in Italy [84.41]. The robot is able
to navigate in homelike environments and to perform
simple manipulation tasks. Another early development
is Hermes [84.42], developed at the Bundeswehr Uni-
versity Munich. Hermes is able to explore unknown
environments, to fulfil transportation and manipulation
tasks in spacious human-populated areas, and to interact

a) b)

Fig. 84.6 (a) Portable-platform manipulators Handy1 (courtesy of
Forschungsinstitut Technologie und Behinderung der Evangelis-
chen Stiftung Volmarstein, Germany) and (b) ARM (courtesy of
Exact Dynamics BV, Netherlands)

and communicate even with novice users in a natu-
ral and intuitive way. Research on assistive robots is
currently being performed in several projects in Ger-
many such as the Collaborative Research Center on
Humanoid Robots in Karlsruhe [84.43], where several
generations of the ARMAR platform (Fig. 84.7c) have
been set up in the last years. One of the most advanced
developments in wheel-based robotic home assistants
is the German Care-O-bot [84.44] which will be de-
scribed in detail in Sect. 84.3.

Recent developments of wheeled robots in Japan in-
clude the excellent mobility and interactive existence
as workmate (EMIEW) by Hitachi [84.45] and Smart-
Pal by Yaskawa [84.46]. At the EXPO 2005 AICHI,
Japan, they were introduced in a bar scenario, where
they demonstrated their abilities to serve drinks to visi-
tors. By now, for each robot, the second generation has
recently been introduced. Another interesting Japanese
development is enon (exciting nova on network) by
Fujitsu [84.47], designed for duties such as providing
guidance, transporting objects, and security patrolling.
In Japan, limited sales of enon have already been an-
nounced.

84.2.4 Orthoses and Exoskeletons

Orthoses are understood as orthopaedic devices to sup-
port parts of the body with reduced mobility. There are
those for fixation at reversible or nonreversible defor-
mations and bad postures as well as for recovery (e.g.,
ruff). Others are used to support, e.g., arch supports and
orthopaedic corsets. The latter are said to be passive
if they support only, and active if they force the body
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a) b) c)
Fig. 84.7a–c Popular humanoid and
wheel-based robots with manipula-
tion skills: (a) ASIMO (courtesy
of Honda Motor Co., Ltd., Japan),
(b) HRP-2 (courtesy of National In-
stitute of Advanced Industrial Science
and Technology, Japan), (c) Armar 3
(courtesy of the Collaborative Re-
search Center 588 Humanoid Robots
– Learning and Cooperating Multi-
modal Robots, Karlsruhe, Germany)

to actively correct, e.g., mis-statics of the spine. Any
orthoses usually requires significant fine-tuning in or-
der to meet the body conditions as well as the medical
demands of an individual.

Utilizing robotics for orthoses is limited to a few
application examples and there is a fuzzy border to-
wards the prostheses domain, however there is some
research and development (R&D) purely for orthoses.
Most researchers focus on rehabilitation, e.g., of stroke
patients. Sometimes an orthosis may look quite simple
at first sight, but there may be a lot of complexity and
careful thoughts behind any combination of materials,
part design, and choice of mechanisms. An earlier ex-
ample is the Wilmer elbow orthosis [84.48], a passive
foot-drop orthosis from the University of Hawaii-
Manoa, USA [84.49], and numerous stationary passive
or motor-powered gravity-compensation rehabilitation

a) b)

Fig. 84.8 (a) Freebal (courtesy of Baat Medical, Hengelo,
Netherlands) and (b) Hybrid Assistive Leg (HAL, courtesy
of Tsukuba University/Cyberdyne Inc., Japan)

devices for the upper extremities such a dynamic
arm support [84.50], Freebal [84.51] (Fig. 84.8a), and
iPAM [84.52]. Some orthoses are equipped with elab-
orated spring and lever mechanisms, brakes, and may
also be motor-powered with advanced control algo-
rithms such as a foot orthosis from the University of
Osaka, Japan [84.53], and a knee orthoses from the
Vrije Universiteit Brussels, Belgium, powered by pneu-
matic artificial muscles [84.54].

There are also quite complex, full-body gait rehabil-
itation systems such as HapticWalker [84.55], STRING-
MAN [84.56], and LOKOMAT [84.57], which are
composed of a stationary frame, a hanging harness for
the patient to put on, and possibly a treadmill. Current
R&D covers mechanical design as well as extending
the functionalities of existing systems regarding sens-
ing, control, haptic feedback, artificial intelligence, and
virtual reality.

The term exoskeleton is also often used for powered
orthoses, but it is not only limited to medical appli-
cations. There are those for a single extremity (upper
or lower), or covering one or few joints, e.g., knee
and ankle. And there are those for full-body motion
support, either stationary or mobile. Some examples
are ALEX (stationary, for gait rehabilitation) [84.58],
BLEEX (mobile, for military use to increase pay-
load of a soldier carrying equipment) [84.59], and
the Hybrid Assistive Leg (HAL, mobile, full-body ex-
oskeleton, Fig. 84.8b) [84.60].

84.2.5 Prostheses

While orthoses and exoskeletons are attached to ex-
isting parts of the body, prostheses are replacements
of lost extremities. Most sold prostheses of arms and
hands are purely cosmetic, whereas most prostheses
of legs and feet are passive but functional, i. e., they
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enable patients to walk. However, scientific R&D as
well as commercial high-end products clearly aim at
coming close to the functionality of the replaced body
part. This means motorization, haptic perception, and
reliable and comfortable control by the patient. Some
advanced commercial prostheses of fingers or the entire
hand are the i-LIMB [84.61] and the Fluidhand [84.62],
and of the leg are the c-leg [84.63] and the Pow-
erknee [84.64].

Beside commercial developments there are a num-
ber of prostheses in research. Focus is placed on
powered prostheses and their mechanical and mecha-
tronic design, signal interfaces to the human body for
control and feedback, and advanced motion control.
There are developments for upper [84.65] (Fig. 84.9)
and lower limbs; some examples of recent lower-limb
developments are powered ankle–foot and knee pros-
thesis as described in [84.66] and [84.67].
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Fig. 84.9 Steampunk artificial arm (courtesy of Vanderbilt Univer-
sity, Nashville, USA)

84.3 Application Example: the Robotic Home Assistant Care-O-bot

84.3.1 History
of Care-O-bot Development

Care-O-bot is a mobile robot assistant designed of
Fraunhofer IPA, Germany to assist people in daily
life activities. Three Care-O-bot robots have been
developed so far: The first Care-O-bot prototype
(Fig. 84.10a) [84.68] was built in 1998, when the idea of
building rehabilitation robots was still new. Care-O-bot
I is a mobile platform with a touchscreen, able to navi-
gate autonomously and safely in indoor environments,
and communicate with or guide people. As a mobile
platform alone, it can be used for transportation and
safeguarding tasks; however, it is unable to execute
complex manipulation tasks as required from a home
assistant. Care-O-bot II (Fig. 84.10b) [84.69], built in
2002, is additionally equipped with a manipulator arm,
adjustable walking supporters, a tilting sensor head con-
taining two cameras and a laser scanner, and a handheld
control panel [84.70]. The manipulator arm, devel-
oped specifically for mobile service robots, provides the
possibility of handling typical objects in a home envi-
ronment. A flexible gripper attached to the manipulator
is suitable for grasping various objects such as mugs,
plates, and bottles. A handheld control panel is used for
instructing and supervising the robot. In addition to all
mobility functions already solved in Care-O-bot I, the
second prototype is able to execute manipulation tasks

autonomously and can be used as an intelligent walking
support. Care-O-bot 3 (Fig. 84.10c), built in 2008, is the
latest generation of this successful development series.
It is equipped with the latest state-of-the-art components
including omnidirectional drives, a seven-DOF redun-
dant manipulator, a three-finger gripper, and a flexible
interaction tray that can be used to safely pass objects
between the human and the robot. Its moveable sen-
sor head contains range and image sensors enabling
autonomous object learning and detection and three-
dimensional (3-D) supervision of the environment in
real time.

a) b) c)

Fig. 84.10a–c Care-O-bot prototypes by Fraunhofer IPA, Ger-
many. Care-O-bot I (a), Care-O-bot II (b) and Care-O-
bot 3 (c)
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a) b) c) d)

Fig. 84.11a–d Range segmentation for an object (a), object representation: side view of a Tetra Pak (b), detected feature
points (c), and corresponding feature point cloud (d)

84.3.2 Key Technologies

Autonomous or Semiautonomous Navigation
All Care-O-bot prototypes are able to navigate au-
tonomously to a given target [84.71]. Autonomous
navigation is a key issue in order to execute a fetch and
carry task or to guide the user to a specific location.
Chapter 16 has additional insights in automation mo-
bility and navigation. A static environment map is used
to plan an optimal path to the given target. Different
approaches for global planning have been implemented
and can be selected according to the geometry, kinemat-
ics, and current operation mode of the robot [84.72].
The generated path is smoothed and eventually modi-
fied in reaction to dynamic obstacles or other external
forces. A laser scanner attached to the robot is used for
continuous and dependable obstacle detection.

Automatic Object Detection
In order to grasp an object, the robot must be able to
detect relevant objects in the environment. This task is
solved by combining a range imaging sensor [84.73]
with a color camera. The recognition algorithm is based
on scale-invariant feature transform (SIFT) descriptors
that are recorded for each object and fed into a learn-
ing algorithm (a one-class support vector machine,
SVM) [84.74]. Using the data of the range imaging
sensor, feature keypoints can be segmented from the
background. A region in space is effectively masked out
in the color image of the scene using the range mea-
sures for the corresponding pixels in the range image.
New objects are taught to the robot by placing them in
front of the sensors and by recording the relevant SIFT
keypoints for the object [84.75]. Figure 84.11a displays
the teaching of new objects using the proposed range

segmentation. Figure 84.11b–d illustrates the learning
process and resulting representation of an object: sev-
eral images of the object are recorded and for each the
feature points are detected. In a second step the feature
points of all images are fused into a 3-D feature point
cloud which again can be used to detect and compute
the position of the object in a given scene.

Object Manipulation
Based on the data from the range imaging sensor and
the identified location of the object to be grasped,
a collision-free trajectory for moving the manipulator
to the detected object can be computed. To solve this,
the robot and scene are modeled using oriented bound-
ing boxes (OBBs). For the robot a distinction is made
between static components (e.g., the robot’s torso) and
dynamic components (e.g., its manipulators). The dy-
namic components are mapped by articulated models
which are updated with each robot movement. The
model of the scene is obtained by generating corre-
sponding OBB models from the point cloud obtained by
the range sensor. The obstacle model is used as the basis
for online collision monitoring. The algorithm consists
of two main phases: determination of potentially col-
liding objects by a rough distance check based on the
velocity vectors of all moving parts, and subsequent
elaborate collision tests for all objects in the determined
potential colliding sets. Figure 84.12a shows the veloc-
ity vectors of a moving arm. Figure 84.12b shows the
manipulator about to collide with the robot torso; the
respective joints are marked in red color. Figure 84.12c
shows successful collision detection for simultaneous
movement of two manipulators.

In addition to the online collision monitoring,
the obstacle model provides the basis to compute
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a) b) c)

Model of arm

Model of head

Model of table

Velocity vectors

Robot torso

Fig. 84.12a–c Velocity vectors of moving parts (a), detection of potential collisions between different parts of the robot
illustrated in red color (b,c)

a collision-free trajectory for moving the manipulator to
grasp a previously detected object. The entire obstruc-
tion model is used as the basis for the path search. As
a result the determined path is guaranteed to be collision
free with respect to both the robot’s components and
also the robot’s environment. The implemented method
is based on path planning with rapidly exploring ran-
dom trees [84.76], and smoothing of the calculated path.

User Interface
In order to enable all users to operate Care-O-bot
without difficulties, the user interface must be suitable
even for users without any prior technical knowl-

Fig. 84.13 Field tests of the walking aid function

edge [84.77]. For simple man–machine communication
without misunderstanding, multiple sensing channels
(speech, haptics, and gestures) are addressed. Com-
manding the robot, for example, is done by speech
input, gestures, and touchscreen. The necessary feed-
back about the robot system state is given by speech
output and graphical presentations on the monitor. The
user interface of Care-O-bot II is implemented on
a handheld, lightweight control panel, which the user
can retain – even while the robot moves around. Care-
O-bot 3 provides a moveable tray to pass objects to
and from the user. A touchscreen integrated in that tray
provides the necessary visual input and output.
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Fig. 84.14 Care-O-bot 3 fetching a drink in the kitchen and serving drinks to visitors

84.3.3 Applications

Walking Aid Function
Using the walking supporters attached to the rear of
Care-O-bot II, the robot can serve as an intelligent walk-
ing aid able to lead a user to a given target [84.78].
The velocity of the robot during guidance is adjusted to
the walking velocity of the user by measuring the user
forces applied to the handles. Several user tests in el-
derly care facilities have proven the capabilities of the
guidance system. Figure 84.13 displays some elderly
users during the latest field tests. In order to enable
a clear view ahead, the sensor head and manipulator of
the robot was taken off for the walking aid tests.

Dependable Execution of Fetch and Carry Tasks
The fetch and carry capabilities of Care-O-bot II and
Care-O-bot 3 have been tested and evaluated on several

occasions during fairs and exhibitions. A sample home
environment containing different furniture and objects
is used to test, demonstrate, and evaluate the perfor-
mance of the robots. They are already able to detect,
grasp, and move different objects in the environment or
bring them to the user (Figure 84.14). Care-O-bot II has
also been tested in a real home environment. The robot
was ordered to get a drink from the kitchen. It was able
to grasp a box of juice from the refrigerator, and a glass
from the kitchen shelf and place it on the living room ta-
ble. Direct user interaction was tested by handing a box
of pills to the user.

The tests and demonstrations have proven the de-
pendability of the fetch and carry task execution system:
the underlying execution framework ran to our complete
satisfaction. Error detection and error recovery of the
framework enabled detection and grasping of objects to
function without any failures.

84.4 Application Example: the Bionic Robotic Arm ISELLA

84.4.1 Service Robot Arms
and Drive Technology

Robot arms of service robots may also act as a paradigm
for artificial limbs and rehabilitation aids. Some key
features are:

• Low ratio of weight to payload• High energy efficiency and applicability to battery-
powered operation

• Moderate costs of manufacturing and materials in
series production.

Conventional arms of service robots have a geared
electrical motor for each joint as drives, sometimes built
with a sleeve shaft as a cable duct for other drives
and the gripper. Based on this layout it was possi-
ble to bring down the ratio of weight to payload to
approximately 3 : 1 to 1 : 1 with designs highly op-
timized in weight and careful selection of materials

Part
I

8
4
.4



Service Robots and Automation for the Disabled/Limited 84.4 Application Example: the Bionic Robotic Arm ISELLA 1497

a)

b)

Fig. 84.15a,b Robot arms with high ratio of weight to
payload: (a) lightweight arm (courtesy of DLR, Wessling,
Germany), (b) bionic robot arm with fluidic muscles (cour-
tesy of Festo AG, Germany)

(Fig. 84.15). However, costs of production, especially
of their high-quality and high-precision drive units, still
exceed what may be attractive and affordable for private
users, even for medical devices. Moreover, prosthe-
ses should have properties similar to their biological
counterparts rather than properties of industrial robots.
Among others, these properties are variable stiffness
of the joints, often smaller ranges of the joint angles,
and less precision in forward-controlled positioning of
the end-effector. These properties may be easier to
achieve with a bionic-oriented approach of mechanical
and kinematic design. Secondly, a different approach

to drive technology is required, which may be more
suitable for variable stiffness and – above all – less
expensive.

Something that may be thought of immediately is
using artificial or technical muscles, i. e., technical ac-
tuators with properties of biological muscles. In recent
years and decades a number of different types have
been proposed and developed. Most of them are in
a state of research, although some are already commer-
cially available. Details and comparisons can be found
in several publications [84.79,80]. The pneumatic mus-
cle, also known as the McKibben muscle [84.81], is
a rubber tube covered with a braided tissue that con-
tracts when pressurized. Since some of its properties
are different from those of pneumatic cylinders, it is
more advantageous for some industrial applications,
and has also been used in some bionic robot applica-
tions [84.82, 83]. Figure 84.15b shows Airic’s arm – an
experimental bionic arm by Festo AG, designed like the
human arm and shoulder. However, pneumatic systems
generally have low energy efficiency compared to elec-
tric drives, and also motion control requires precision
valves and pneumatic regulators. Another group of ar-
tificial muscles is shape-memory alloys (SMA), which
change their shape with changing temperature. They
are sparsely used for bionic robot applications [84.84].
Electroactive polymers (EAP) are materials with piezo-
electric properties. Several hundreds of such polymers
are known and some seem promising for use as techni-
cal muscles [84.85, 86]. A few demonstrative examples
can be found in the field of robotics [84.87]. Beyond
these there are some other principles of technical mus-

Cord
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a)

b)
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Fig. 84.16 (a) Details of the DOHELIX mechanism,
(b) setup of the DOHELIX muscle
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a) b)

Fig. 84.17a,b The ISELLA robot arm in different poses, assembly
of elbow part with a dummy hand

cles [84.88, 89], but these are also in the state of
research.

84.4.2 The DOHELIX Muscle

A recent development of Fraunhofer IPA, Germany in
the field of artificial muscles may overcome all disad-
vantages of the above-mentioned drives and may be
most suitable for battery-powered articulated mecha-
nisms, including consumer service robot arms, pros-
thetic devices, and rehabilitation aids. This development
was introduced in [84.90] and [84.91], and is shown
in Fig. 84.16a. The sketch in Fig. 84.16a illustrates parts
and functionality: a highly flexible and high-strength
cord is attached to a turning shaft with a cord fas-
tener and it coils onto the thin shaft while pulling
both ends of the cord towards the shaft – the mus-
cle is contracting. Using a shaft with a small diameter,
high contraction forces with small torques as well
as low contraction velocities can be obtained. The
torque and rotational speed can be produced by small-
size electrical motors and the force can be taken by
high-performance plaited cords such as those used in
sailing, fishing, and kiting. However, this only works
if the cord coils in a single layer, forming a double
helix as shown in Fig. 84.16a. For better illustra-
tion, the left and right part of the cord are shown
in different greyscale, although it is a single cord.

The double-helix shape is the origin of the name
DOHELIX.

Figure 84.16b shows how the mechanism may be set
up in practice, using a simple electrical motor to drive
the shaft. Either the motor or one cord end is fixed; the
other two assembly points must be linearly moveable.
This is a muscle-like actuator in many respects: It can
only contract and must be stretched externally, it may
be repeatedly overloaded by a multiple of its nominal
power, only the motor-coils must not overheat and need
time to rest and to regenerate. This is similar to its bio-
logical counterpart – a skeletal muscle. After exhausting
physical work or sports activity we need time to rest and
regenerate our muscles. Unlike gearbox drive solutions,
the DOHELIX muscle is only built of a standard motor,
a standard cord, and some simple mechanical parts. It is
scalable in many respects – size, speed, power, quality,
and price.

84.4.3 The ISELLA Robot Arm

When using DOHELIX muscles to design a robot arm,
there will be some significant differences to conven-
tional designs, as shown in Fig. 84.15a. Figure 84.17
shows a full design study of the human-arm-like bionic
robot arm ISELLA in different poses: hanging down
straight and lifted to the side with the elbow bent. It
consists of a total of ten DOHELIX muscles, providing
a flexor and an extensor for each articulated joint, four
situated in the elbow and six in the upper arm. ISELLA
is an abbreviation for intrinsically safe lightweight low-
cost arm. Additional safety compared to conventional
design is a consequence of the fact that a single joint
only moves with coordinated control of at least two
drives. Failure of a single drive control loop is very un-
likely to produce uncontrolled motion of the entire arm,
since the counterpart of the malfunctioning drive will
counteract the motion, trying to maintain the desired
joint angle.

Like a human arm without the wrist, ISELLA has
five degrees of freedom. The DOHELIX muscles are
composed of direct-current (DC) motors and small-ratio
planetary gearboxes. With some muscles there are two
or three drives in parallel to multiply power while using
the same type of motor, cord, and other parts. The elbow
part of ISELLA is shown in Fig. 84.16b with a dummy
hand attached.
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84.5 Future Challenges

The number of assistive devices required will increase
with the continuously increasing number of elderly per-
sons. At the same time, the budget available for such
assistive tools will be extremely limited. Therefore, one
main effort of future developments will be to obtain
maximum functionality at minimum cost. One solution
could be the use of components already established in
other markets such as sensors or motors used in the
car industry or industrial applications that are already
available at low prices.

Another target for future developments is the de-
sign of new human–machine interfaces in order to
enable intuitive interaction with technical devices. Cur-
rent developments deal with speech interaction, gesture
recognition or other human-like communication chan-
nels. Another aspect for assistive service robots is their
ability to continuously learn new tasks. Current devel-

opments deal with autonomous robots exploring their
environment autonomously or ways of instructing new
tasks to a service robot by demonstration or leading it
by the hand.

A third important aspect of future developments is
the issue of safety. Whereas for mobile robots with-
out manipulation capabilities, safety regulations can
be derived from industrial applications, specifically the
rules for safe navigation of autonomous guided vehicles
(AGVs), no rules are yet available for safe manipula-
tion among humans. Currently available products such
as the Manus ARM solve this problem by limiting the
power of the motors, however, at the cost of not being
able to lift heavy objects. In order to provide enhanced
support, new sensors have to be applied to supervise
the workspace of mobile robot arms in direct interaction
with humans.
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Automation i85. Automation in Education/Learning Systems

Kazuyoshi Ishii, Kinnya Tamaki

The information technology (IT) revolution which
began in the latter half of the 20th century has
brought great changes to education and learning.
The spread of the Internet has made information
ubiquitous, changing the emphasis of education
from the transmission and acquisition of knowl-
edge to knowledge creation [85.1], and shifting the
focus from group to individual education. Since the
perspective for discussions of education systems
is moving from instructors to learners [85.2–4],
in place of education systems we adopt the
expression education/learning systems. When
considering the automation of education/learning
systems, along with the impact of information and
communications technology (ITC), the effects of
educational psychology and educational technol-
ogy cannot be ignored. This field overall is referred
to as instructional design (ID) [85.5]. This chap-
ter examines the history and present conditions of
automation in education/learning systems, cen-
tered on e-Learning, from the perspectives of
information and communication technologies and
instructional design. The chapter also introduces
two examples from the field of industrial en-
gineering and management systems concerning
projects to develop education/learning programs
to train Japanese manufacturing management
personnel. These examples are both ongoing
industry–government–academia collaboration
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projects aimed at the transmission and de-
velopment of Japanese manufacturing kaizen
(continuous improvement) knowhow and the
education and training of management personnel.

The chapter concludes with a summary of
future issues concerning the automation of ed-
ucation/learning systems and a list of reference
materials in related fields for readers who seek
further details.

85.1 Technology Aspects of Education/Learning Systems

85.1.1 Overview of Instructional Design (ID)

There has been a great deal of discussion regarding the
definition of instructional design (ID). (Refer to Martin
Ryder’s site [85.5] for a comprehensive review.) Here,
we introduce two definitions; the first one is from the

Applied Research Laboratory (ARL) at Penn State Uni-
versity [85.6]:

Instructional design as a process is the systematic
development of instructional specifications using
learning and instructional theory to ensure the qual-
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ity of instruction. It is the entire process of analysis
of learning needs and goals and the development of
a delivery system to meet those needs. It includes
development of instructional materials and activi-
ties; and tryout and evaluation of all instruction and
learner activities. Instructional design as a disci-
pline is that branch of knowledge concerned with
research and theory about instructional strategies
and the process for developing and implementing
those strategies.

The other one is by Suzuki [85.9]:

ID refers to models and research which compile
methods to improve the results, efficiency and at-
tractiveness of educational activities as well as the
process of realizing learning assistance environ-
ments which apply such models and research.

ID design process models are generally divided
into the two categories: Action, design, development,
implementation, evaluation (ADDIE) models [85.10]
and rapid prototyping models [85.11, 12]. Rapid pro-
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Fig. 85.1 Concept model for learning activity to create new values based on management circle model (after [85.7, 8],
[85.8], with permission from Interscience Enterprises Ltd., 2009)

totyping models are based on ADDIE models. ADDIE
models are general models for the management of ID
which grasp ID activities as a process of analysis, de-
sign, development, implementation, and evaluation. As
shown in Fig. 85.1 [85.7, 8], the models are based on
a plan → do → check/act (see) management circle
model, with the plan process subdivided into thirds.
In Fig. 85.1, education/learning activities signify col-
laboration toward the creation of human value by each
individual and the creation of social value by enter-
prises and the community. We address the automation
of education/learning systems assuming that the ideal of
education/learning systems management is to continu-
ously create new and greater value in education/learning
activities.

Table 85.1 summarizes the education/learning sys-
tems design and operational methods of each process
under this model. This table is revised from models pre-
sented in Gagne [85.13] and Akahori [85.14], incorpo-
rating our own experience. We now proceed to explain
ID following the processes presented in this table. (See
the list of reference materials for further details.)
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Table 85.1 Instructional design process model and its operations and methods

Management circle ADDIE model Operations and methods

Plan Analysis Needs analysis

Job analysis

Student analysis

Design [85.15, 16] Determination of learning goals

(target behaviors, evaluation conditions, achievement levels)

Structuring Determination of learning contents

Sequencing (knowledge, skills, values) [85.14, 17–21]

Programming Determination of learning methods

[85.22, 23] considering student characteristics

Determination of provision methods

(joint training/individual training)

× (cost performance)

Development Textbooks

[85.24–27] Multimedia materials (in-house or consigned development)

audiovisual + interactive

Do Implementation Tutoring

[85.28–35] Mentoring

Check/act (see) Evaluation Evaluation subject Learner

Program

Evaluation method Formative evaluations

[85.36–41] + comprehensive evaluations

Reaction/learning/behavior/results

Analysis
The purpose of analysis is to extract useful informa-
tion on what the parties are attempting to teach for
setting learning goals. Analysis results directly affect
the content of the structuring and sequencing, which
are the next stages in the design process. To begin
with, needs analyses are conducted to determine what
instructors and learners are seeking (what they want
to achieve), and to clarify the social trends, human
resources development strategies, educational plans, ca-
reer designs, and other assumptions, as well as the
limiting conditions on the educational resources avail-
able for use. When the learners are adults, job analyses
may also be conducted to identify the required com-
petencies [85.42] from work duties content analysis. It
is also necessary to conduct student analyses to clar-
ify learners’ academic history, experience, and learning
preferences.

Design Process
Most of the debates regarding ID largely focus on the
design process, with two different system approaches
to ID. The Reigeluth approach [85.15] divides system
design factors into three categories:

1. Learning conditions (learning issues, student char-
acteristics, learning environment, etc.)

2. Learning methods (learning contents compilation
methods, implementation methods, evaluation im-
provement methods, etc.)

3. Learning results (results, efficiency attractiveness,
etc.).

Then, the combinations of the categories are clas-
sified into descriptive theory and prescriptive theory
depending on what are cause factors and effects factors.
The Rickey approach [85.16] combines an inductive
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approach with a deductive approach by experts, with
interesting discussions of conceptual versus procedural
models.

In the design process, the learning goals clarified by
analysis are subdivided to the level at which they can
be measured, followed by the step of structuring, which
structures the relative priorities among the subdivided
goals, and sequencing, which determines the learning
order and contents to achieve the goals considering
learner characteristics and improvement of education
results and efficiency. Refer to Gagne [85.17], Reige-
luth [85.18, 19], Merrill [85.20], Sato [85.21], and
Akahori [85.14] for detailed discussions of these issues.
Models and methodologies adopting their research find-
ings provide an extremely valuable framework for the
fusion of education/learning activities with information
technology.

Educational programs are then compiled, consider-
ing the learning goals, learning content, and learning
formats (group or individual), and synchronous or asyn-
chronous learning as well as the limitations on time
and educational resources. Some examples of the learn-
ing formats are shown in Fig. 85.2 in which formats
are classified into distance learning [85.44] or not, and
self-directed learning or not.

ID research is also being advanced by Keller [85.22]
and Suzuki [85.23] on the attention, relevance, con-
fidence, satisfaction (ARCS) model as a means of
motivating learners by creating more attractive educa-
tion and learning environments.
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Fig. 85.2 Some examples of learning formats (after [85.43], with permission from Ohmsha, 2002)

Development
Development sets the educational units via the fol-
lowing considerations on the series of learning
goals and learning contents generated by the design
works [85.13]:

1. Selection of learning goals
2. Listing of instructional events
3. Selection and development of educational materials

and learning activities
4. Division of rules between instructors and learners.

Among these, the core task is the selection and
development of educational materials, for which the
potential applications of ICT and other multimedia
and digital technologies have been greatly increas-
ing in recent years. Prior to the arrival of this new
era, Gagne [85.13] recognized and made an interest-
ing suggestion that computers and other new media are
significant for education not just because they enable
stimulating presentations as instructional events but be-
cause they are important factors for improving learning
results, effectiveness, and attractiveness.

Active learning [85.24] has also been gaining at-
tention as a new trend in educational methodology
development, primarily in the business world. The case
study, scenario, and simulation methods are represen-
tative examples of active learning, and these include
the goal-based scenario (GBS) theory advocated by
Shank [85.26] for the scenario methods. GBS is an ID
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theory for developing scenarios as a learning environ-
ment to provide students with vicarious experience of
learning from failure, using actual cases from business
literature [85.27, 28].

Implementation
Various communication channels are formed by the
student learning environment at this stage, where the
designed instructional content is implemented. The
challenge for these channels is to realize system de-
sign and operation that holds and increases the learner’s
interest. From a learner-centered perspective, the chan-
nel formation factors include the human factors of
instructors, mentors, tutors, other learners, and educa-
tional materials distributors and the material factors of
computers, media displays, and educational materials
distribution systems. The materials factors mostly con-
cern the design of the man–machine interface.

However as the learning activities themselves are
fundamentally human activities, the issue of the au-
tomation of education/learning activities assuming an
advanced information society brings us to reconsider
the definition of what constitutes a human being. In that
sense, such questions as instructor competency [85.28]
and presence [85.29–31], how to make learners actively
involved with instruction administration [85.32, 33],
and psychological aspects [85.34, 35] will be impor-
tant issues for future examinations on the automation
of education/learning activities.

Evaluation
Kirkpatrick [85.36] provides a typical four-stage ID
evaluation model. This model divides evaluation of the
development and implementation of education/learning
systems into the four levels of reaction, learning, be-
havior, and results. It clarifies the evaluation period and
evaluation items, as well as the data collection, mea-
surement, and evaluation methods. This model gives
consideration to e-Learning, for example, in the han-
dling of return on investment, which is a level 4 results
evaluation item [85.37, 38]. Formative or comprehen-
sive evaluation methods may also be used, depending
upon the evaluation objective [85.39]. Comprehen-
sive evaluations provide an overall evaluation of the
learning effect after a series of learning activities
is completed. Formative evaluations [85.40, 41] are
evaluations conducted during the learning process for
the purpose of improving the education and learning
activities.

85.1.2 Development History
and Present Conditions
of e-Learning

In this section we address e-Learning as an educa-
tion/learning systems automation topic, and review
the peripheral technologies, development history, and
present conditions of e-Learning.

Definitions of e-Learning
Definitions of e-Learning are extremely diverse, and
have changed over time. Sample definitions include the
following:

• American Society for Training and Development
(ASTD) [85.45]:

e-Learning refers to all items provided, facilitated
or transmitted by electronic technology that are
clearly for the purpose of learning.

• Broadbent [85.46]:

Computerization is important for e-Learning.
e-Learning means computerized training, educa-
tion, coaching, and information, and includes
synchronous and asynchronous learning that is
assisted by technologies such as the internet, CD-
ROMs, satellites, telephones, personal computers,
PDAs and other wireless equipment, multimedia,
and CBT.

• Rosenberg [85.47]:

e-Learning refers to the provision of diverse so-
lutions using internet technologies to heighten
knowledge and performance.

• The Japan e-Learning consortium (JeLC) [85.48]:

e-Learning is independent learning using informa-
tion technologies and communications networks.
The contents are arranged in line with the learn-
ing goals, and interactivity is secured as necessary
between the learner and the contents provider. This
interactivity gives the learner opportunities to par-
ticipate at will, so appropriate instruction can be
given at appropriate times while advancing learning
through people and computers.
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e-Learning Peripheral Technologies
Because e-Learning is based on information and com-
munications technology, it encompasses diverse learn-
ing formats which can be categorized by the following
distinctive characteristics:

1. Educational materials and their distribution methods
2. Communication between instructors and learners.

In characterizing (1), the extent to which the
learning is electronic can be measured by the comput-
erization of the contents and distribution. e-Learning
where the contents used as educational materials are
more computerized and the distribution involves less
human intervention is considered to be more electronic.

In characterizing (2), Fig. 85.3 positions e-Learning
with greater potential for two-way communications
as having a higher level for interactivity. This fig-
ure was prepared by the Japan e-Learning Consortium
(JeLC) [85.48], and partially revised by the authors. The
items marked by solid circles denote those character-
ized as e-Learning. Videos are considered a borderline
area because of the existence of both digital and analog
videos. From this figure, we project that the devel-
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educational materials distribution

TV conference
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remote instruction
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education
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education
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Out of e-Learning

Web-based training
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Level of computerization
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Fig. 85.3 Range of e-Learning by level of computerization and interactivity (after [85.48, p. 9], with permission from
Tokyo Denki Univ. Press, 2007)

opment of future e-Learning technologies will move
toward higher levels of computerization and interactiv-
ity under lower cost.

The History of Problem Solving
and Value Creation in the Development
of Computer-Assisted Education/
Learning Systems

Reviewing prior efforts to use computers in educa-
tion/learning systems, the fusion of problem-solving
needs at learning and education sites with the seeds
of instructional design theory can be recorded as the
history of advancing automation using computer and
communications technologies. Table 85.2 presents the
history of problem solving from computer-assisted
(aided) instruction (CAI) through to e-Learning, ex-
plaining the problems, solutions, and main technolo-
gies involved. Table 85.2 compares e-Learning with
CAI, CBT, and web-based training (WBT), but the
e-Learning system involves CAI, CBT and WBT as
a whole as shown in Fig. 85.2 and its definitions.

Among the various e-Learning stakeholders, Ta-
ble 85.3 examines the learner, instructor, and training
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Table 85.2 History of problem solving in computer-assisted education/learning systems (a The use of PDAs and cell phones is
included)

Name Problems to be solved Solution Automation
elements

CAI: computer- Money and time are required for the Display learning contents Computer

assisted (aided) following items using conventional in accordance with the level

instruction systems: of understanding of each learner,

• Instructors and learners must be and save money and time

at the same location for long via computer assistance

periods of time

• Learners’ progress and other

items must be compiled manually

CBT: computer- Learning order is determined Educational materials compiled CD-ROM

based training beforehand by manuals in CAI, into a database, allowing interactive Personal computer

so learners cannot freely choose setting of learning order

learning order

WBT: web- CBT has the following problems: Educational materials are transmitted Internet-WWW

based training • Unified management of learners’ via networks, facilitating quick

progress not possible revisions and learning evaluation

• Educational materials cost money Materials can be used for both

• Educational materials changes synchronous and asynchronous

and improvements are difficult learning

e-Learning WBT has the difficulty Learners can study independently, LMS,

of compiling optimal learning plans making maximum use of the potential m-Learning a

from the perspectives of results, of information and communications

efficiency, and attractiveness technologies to meet individual

considering learners’ academic learning needs

history and progress, etc.

manager and identifies the value creation in terms of
cost, time, and quality.

e-Learning Platforms and Standards
The platforms and standards for e-Learning systems
are another technical aspect which supports e-Learning.
The development and spread of these technologies have
facilitated the low-cost development of e-Learning sys-
tems with consistent quality, and greatly contributed
to the spread of e-Learning. The spread of e-Learning
systems also advances the further development and evo-
lution of e-Learning systems.

Table 85.4 summarizes the platforms and stan-
dards for learning management systems (LMS) [85.49],
which constitute the core of e-Learning systems.
LMS are platforms which provide such functions as
educational materials management, learning progress
management, learning implementation phase manage-
ment such as management of mentoring and tutor-
ing, and testing phase support for question setting,
grading, performance results processing, and contents
creation.

Learning contents management systems (LCMS)
are primarily platforms to support educational mater-
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Table 85.3 Value creation by e-Learning

Value/ Learner Instructor Training manager
stakeholder

Cost reduction Educational materials receipt Educational materials distribution Indirect cost

expenses expenses

Time efficiency Faster acquisition of materials Faster learning results feedback Faster system

and learning results performance management

Quality Permits acquisition of the most Permits preparation of the most Accumulation

improvement recent educational materials recent educational materials of study

Permits repeated study (review) Accumulation of study history data history data

Allows control over learning Uniform distribution of the same

pace educational materials

Table 85.4 e-Learning platforms and standards/tools (LCMS – learning content management system, LMS – learning manage-
ment system, SCORM – sharable content object reference model, CMI – computer-managed instruction, LOM – learning object
metadata/learning object reference model, LIP – learner information package, QTI – question and test interoperability, SSO –
single sign-on)

ADDIE model Platform Function Standards/tools
SCORM [85.50] LIP QTI SSO
CMI LOM [85.51, 52]
[85.53]

Analysis – – © ©
Development LCMS Authoring © © [85.54, 55] © ©

Accumulation © [85.56] ©
and management

of educational

materials

Implementation LMS Learning management

[85.57, 58] Learner management © ©
Educational materials © [85.56] ©
distribution

Progress management ©
Contents creation © [85.56]

support

Communications

Mentoring © ©
Tutoring © ©

Evaluation Testing © © ©
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ials developers. These platforms offer the two functions
of authoring, which are the compilation and produc-
tion of educational materials, and educational materials
database management.

The sharable content object reference model
(SCORM) in the “standards/tools” column is a web-
based training (WBT) standard that integrates computer-
managed instruction (CMI) with the learning object
metadata/learning object reference model (LOM) stan-
dards, which are learning resource data structure
standards. The LOM standards are used to describe the
attributes of learning objects, which comprise all re-
sources used in learning.

The learning information package (LIP) standards
are used to describe the attributes of learners. The
question and test interoperability (QTI) standards cover
the necessary information for implementing tests. Sin-
gle sign-on (SSO) is an e-Learning system technology
which allows learners to log in once and gain access to
library information systems, academic affairs manage-
ment systems, and various other existing systems and
resources aside from the LMS.

In 2005 the Organization for Economic Coop-
eration and Development (OECD) conducted a sur-
vey among institutions of higher education world-
wide [85.59] regarding the conditions of e-Learning.
Respondents noted the difficulty of assuring the quality
of e-Learning [85.60], along with various other issues
such as difficulty using present technologies [85.61],

and problems with creating, selecting, and using learn-
ing objects [85.57]. Considering these evaluations,
the present platforms and standards technologies are
immature, but should serve as the basis for future devel-
opment. Research projects on developing architecture to
break down LMS components into modules and restruc-
ture the LMS e-Learning architecture in accordance
with work flow include the MIT Open Knowledge
Initiative [85.58] and the e-Framework [85.62] being
jointly developed by the UK and Australia. The other
projects for e-Learning in USA and Europe may be
found at [85.63–67].

e-Learning may be classified into synchronous
and asynchronous learning. In asynchronous learn-
ing, learners communicate individually with computer
systems such as WBT. In synchronous learning, mul-
tiple learners communicate among themselves or one
or more learners communicate with a tutor or men-
tor under a computer-supported collaborative learning
(CSCL) environment. Synchronous learning is simi-
lar to small-group kaizen (continuous improvement)
activities in Japan. The platforms for collaborative
e-Learning are still being established. CSCL is defined
by Koschmann [85.68] as a field of study centrally
concerned with meaning and the practices of meaning-
making in the context of joint activity, and the ways in
which these practices are mediated through designed
artifacts. Interested readers should refer for details
to [85.50–56].

85.2 Examples

This section introduces two examples of the devel-
opment of education/learning systems in Japan based
on kaizen (continuous improvement) knowhow in the
Japanese manufacturing industry [85.69–72]. One is
a program for understanding the mechanism of engi-
neering and management of issues according to the
general product lifecycle process of the manufactur-
ing industry such as new product design, production
system engineering, production planning, production
management, supply chain management, production in-
formation management, and project management. The
other is a program for managers in leadership roles
who are contributing to creating new business value
in manufacturing technology. The both programs have
resulted from development of learning contents and nu-
merical simulation software from effective utilization of
e-Learning. The basic concept behind the both program
developed has an effective combination with an intelli-

gent knowledge-based approach [85.73] with the kaizen
activity through problem-based learning (PBL), case
method learning (CML), and computer-supported col-
laborative learning (CSCL) as well as blended learning
combining lectures with practice.

85.2.1 Educational Programs
for Cyber Manufacturing
in Industrial Engineering
and Information Management

Overview
of the Cyber Manufacturing Program

The Research Center for e-Learning Professional Com-
petency (eLPCO) in the Research Institute of Aoyama
Gakuin University in Japan has been organizing joint
research projects between higher education institutions
and industrial corporations. A research working group
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Fig. 85.4 Learning map for each course unit composed of cyber
manufacturing core curricula

for cyber manufacturing has been promoted by ten uni-
versities and several manufactures and software vendors
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Fig. 85.5 Instructional strategy of comprehensive learning style combined with PBL, CML, and CSCL

as a series of eLPCO project activities. The main objec-
tive of this working group is to develop practical core
curricula in the industrial engineering and information
management field by efficiently using e-Learning meth-
ods [85.74].

As illustrated in Fig. 85.4, four course units on engi-
neering processes and four course units on operational
management processes have been developed as the total
educational program for cyber manufacturing [85.75].
The characteristics of e-Learning methods for each
course are to integrate the blended-learning style be-
tween lectures and practices supported by a learning
management system (LMS) and simulation software.
Additional characteristics are treated with various in-
structional strategies such as case method learning
(CML), problem-based learning (PBL), and computer-
supported collaborative learning (CSCL).

The CML method assisted with three-dimensional
computer graphic (3-D-CG) simulation refers to a learn-
ing method based on a case study in a virtual experience
model of the real world. Thus, by utilizing 3-D-CG sim-
ulations as shown in left arrows of Fig. 85.4, practices
involving observation and process analysis of product
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Fig. 85.6 Work analysis in practice of design of work sys-
tem course unit, using task observation of moving images
of 3-D-CD human task simulation modeling

design activities and production system methods in vir-
tual factories are implemented. Some examples of the
utilization of 3-D-CG simulation in the practices in-
clude a 3-D-CG digital mock-up simulator (virtual trial
manufacturing) in the product design and process engi-
neering course unit, a 3-D-CG production line simulator
in the layout and material handling and design for
production system course units, and a 3-D-CG human
work simulator (Fig. 85.6) in the design for work system
course unit.

The aim of our PBL method is for learners to
acquire practical skills through practice by using nu-
merical simulation software. The software to support
numerical simulation and data processing is developed
by university–industry cooperation. After finishing the
theory lecture, practice is conducted by using the nu-
merical simulation software. Several practice problems
are prepared and the learners are encouraged to solve
the problems with suitable application of the learned
theories, to create more desirable solution alterna-
tives.

An LMS is a set of software tools designed
to manage user learning interventions, courses, in-
struction, content delivering, online communication,
assessment/testing, and so on. Most LMSs are web-
based to facilitate any time, any place, any pace
access to learning content and administration. The on-
line learning environment used by universities allows
instructors to manage their course and exchange infor-
mation and opinions with learners for a course that in
most cases will last several weeks and will meet sev-
eral times during those weeks. Note that basically all the

lectures and practices in the course units utilize original
LMS, developed by eLPCO under industry–university
cooperation.

New Instructional Strategy
of Comprehensive Learning Style
and Uniqueness of Lectures and Practices

As illustrated in Fig. 85.5, in order to conduct the prac-
tice corresponding to each lecture, a new instructional
strategy of comprehensive learning style is applied in
each of the course units. This is developed by com-
bining especially three types of instructional strategies:
case method learning (CML), problem-solving learning
(PBL), and computer-supported collaborative learning
(CSCL).

In all the course units, the aim of the lectures is to
understand the theoretical knowledge relating to engi-
neering and management processes, while the object of
the practices corresponding to each of the lectures is
to acquire practical skills by using 3-D-CG simulation,
numerical simulation software, and a asynchronous
bulletin-board system (BBS) communication function,
through various instruction strategies combined with
CML, PBL, and CSCL.

The reason behind the creation of this new in-
structional strategy is to achieve deeper knowledge,
while attaining practical skill, in the industrial engi-
neering and information management field, because the
conventional lecture method alone is not enough for
rudimentary learners to understand complicated engi-
neering and management processes.

Therefore, the creation of virtual images modeled
by 3-D-CG simulation, and the development of new
numerical simulation software in accordance with the
content of the practices for each of the course units,
are implemented. This has resulted in the preparation
of a practice learning environment, which is said to be
one of the most difficult environments with practical
learning to take the comprehensive learning style class
in e-Learning.

Furthermore, the characteristics of designing and
operating method of the class style, by blended learning
increase the difficulty, in which learn-by-doing instruc-
tion activities are realized by repetitive combination of
the lectures and practices.

The goal of blended learning is to synthesize learn-
ing media into an integrated mix, which can be tailored
to create a high-impact, efficient, and exciting learn-
ing program. The term blended learning is defined
as [85.76]:
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Blended learning is the combination of different
training media (technologies, activities, and types
of events) to create an optimum training program
for a specific audience. The term blended means
that traditional instructor-led training is being sup-
plemented with other electronic formats. In the
context, blended learning programs use many dif-
ferent forms of e-Learning, perhaps complemented
with instructor-led training and other live for-
mats.

Case Method Learning (CML)
Assisted With Three-Dimensional
Computer Graphic (3-D-CG) Simulation

It is not an easy issue to educate learners who are not
able to imagine real field manufacturing and opera-
tional management at the product design and production
phases, in course units related to engineering and man-
agement processes. In particular, new learners may not
be able to understand easily the working environment,
sequences of part assembling, and human task processes
in manufacturing factories.

Thus to make the practices based on CML more
effective, some special features are added to enrich
the practice learning environment. These features in-
clude illustrations of production procedure modeling
and realistic depictions and task analysis of virtual man-
ufacturing based on animations created using multiple
3-D-CG simulators. As illustrated in Fig. 85.6, learners
can visibly understand and analyze virtual human task
processes in an assembling production line, which are
expressed as moving images modeled by using a human
task simulator.

Fig. 85.7 Group practice using numerical simulation soft-
ware for PBL and 3D-CG simulation image of a virtual
factory for CML

Problem-Based Learning (PBL)
by Using Numerical Simulation Software

Problem-solving ability is the ability to combine previ-
ously leaned principles, procedures, declarative knowl-
edge, and cognitive strategies in a unique way within
a domain of content to solve previously unencountered
problems [85.77]. This activity yields new learning as
learners are more able to respond to problems of a sim-
ilar class in the future. This type of problem solving
is often described as domain-specific or semantically
rich problem solving because it emphasizes learning to
utilize principles in a specific content area.

Figure 85.7 shows a group practice study with nu-
merical simulation software and a 3-D-CG simulation
image of a virtual factory. The learner on the right is
observing and measuring human operating time based
on moving images from the 3-D-CD human task simu-
lation modeling illustrated in Fig. 85.6. The learner on
the left is analyzing and determining standard time in
a practice from the design of work system course unit,
using the numerical simulation software.

The numerical simulation function as practical op-
eration could support learners in understanding the
application method of techniques learned by a lecture.
In addition, learners can carry out individual steps in-
volved in the practice under the guidance of instructions
on each screen of the numerical simulation software. So
the learner will be able to discover the characteristics
of the appropriate application method of the theories
and techniques by altering various parameters. The soft-
ware is also equipped with a function that automatically
processes practice data and illustrates summation tables
and analysis graphs.

Computer-Supported
Collaborative Learning (CSCL)

The last type, CSCL, is an instructional approach in
which learners of varying abilities and interests work
together in small groups to solve a problem, complete
a project or achieve a common goal [85.78]. In each
of the practices, learners, who are each given a role as
shown in Fig. 85.5, are able to express their opinion
and engage in mutual communication using an asyn-
chronous bulletin-board system (BBS), installed in the
learning management system (LMS).

One advantage of the e-Learning environment is its
ability to create a kind of BBS function in the LMS to
allow learner interaction. It is possible that one learner
finds a good way to understand the theory applications
learned through the lecture and practice, or learners
want to compare the problem solution results that they
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Table 85.5 The curriculum on production planning (MRP) system

Curriculum
First lesson Second lesson Third lesson
The framework of MRP systems Review of the previous lesson Review of the previous lesson

Relationship between the product Master production scheduling (MPS): Overall MRP system framework:

and its demand and inventory: (a) Input information (a) MRP framework for MPS

(a) Required parts and their lead time (b) Output information and capacity planning

(b) Production and ordering points (c) Calculation method

based on lead time (d) Example

(c) Lot size and inventory

Inventory control: MRP calculation mechanism: Product, its demand and inventory:

(a) Definition (a) The mechanism of MRP (a) Product structure

(b) The change in inventory (b) Calculation method and its lead time

(c) Relationship among order volume (c) Example (b) Reorder point based

and inventory cost, order cost on lead time

and total cost (c) Lot size and inventory

Influencing factors on master Lot-sizing rules: Overall MRP system execution:

production scheduling (MPS): (a) Lot-for-lot rule (a) Creating production plan

(a) Cost parameters (b) Economic order quantity rule based on MPS

(b) Lead time (c) Period order quantity rule (b) Based on the production plan,

(c) Changes in demand (d) Minimum cost planning rule create MRP plan for all parts

(c) Minimizing the costs

have achieved in the practice. In this case, through on-
line discussion, learners can submit their comment, tips,
and/or questions to the BBS, allowing other learners to
view them. Therefore, a more communicative lesson is
enable, while at the same time maintaining personal (not
group) learning to avoid dependency on the learning
environment.

Example of Learning Contents
of Material Requirements Planning (MRP)
in the System Course Unit

An example of new numerical simulation software to
support problem-solving learning e-Learning, within
material requirements planning (MRP) in the system
course unit is introduced in this section. The PBL
e-Learning method utilizes an established local-area
network system to allow learners to access directly the
numerical simulation software through the LMS during
the course. The introduced software is specifically de-
sign to support the MRP system course. The software
is intended to reduce the calculation effort, allow learn-

ers to switch their effort in generating a more efficient
production plan, and improve their interest in the sub-
ject. The final objective is to improve the knowledge
and skill attained during the course that uses the new
learning method.

Overview of the Material Requirements Planning
(MRP) Course Unit. Material requirements planning
(MRP) systems, a technique in production planning and
inventory control system [85.79,80], are widely used in
companies nowadays. Practical education programs in
production planning (e.g., MRP system) are expected
by companies from new workers. In order to answer
this demand, in a series of cyber manufacturing pro-
grams in the industrial engineering and information
management field, learners are required to understand
MRP system, along with other techniques such as in-
ventory planning, project management techniques, and
manufacturing resources planning. Generally, the objec-
tives of this course unit are to develop the necessary
knowledge and ability to design a reasonable production
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planning, by taking all necessary factors into consider-
ation.

The curriculum for e-Learning method on MRP sys-
tem proposed here is shown in Table 85.5 [85.81]. The
MRP course unit requires three learning lessons. Each
lesson consists of 90 min lesson time, during which
instructors describe the required theories, and 90 min
practice time, during which the learners have to ac-
complish the practice prepared beforehand using the
numerical simulation software to help them. The main
objective of this e-Learning method is to improve the
knowledge and skill attained during the course. Ac-
cordingly, the software is also prepared to have three
separate practice problems, each corresponding to one
lesson.

Master Production Schedule (MPS) Planning and Lot
Sizing Rules. In the second lesson, MPS planning for
the final item is allocated ten periods, as shown in
Fig. 85.8. Here, the learners can choose whether to enter

Fig. 85.8 Image of the software used in the MRP systems course
unit

the order quantity directly, or to use one of the avail-
able lot-sizing rules, as illustrated in the upper part in
Fig. 85.8. If the learners choose to complete the order
quantity directly, the software will automatically con-
duct other calculations such as on hand inventory, total
setup costs, total holding costs, and total costs. On the
other hand, the software will automatically calculate all
required values if the learner chooses one of the lot-
sizing rules.

The objectives of this second practice are to famil-
iarize the learners with the MPS logic and lot-sizing
rules, to realize trade-off relations between lot-sizing
rules, to realize trade-off relations between holding and
setup costs, and to prepare the user for more compli-
cated MRP in practice 3.

Assessment Method for Learning Efficacy
Stated below are the measures used to collect data of
learning efficacy. Data would be assessed in order to
guarantee the quality of the lectures (previously shown
in Fig. 85.5, assessment data of learning efficacy):

1. Measuring the level of understanding (knowledge
level) of the lectures based on the result of a quiz

2. Measuring the level of skill acquisition (skill level)
from the practices based on the results of a report
for each course unit

3. Evaluation of the effectiveness of the course and
the software through data analysis of a previ-
ous questionnaire at the beginning of the course,
a questionnaire for each course unit, and a final
questionnaire at the end of the whole course (the
questionnaire would be open-ended and multiple
choice)

4. Logging of data analysis related to the learning
record in the LMS, such as grade data, BBS discus-
sion records, etc.

The quiz at the end of the theories taught in lec-
tures should evaluate learners’ understanding. The quiz
is of multiple-choice type, so submission and appraisal
of the quiz could be implemented automatically, using
the advantage of the LMS.

The report worksheets are beforehand with each
practical training, and the LMS distributes them. The
learners make their reports by using software of the
system, and have to submit the worksheet to the in-
structor by the LMS before the next start time of lesson.
The admission report is conducted automatically by the
LMS.
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Table 85.6 Course objectives and student goals

Course name Course objectives Intended learning outcomes

Quality Acquire the ability to perform quality Incorporate customer needs into the quality management

management control by taking all measures necessary process, identify what actions must be taken to satisfy

(QM) to ensure customer satisfaction and good customer needs, and utilize appropriate methods to solve

quality various problems that exist at the production site

From the standpoint of quality first, identify what

improvements must be made to ensure proper quality

management and use appropriate measures to solve

various problems that exist at the production site

Describe quality management from the perspectives of

the customer satisfaction and quality-first philosophies

Play a leadership role in quality management activities

that are based on customer satisfaction and quality-first

philosophies

Manufacturing Acquire the ability to identify and solve Identify key issues that exist in a given workplace

knowhow (ameliorate) problems that exist at the Identify and analyze the current status of a given
and creativity manufacturing site workplace
(MKHC)

Capable of suggesting specific improvement measures

Give a logical explanation of improvement measures

to fellow workers in the workplace, or demonstrate how

such improvements can be implemented to persuade

workers to take action

Capable of applying the above-mentioned knowhow

in any workplace

Knowledge Have a clear understanding of the Capable of achieving standardization and improvement

chain processes involved in creating products in design control

management that meet customer needs and acquire Capable of achieving standardization and improvement
(KCM) the ability to standardize and improve in process control

these processes while taking into

consideration the cost and delivery time Capable of achieving standardization and improvement

in purchasing and subcontract management

Capable of achieving standardization and improvement

in cost management

Capable of suggesting how standardization and improve-

ment can be achieved in the above-mentioned manage-

ment activities from the perspective of profit control
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Table 85.7 Questionnaire surveys for the purpose of improving the program

Type of Precourse Postsession Course Survey for the Survey for the
questionnaire/ survey survey completion satisfaction participants’
purpose, survey in hosting supervisors
respondents, practical
and timing sessions
of surveys

Purpose To understand To understand To assess the To assess To assess the
the working what aspects participants’ the hosts’ following changes
environment of the course satisfaction with satisfaction with in the course
and the academic sessions need with the course the outcomes of participants
background of to be improved and to identify the improvement as perceived
the participants and to track the what needs measures by participants’

participants’ to be improved supervisors:
progress and • Change in
understanding performance
of the course • Change in
content behavior

• Change in
enthusiasm
and commitment
to fulfill
responsibilities

Respondents Course Course Course Companies Superiors
participants participants participants hosting of the course

the practical participants
training sessions

Timing Before the start At the end Upon Some time after Some time after
of the first session of each session completion the completion the completion

of the course of the course of the course

85.2.2 The Case of an Educational Program
for Manufacturing Managers
Using IT Jigs

Program Objectives
The aim of this educational program [85.7] is to
provide participants with the knowledge and skills re-
quired to manage manufacturing processes employed
by small to medium-sized manufacturers of industrial
machinery in the Hokuriku District of Japan. Class-
room instruction practical exercises will cover the
following:

1. Made-to-order manufacturing and flexible man-
ufacturing systems, both of which are imple-
mented widely by manufacturing companies in the
Hokuriku District to control quality, cost, and lead
time

2. Total optimization (instead of partial optimization)
of all production processes

3. Continuous improvement in the workplace.

Based on these learning goals, three courses and
their course objectives were developed, as shown by
Table 85.6.
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Program Evaluation Method
Based on Kirkpatrick’s model [85.36], the evaluation
method shown in Table 85.7 was developed and imple-
mented by a web system. The method consisted of five
kinds of questionnaires for three kinds of stakeholders
(participant, companies hosting the practical training
sessions, and participants’ supervisors) to evaluate the
program. This system can highlight many useful issues
for continuously improving the program.

A Circuit Model for Instructional Design
Figure 85.9 shows a flowchart called a circuit
model [85.82], which represents the way in which the
educational program is implemented. Practical exer-
cises are designed to nurture each participant’s ability to
implement kaizen and are thus focused on the problem-
solving process. Many of the conventional approaches
to problem solving may not be effective in actual work
settings; in fact, problem solving and kaizen are of-
ten complicated processes that involve the use of many
unconventional approaches. As shown in Fig. 85.9, the
learning cycle for the educational program consists of
three processes: learning through lectures, understand-
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Fig. 85.9 Circuit model for the instructional design

ing through seminars, and creating knowledge through
practical exercises. The participants in the program
may use conventional individual and group approaches.
As they use unconventional approaches in a work-
place setting, however, they will begin to understand
the limitations of conventional approaches. The first
two processes are learning and understanding; the third
is creating. The above learning cycle is repeated sev-
eral times (one learning cycle per subtheme) during the
course of the program. When the participants complete
the program, they repeat the learning cycle once again
to assess their understanding.

The Development of IT Jigs
As a successful case of instructional development for
the knowledge chain management (KCM) course, IT
educational tools (IT jigs) were designed to help indi-
viduals involved in production planning process. This
approach uses three types of bills of materials, three
master files, a layout editor, a loading analyzer, and
a flexible manufacturing system [85.83] (FMS) simu-
lator. IT jigs are also highly effective tools for acquiring
practical knowhow on decision-making procedures in
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Fig. 85.10 IT educational tool (IT jig) for production planning and
control

process control activities, which can be used to estab-
lish schedules and/or layout plans. These tools require
no special programming skills to use, and are easily
operated through the simple manipulation of icons.

Production Planning and IT Jigs Procedures. Process
control should be designed so as to enable effective
management of manufacturing processes and to max-
imize customer value creation. Effective processing of
order information is key to achieving this. The rela-
tionship between order information and process control

Fig. 85.11 Example process master screen

is summarized in Fig. 85.10, which depicts a series of
activities starting from the contact from the customer
to scheduling. Any uncertainties and/or nonconformity
in the process should be identified, which should then
be corrected, improved, and standardized in a timely
manner so as to ensure continuous improvement of pro-
cess control techniques. The roles of the layout editor
and FMS simulator [85.84], which are the IT edu-
cational tools (IT jigs) designed to help individuals
in the described planning process, are summarized in
Fig. 85.10.

Creating the Process Master. The process master in
Fig. 85.11 is created by determining the types (installa-
tion, cutting, cleaning, etc.) and number of processes to
be handled by the processing facilities (machining cen-
ters (M/Cs), lathes, inspection machines, etc.), and by
inputting a series of process information (1–7 below)
and the processing procedures. Appropriate machines
and equipment should be selected beforehand for the
processing facilities using Layout Editor. Process infor-
mation series 1–5 are identified during process planning
and process information series 6 and 7 are identified
during man-hour planning:

1. Process number: assigned to each process. The same
number should not be used twice. The process num-
ber is equivalent to a process address.

2. Process name: a description of the specific process,
e.g., injection, drilling, threading, etc., or process 1,
process 2, etc.
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3. Process type: there are six categories, namely instal-
lation, cutting, cleaning, assembly, inspection, and
removal. For more details, refer to the description
provided later in the chapter.

4. Palette type: a tool that resembles a tray, which is
used to transfer work pieces to each process.

5. Program: numerically controlled machine tools (NC
machine tools) are controlled using a processing
program. This information should be entered only
when the process type is cutting.

6. Processing time: the time required to handle the pro-
cess, which is estimated either during the design
phase or based on experience.

7. Nonprocessing time: the time required for opera-
tions that do not involve the processing of work
pieces, i. e., setup or replacement of a processing
program and/or preparation of the necessary equip-
ments and materials.

An example process master screen is shown in
Fig. 85.11.

Creating the Equipment Master. The equipment mas-
ter shown in Fig. 85.12 is a master file that determines
and allocates the appropriate equipment for performing
the kinds of process selected using the process mas-
ter (Fig. 85.11). In short, users can identify the load
for each facility by creating an equipment master. The
equipment selected using the layout editor is automat-
ically listed in the equipment information pane shown
inside the solid lined box in Fig. 85.12, and the symbol
representing the process type is listed beside the se-
lected equipment in the ID column, as shown inside the
dotted lines. If you click on machining in the equipment

Fig. 85.12 Example allocation results screen

information pane, all the processes for which cutting has
been selected as the process type using process mas-
ter will be listed in the processes that can be added
pane as shown inside the dotted-line of additional pro-
cess. From the list of processes that can be added, select
the process to be allocated to machining (MC01) and
then click on add (allocate). In Fig. 85.12, processes
to be allocated are being selected (with four processes,
designated as either machining or lathe as the avail-
able processes). Figure 85.12 shows that a total of two
processes (process numbers 12 and 23) designated as
machining have been selected for allocation.

When an item is selected from the list displayed
in the equipment information pane, only the processes
belonging to the same process type (specified using
[process type] in process master) are displayed in the
processes that can be added pane.

Creating the Parts Master. The parts master shown
in Fig. 85.13 is a master file used to manage the de-
livery schedule for each part and product. This is
accomplished using a process list created with the
process master, which consists of a list of selected
parts/products as well as of a series of related processes,
to assign appropriate process(es) to each part/product.
For example, Parts-C has the five process operations
from number 30 to 34 in Fig. 85.13. Production sched-
ules can be prepared by combining production plan with
the information provided in the parts master.

The creation of the three masters described above
is an important decision-making process that connects
process design (ranging from procedure planning to
load planning for each process) to process control.
In most companies, process control knowhow accu-

Part
I

8
5
.2



1522 Part I Home, Office, and Enterprise Automation

Fig. 85.13 Processes allocated for Parts-C using part master

Fig. 85.14 Example of a master production plan

mulated through years of experience is often neither
documented in manuals nor shared through information
systems. In view of this, it is important to involve oper-
ators working on site in the process of creating the three
masters so as to identify and incorporate all the process
control knowhow accumulated in-house.

Master Production Plan and Scheduling. Figure 85.6
presents the master production plan window showing
a list of the orders received in a planning period, the
items to be manufactured, and the time required for
the production of each item. Production schedules are
established based on this information and the three Mas-
ters. The parts name column shows a total of fore items:
Parts-A (order number 01), Parts B (order number 02),
Parts-C (order number 03), and Parts-D (order num-
ber 04), which are to be included in the production
plan. The following information can be derived from the
plan.

The start date and time and finish date and time
show when production should be completed. Start date
and time refers to the date and time when production
can be initiated. Assuming that all the necessary mater-
ials are ready and available for production, start date
and time is either one of the following:

• The date and time when the order is received, if
dynamic scheduling is used• The date and time when the plan is finalized, if
periodic scheduling is used.

When there is advanced knowledge that the arrival of
some of the materials will be delayed, the date and time
when all the materials will arrive should be set as the
date and time when production can be initiated.

Figure 85.15 provides an example of a Gantt
chart created using the dispatching rule (first-in first-
out, FIFO) retrieved from the FMS simulator. Besides
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Fig. 85.15 Example FMS schedule Gantt chart scheduled by FIFO

FIFO, earliest due date (EDD), most work remaining
(MWKR), and other dispatching rules are also available
in the FMS simulator menu as well as some schedul-
ing parameters with automated guided vehicle (AGV).
Users can simulate scheduling either by using one of
these dispatching rules or by creating their own unique

dispatching rules as well as production/handling lot
size, buffer stock size, and material handling schedule,
and then assessing the simulation results. The simulator
is designed to provide users with practical knowhow on
scheduling, and offers useful tips on effective schedul-
ing and process control.

85.3 Conclusions and Emerging Trends

This chapter has considered the automation of educa-
tion/learning systems with an overview of the devel-
opment history and present conditions of e-Learning
based on instructional design, and introduced exam-
ples of manufacturing management personnel programs
in management systems and industrial engineering
(IE). For additional information on the automation of
education see Chap. 44. In this final section, as a con-
clusion, we present the issues and outlook for the
automation of education/learning systems, centered on
e-Learning.

If education/learning systems aim at creating new
social value for enterprises and communities by draw-
ing together individual value creation activities [85.85,
86], e-Learning is one systematic approach for the use
of information and communications technology in ed-
ucation/learning systems. Much of the development of
e-Learning to date has focused on basic arrangements
as an effective means to make conventional education

and learning methods more efficient and convenient,
and some accomplishments have been realized [85.87].
Considering the future outlook based on these achieve-
ments, e-Learning has the potential to more directly
link personal value creation to social value. In other
words, e-Learning can directly tie education/learning
activities to the formation of business results and so-
cial capital [85.88, 89]; for example, e-Learning can
go hand in hand with knowledge management, sales
force management, human resources management, en-
terprise information portals, electronic performance
support systems, and community service. The value cre-
ated from such activities will mostly take the form of
intellectual assets, with intellectual value, unlike the
conventional material value of the past [85.90–98]. This
intellectual asset formation is an effort aimed at the ac-
quisition, understanding, and creation of explicit and
tacit knowledge [85.73] that transcends the restrictions
of space and time.
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Given this outlook, the future development of
e-Learning-related technologies will likely include the
following areas:

1. Technological development issues:
a) Development and application of user-interface

technology to secure human-friendly communi-
cations such as mailing lists, bulletin boards, and
machine translation

b) Response analysis by effective tools and soft-
ware such as simulation, groupware, virtual
reality for analysis of natural language, numeri-
cal expressions, etc.

c) Development and application of 3-D online vir-
tual presentation mechanisms such as Second
Life [85.99]

d) Introduction of expert systems.
2. Man–machine systems issues:

a) Solution for incompletion of learning man-
agement system (LMS) functions from the
following points:
· Secure and maintain learner motivation
· Measures when there are learning deficien-

cies to control teaching and learning process
· Construction of new dynamic evaluation

systems
· Open systems.

b) Limitations of teaching methods (instructor–
learner partnership, collaboration).
Implement the following measures to develop

systems where instructors and learners can
jointly embody the truth that teaching is learn-
ing:
· Public disclosure of good practices
· Instructor training
· Development of teaching methods.

c) Cost-reduction effectiveness:
· Resolution of intellectual property issues.

Diverse e-Learning educational materials
and contents are developed, produced, and
administered through the hands of many
stakeholders. This demands the develop-
ment of systems and management technolo-
gies that protect the rights of these value
creators and also enhance the convenience of
learners and other users.

· Development of social capital for e-Learning.
Collaboration among application service
providers (ASPs), educational institution
federations, government, and the private
sector to construct and upgrade social infra-
structure for rational costs.

3. Nurturing the e-Learning profession.
Development of systems to educate specialist per-
sonnel to effectively and efficiently advance the
series of activities of development, design, introduc-
tion, administration, and evaluation of e-Learning
systems to achieve the desired learning goals, and
development of technologies to evaluate these edu-
cational systems.

References

85.1 A. Toffler, H. Toffler: Revolutionary Wealth (Knopf
Borzoi Books, New York 2006)

85.2 P.B. Seybold, R.T. Marshak: The Customer Revolu-
tion (Crown Business, Danver 2001)

85.3 G.M. Piskurich: Self-Directed Learning: A Practical
Guide to Design, Development, and Implementa-
tion (Pfeiffer, Somerset 1993)

85.4 J.J. Pear, M. Novak: Computer-aided personalized
system of instruction: a program evaluation, Teach.
Psychol. 23, 119–123 (1996)

85.5 M. Ryder: Instructional design Models (2009),
http://carbon.cudenver.edu/˜mryder/itc_data/
idmodels.html

85.6 Applied Research Laboratory, Penn State Univer-
sity: Definitions of instructional design (2009),
http://www.umich.edu/˜ed626/define.html

85.7 K. Ishii, H. Ikeda, A. Tsuchiya, M. Nakano: De-
velopment of educational program for production

manager leading new perspectives on manufac-
turing technology, Proc. 19th ICPR, Valparaiso, Chile
(2007)

85.8 K. Ishii, T. Ichimura, S. Kondoh, S. Hiraki: An inno-
vative management system to create new values,
Int. J. Technol. Manag. 45(3/4), 291–305 (2009)

85.9 K. Suzuki: The instructional design for e-Learning
practice, Jpn. J. Educ. Technol. 29(3), 197–205
(2005), in Japanese

85.10 W.J. Rothwell, H.C. Kazanas: Mastering the In-
structional Design Process, 2nd edn. (Jossey-Bass,
Hoboken 1998)

85.11 G.M. Piskurich: Rapid Instructional Design: Learn-
ing ID Fast and Right (Jossey-Bass/Pfeiffer, Hobo-
ken 2000)

85.12 M.W. Allen: Michel Allen’s Guide to e-Learning:
Building Interactive, Fun, and Effective Learning
Programs for Any Company (Wiley, Hoboken 2003)

Part
I

8
5



Automation in Education/Learning Systems References 1525

85.13 R.M. Gagne, L.J. Briggs: Principles of Instructional
Design, 2nd edn. (Holt Rinehart Winston, Geneva
1979)

85.14 K. Akahori: A hierarchical structuring method of
learning tasks for instructional design, J. Jpn. CAI
Assoc. 7(3), 99–107 (1990), in Japanese

85.15 C.M. Reigeluth: Instructional Design Theories and
Models: An Overview of Their Current Status
(Lawrence Erlbaum, Andover 1983)

85.16 R. Rickey: The Theoretical and Conceptual Bases of
Instructional Design (Kogan Page, London 1986)

85.17 R.M. Gagne, L.J. Briggs: Principles of Instructional
Design (Holt Rinehart Winston, London 1974)

85.18 C.M. Reigeluth, M.D. Merrill, C.V. Bunderson: The
structure of subject matter contents and its in-
structional design implications, Instruct. Sci. 7,
107–126 (1978)

85.19 C.M. Reigeluth, M.D. Merrill, B.G. Wilson,
R.T. Spiller: The elaboration theory of instruc-
tion: a sequencing and synthesizing instruction,
Instruct. Sci. 9, 195–219 (1980)

85.20 M.D. Merrill: Component display theory. In: In-
structional Design Theories and Models, ed.
by C.M. Reigeluth (Lawrence Erlbaum, Hillsdale
1983)

85.21 T. Sato: A Sequencing and Synthesizing Instruction
by Interpretive Structural Modeling (Meiji Tosyo,
Tokyo 1987), in Japanese

85.22 J.M. Keller, K. Suzuki: Learner motivation and
e-Learning design: a multinationally validated
process, J. Educ. Media 29(3), 229–239 (2004)

85.23 K. Suzuki, A. Nishibuchi, M. Yamamoto, J.M. Keller:
Development and evaluation of website to check
instructional design based on the ARCS motiva-
tion model, Inf. Syst. Educ. 2(1), 63–69 (2004), in
Japanese

85.24 J.C. Dunlap, R.S. Grabiger: Rich environments for
active learning in the higher education classroom.
In: Constructivist Learning Environments: Case
Studies in Instructional Design, ed. by B.G. Willson
(Educational Technology Publications, Englewood
Cliffs 1996)

85.25 R.C. Shank, T.R. Berman, K.A. Macpherson: Learn-
ing by doing. In: Instructional-Design Theories and
Models: A New Paradigm of Instructional Theory,
Vol. II, ed. by C.M. Reigeluth (Lawrence Erlbaum,
Andover 1999)

85.26 J. Nemoto, K. Suzuki: A checklist development for
an instructional design based on goal-based sce-
nario theory, Jpn. J. Educ. Technol. 29(3), 309–318
(2005), in Japanese

85.27 S.N. Hendrickson: Learning in context interactive
scenario design, paper presented at Techknowlege,
Las Vegas (2005)

85.28 N. Dabbagh: Schaffolding: An important teacher
competency in online learning, Technol. Trends
47(2), 39–44 (2003)

85.29 C.N. Gunawardena, F.J. Zittle: Social presence as
a predictor of satisfaction within a computer-
mediated conferencing environment, Am. J. Dis-
tance Educ. 1(7), 8–26 (1997)

85.30 D.R. Garrison, T. Anderson: e-Learning in the 21st
Century: A Framework for Research and Practice
(Routledge-Falmer, London New York 2003)

85.31 P.A. Shea Pickett, W. Pelz: Enhancing student
satisfaction through faculty development: The im-
portance of teaching presence. In: Elements of
Quality Online Education: Into the Mainstream,
Sloan-C Ser., Vol. 5, ed. by J. Bourne, J.C. Moore
(Sloan Center for Online Education, Needham
2003), CD-ROM, http://www.sloanconsortium.org/
elementsofquality_volume5_cd_ns (2009)

85.32 D.R. Garrison, M.C. Innes: Critical functions
in student satisfaction and success: facilitating
student rule adjustment in online commu-
nications of inquiry. In: Elements of Quality
Online Education: Into the Mainstream, Sloan-
C Ser., Vol. 5, ed. by J. Bourne, J.C. Moore
(Sloan Center for Online Education, Needham
2003), CD-ROM, http://www.sloanconsortium.org/
elementsofquality_volume5_cd_ns (2009)

85.33 A.M.A. Sperlich, K. Spraul: Students as active part-
ners: higher education management in Germany,
Public Sect. Innov. J. 12(3), 2–19 (2007)

85.34 O. Simpson: Student Retention on Online, Open
Distance Learning (Kogan Page, London 2003)

85.35 T. Matsuda, N. Honna, H. Kato: Development
of e-Mentoring guideline and its evaluation,
Jpn. J. Educ. Technol. 29(3), 239–250 (2005), in
Japanese

85.36 D.L. Kirkpatrick: Evaluating Training Program: The
Four Levels, 2nd edn. (Berrett-Koehler, San Fran-
cisco 1998)

85.37 W. Horton: Evaluating e-Learning (ATSD, Alexan-
dria 2001)

85.38 J.J. Phillips, R.D. Stone: How to Measure Training
Results: A Practical Guide to Tracking the Six Key
Indicators (McGraw-Hill, New York 2002)

85.39 M. Scriven: Evaluation perspectives and pro-
cedures. In: Evaluation in Education, ed. by
W.J. Popham (McCutchan, Berkeley 1974)

85.40 D. Walter, L. Garey, J.O. Carey: A Systematic Design
of Instruction (Addison-Wesley, Boston 2001)

85.41 P.L. Smith, J.R. Tillman: Instructional Design, 2nd
edn. (Wiley, New York 1999)

85.42 L.M. Spencer, S.M. Spencer: Competence at Work
(Wiley, New York 1993)

85.43 K. Tamaki, M. Kosakai, T. Matsuda: e-Learning
Practice (Ohmsha, Tokyo 2002) p. 17, in Japanese

85.44 N. Harrison: How to Design Self-Directed and
Distance Learning: A Guide for Creators of
Web-Based Training, Computer-Based Training,
and Self-Study Materials (McGraw-Hill, New York
1998)

Part
I

8
5



1526 Part I Home, Office, and Enterprise Automation

85.45 American Society for Training and Development:
Official homepage (2009),
http://www.astd.org/astd

85.46 B. Broadbent: ABCs of e-Learning: Reaping the
Benefits and Avoiding the Pitfalls (Wiley, New York
2002)

85.47 J.M. Rosenberg: e-Learning: Strategies for Deliv-
ering Knowledge in the Digital Age (McGraw-Hill,
New York 2001)

85.48 Japan e-Learning Consortium: 2006/2007 e-Learn-
ing White Paper (Tokyo Denki University Press,
Tokyo 2006), in Japanese

85.49 Brandon Hall Research: LMS and LCMS demysti-
fied – they sound similar, but they’re very differ-
ent (2008). http://www.brandon-hall.com/free_
resources/lms_and_lcms.shtml

85.50 Advanced Distributed Learning (ADL): Official hom-
page (2008). http://www.adlnet.gov/

85.51 Yale University: Official hompage (2008).
http://www.yale.edu/its/

85.52 Internet2 Middleware Initiative: The Shibboleth
System (2008). http://shibboleth.internet2.edu/

85.53 Aviation Industry CBT Committee (AICC): Official
hompage (2008). http://aicc.org/

85.54 IMS Global Learning Consortium: Official hompage
(2008). http://www.imsglobal.org/

85.55 IEEE Learning Technology Standards Committee:
Official hompage (2008). http://ieeeltsc.org/

85.56 Globe: Official hompage (2008).
http://globe.edna.edu.au/

85.57 M. Roy: Learning objects, EDUCAUSE Rev. 39(6), 80–
84 (2004)

85.58 Open Knowldege Inititiative: Official homepage
(2008). http://www.okiproject.org/

85.59 OECD-Centre for Educational Research and Inno-
vation: e-Learning in Tertiary Education: Where
Do We Stand? (Organization for Economics, Berlin
2005)

85.60 J. Slafer: Spent Force or Revolution in Progress?
e-Learning After the e-University (Oxford Higher
Education Policy Institute, Oxford 2005), sponsored
by webCT

85.61 R. Wingart: Classroom teaching changes in web-
enhanced courses: a multi-institutional study,
Educase Q. 27(1), 26–35 (2004)

85.62 e-Framework for Education and Research Initia-
tive: Official homepage (2008).
http://www.e-framework.org/

85.63 MIT: Official hompage (2008).
http://ocw.mit.edu/OcwWeb/

85.64 Elearningeuropa Initiative: Official hompage
(2008). http://www.elearningeuropa.info

85.65 SOCRATES: Official hompage (2008).
http://projectsocrates.org

85.66 Europe’s Information Society: Official hompage
(2008). http://ec.europa.eu/information_society/
eeurope/i2010/index_en.htm

85.67 eInclusion: Official hompage (2008).
http://www.einclusion-eu.org

85.68 T. Koschmann: CSCL: Theory and Practice of
an Emerging Paradigm (Computers, Cogni-
tion, and Work) (Lawrence Erlbaum, Andover
1996)

85.69 S. Mizuno: Company-wide quality control activi-
ties in Japan, Rep. Stat. Appl. Res. JUSE 16(3), 8–18
(1969)

85.70 Japan Institute of Plant Maintenance (JIPE) (Ed.):
TPM for Every Operator, Shop Floor Series (Produc-
tivity, Tokyo 1996)

85.71 Y. Sugimori, K. Kusunoki, F. Cho: Toyota production
system and Kanban system, Int. J. Prod. Res. 15,
553–565 (1977)

85.72 T. Ohno: Toyota Production System – Beyond
Large-Scale Production (Productivity, Portland
1988)

85.73 I. Nonaka, P. Byosiere, C.C. Borucki, N. Konno:
Organizational knowledge creation theory: a first
comprehensive test, Int. Bus. Rev. 3(4), 337–352
(1994)

85.74 K. Tamaki: Development of e-Learning educational
programs for cyber manufacturing in management
of technology (MOT), Proc. 18th Int. Conf. Prod. Res.
(2005)

85.75 Working Group for Cyber Manufacturing: Cyber
Manufacturing, Aoyama Media Lab (AML) Project
(Research Center of Aoyama Gakuin University,
Tokyo 2004), in Japanese

85.76 J. Bersin: The Blended Learning Book: Best Prac-
tice, Proven Methodologies, and Lessons Learned
(Pfeiffer, Somerset 2004)

85.77 P.L. Smith, T.J. Ragan: Instructional Design, 3rd
edn. (Wiley, New York 2005)

85.78 North Central Regional Educational Laboratory
(NCREL): Glossary of education terms and acronyms
(2008).
http://www.ncrel.org/sdrs/areas/misc/glossary.htm

85.79 J. Orlicky: Material Requirements Planning (Mc-
Graw Hill, New York 1975)

85.80 K. Sheikh: Manufacturing Resource Planning
(MRP II) With Introduction to ERP, SCM, and CRM
(McGraw Hill, New York 2001)

85.81 Myreshka, K. Takahashi: e-Learning in Produc-
tion Planning (MRP), Cyber Manufacturing, AML
Project (Research Center of Aoyama Gakuin Uni-
versity, Aoyama 2004), in Japanese

85.82 A. Shikida: A new learning design for creative
learnings by the circuit model, J. Jpn. Soc. Eng.
Educ. 53(1), 35–40 (2005), in Japanese

85.83 K.E. Stecke, N. Raman: FMS planning deci-
sions, operating flexibilities, and system per-
formance, IEEE Trans. Eng. Manag. 42(1), 82–90
(1995)

85.84 New Technology Systems: The Manual for
V-FMS21 Simulation Software (New Technology

Part
I

8
5



Automation in Education/Learning Systems References 1527

Systems, Tokyo 2006), http://www.nets-sys.com,
in Japanese

85.85 L.S. Vygotsky: Mind in Society (Harvard University
Press, Cambridge 1978)

85.86 J. Lave, E. Wenger: Situated Learning: Legitimate
Peripheral Participation (Cambridge Univ. Press,
Singapore 1991)

85.87 M.J. Rosenberg: Beyond e-Learning: Approaches
and Technologies to Enhance Knowledge, Learning
and Performance (Pfeiffer, Somerset 2006)

85.88 N. Lin: Social Capital: A Theory of Social Structure
and Action, Structural Analysis in the Social Sci-
ences, Vol. 19 (Cambridge Univ. Press, Singapore
2002)

85.89 D. Halpern: Social Capital (Polity, Cambridge 2005)
85.90 L. Prusak (Ed.): Knowledge in Organizations

(Butterworth-Heinemann, London 1997)
85.91 L.H. Thurow: Fortune Favors the Bold – What We

Must Do to Build a New and Lasting Global Pros-
perity (Harper Collins, New York 2003)

85.92 L.S. Paine: Value Shift (McGraw-Hill, New York
2003)

85.93 K. Ishii, T. Ichimura, S. Kondoh, S. Hiraki: A frame-
work for the management system model to create
new value of business output, Int. J. Entrep. Innov.
Manag. 4(4), 393–406 (2004)

85.94 C.K. Prahalad, V. Ramaswamy: The Future of Com-
petition: Co-Creating Unique Value with Customers
(Harvard Business School Press, Boston 2004)

85.95 B. Trezzini, P. Lambe, S. Hawamdeh (Eds.): People,
knowledge and technology: what have we learnt
so far?, Proc. 1st iKMS Int. Conf. Knowl. Manag.
(World Scientific, 2004)

85.96 S. Alikhan, R. Mashelkar: Intellectual Property and
Competitive Strategies in the 21st Century (Kluwer,
Dordrecht 2004)

85.97 R.F. Reilly, R.P. Schweihs: The Handbook of Busi-
ness Valuation and Intellectual Property Analysis
(McGraw-Hill, New York 2004)

85.98 Y. Monden, K. Miyamoto, K. Hamada, G. Lee,
T. Asada: Value-Based Management of the Rising
Sun (World Scientific, Hackensack 2006)

85.99 Second Life: Official homepage (2008),
http://secondlife.com/

Part
I

8
5



“This page left intentionally blank.”



1529

Enterprise Int86. Enterprise Integration and Interoperability

François B. Vernadat

Enterprise integration and interoperability deal
with facilitating communication, cooperation,
and collaboration within an organization, be it
a single organization or a networked organi-
zation, or be it a public or a private organiza-
tion. This chapter first defines enterprise in-
tegration and systems interoperability and
presents relevant architectural frameworks. It
then explains the technical, semantic, and orga-
nizational dimensions of interoperability before
presenting essential standards and technology
for interoperability and integration. Applica-
tions and future trends are pointed out before
concluding.
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Market globalization, worldwide competition, and fast
changing business conditions are forcing enterprises to
become more agile but also to increase communication,
collaboration, and networking with suppliers, partners
or distributors.

Enterprise integration and interoperability come
into play any time that two or more business entities
need to work together or need to share the same infor-
mation. A business entity is any part of an enterprise.
It can be of any size, ranging from a single worksta-
tion or an information technology (IT) system (e.g.,
a post in a department or an enterprise resource plan-
ning (ERP) system module) to a full organization unit
made up of people, systems, different pieces of equip-
ment, information stores, etc. In fact, it can even be any
node in a supply-chain network or any component of an
extended or virtual enterprise.

The need for enterprise integration, and for underly-
ing systems interoperability, results from the increasing
need to interconnect and seamlessly operate technical,
social, and information systems of geographically dis-
persed enterprises or of different enterprises working

together. This concerns the internal business pro-
cesses and services of a given enterprise as well as
cross-organizational business processes spanning part-
ner companies or networks of enterprises.

The challenge of integrating enterprise systems or
business entities comes from the large number and high
heterogeneity of enterprise components that are sub-
ject to be interconnected. When two systems have to
talk to each other or interoperate, they have to agree
on common message formats, transfer protocols, shared
(data) semantics, security and identification aspects,
etc. For instance, if a bank and an insurance company
want to jointly offer real-estate loans with life insur-
ance, they have to align their customer data files, agree
on loan acceptance conditions and rules, and coordi-
nate respective local services (loan request processing,
loan approval/refusal, insurance condition setting, etc.)
into a common business process to offer a composite
service.

In this chapter, both enterprise integration and
interoperability are defined, respective architectural
frameworks are presented and the underlying tech-
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nologies are discussed from a three-level perspective
(technical, application/semantic, and organizational di-

mensions). Finally, future trends are discussed before
concluding.

86.1 Definitions and Background

Enterprise integration and systems interoperability aim
at facilitating communication, cooperation, and col-
laboration between business entities. While enterprise
integration has a strong organizational dimension, in-
teroperability is more of a technical nature.

86.1.1 Enterprise Integration

Enterprise integration (EI) occurs when there is a need
to remove organizational barriers and/or improving
interactions among people, systems, applications, de-
partments, and companies (especially in terms of
material flows, information/decision flows, and control
or work flows) [86.1, 2]. The goal is to create synergy,
i. e., the integrated system offers more capability than
the sum of its components.

The complexity of EI relies on the fact that enter-
prises typically comprise hundreds, if not thousands, of

CIM/EI integration level

CIM/EI evolution

Coordination/
collaboration

Cooperation

Communication

Business
integration

Application
integration

Physical system
integration

                Extended enterprise/virtual organization
        Enterprise architectures enterprise portals CSCW
Organization & human aspects/BP coordination BPMN

        Service orchestration   Workflow  BEPL  EDM/WCM
     EDI/EDIFACT STEP  ebXML  RosettaNet
   SQL/xPath  KQML/KIF  RDF/OWL  WSDL
Web services MOM/ESB  Service registries  UDDI

        FTP, SMTP, HTTP  .Net/J2EE  HTML/XML  SOAP
ISO-OSI  TCP/IP  ASI  ATM  Fast ethernet

Fig. 86.1 Enterprise integration levels and related technologies (es-
sential technical terms and acronyms appearing in the figure are
explained in Sect. 86.3 of this chapter and more information on
each of them can be found at http://whatis.techtarget.com) (FTP –
file transfer protocol, ISO-OSI – International Standards Organiza-
tion Open System Interconnection, ATM – asynchronous transfer
mode, J2EE – Java to Enterprise Edition, ASI – actuator sensor
interface)

applications (be they packaged solutions, custom-built
or legacy systems), some of them being remotely lo-
cated and support an even larger number of business
processes. This environment gets even more compli-
cated as companies these days are increasingly involved
in merger, fusion, acquisition, divestiture, and partner-
ship opportunities.

Integration of enterprise activities has long been,
and often still is, considered as a pure IT problem.
While it is true that at the end of the day the prime chal-
lenge of EI is to provide the right information to the
right place at the right time, business integration needs
must drive information system integration and not vice
versa. EI therefore has a strong organizational dimen-
sion, in addition to its control/management dimension
and its technological dimension.

From a pure IT standpoint, EI mostly means
connecting computer systems and IT applications to
support business process operations [86.3,4]. It involves
technologies such as enterprise portals, data replication,
shared business functions with remote method invo-
cation, enterprise service buses, distributed business
processes (or workflow systems), and business-to-
business (B2B) integration.

From an organizational standpoint, EI is concerned
with facilitating information, control, and material
flows across organization boundaries by connecting
all the necessary functions and heterogeneous func-
tional entities (e.g., information systems, devices,
applications, and people) in order to improve com-
munication (data and information exchanges at system
level), cooperation (interoperation at application level),
and coordination or collaboration (timely orchestra-
tion of process steps at business level) within this
enterprise so that it behaves as an integrated whole
(Fig. 86.1) [86.1, 5]. It will therefore enhance overall
productivity, flexibility, and capacity for the manage-
ment of change (i. e., agility). Li and Williams [86.6]
provide a broader definition of EI stating that en-
terprise integration is the coordination of all el-
ements including business, processes, people, and
technology of the enterprise(s) working together in
order to achieve the optimal fulfillment of the busi-
ness mission of that enterprise(s) as defined by the
management.
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Enterprise integration can apply vertically or hor-
izontally within any organization. Vertical integration
refers to integration of a line of business from its
top management down to its tactical planning and
operational levels (i. e., along the control structure).
Horizontal integration refers to integration of the var-
ious domains (i. e., business areas) of the enterprise or
with its partners and market environment (i. e., along the
supply/consumer chain structure).

Integration can range from loosely coupled to
tightly coupled and further to full system integration.
Full integration means that component systems are no
longer distinguishable in the whole integrated system.
Tightly coupled integration means that components are
still distinguishable in the whole but any modifica-
tion to one of them may have direct impact on others.
Loosely coupled integration means that component sys-
tems continue to exist on their own but can also work as
components of the integrated system.

Putting in place interoperable enterprise systems is
essential to achieve enterprise integration with the level
of flexibility and agility required by public or private
organizations to cope with the need for frequent organi-
zational changes.

As indicated by Fig. 86.1, reaching the successive
levels of integration requires building on a number of
standards, languages, and technologies. Standardiza-
tion efforts have been reviewed by Chen and Vernadat
in [86.7] (Sect. 86.3).

86.1.2 Systems Interoperability

Interoperability is defined in the Webster dictionary as
“the ability of a system to use parts of another sys-
tem”. In IT terms, it can be defined as the ability of two
or more information systems and of business processes
they support to exchange data, share information and
knowledge, or use functionality of one another.

Another definition has recently been provided by the
Athena project [86.8]. It defines interoperability of en-
terprise applications as the ability of a system to work
with other systems without special effort on the part of
their users.

More broadly speaking, enterprise interoperability
can be defined as the ability of an enterprise to use in-
formation or services provided by one or more other
enterprises. This assumes on the part of the IT in-
frastructure the ability to send and receive messages
(requests or responses) or data streams. These ex-
changes can be made in synchronous or asynchronous
mode depending on communication needs.

Interoperability is indeed one of the many facets
of enterprise integration. An integrated family of sys-
tems must necessarily be interoperable in one form or
another. Interoperable systems do not need to be in-
tegrated. In fact, enterprise interoperability equates to
loosely coupled enterprise integration. It provides two
or more business entities (of the same organization or
from different organizations and irrespective of their lo-
cation) with the ability to exchange or share information
(wherever it is and at any time) and to use functions or
services of one another in a distributed and heteroge-
neous environment. Interacting component systems are
preserved as they are, can still work on their own, but
can at the same time interoperate seamlessly.

As for integrated systems, building and implement-
ing interoperable enterprise systems relies heavily on
the use of open standards, as indicated in Sect. 86.3.

86.1.3 Background

Enterprise integration (EI) naturally emerged as a con-
cept in the early 1990s from advances made in the 1980s
in computer-integrated manufacturing (CIM) on the one
hand and in enterprise information integration (EII) on
the other hand. Both were aimed at interconnecting is-
lands of automation and information silos to liquify as
much as possible information and control flows across
the organization. Distributed computing environments,
client–server architectures, federated databases, com-
mon network protocols, and remote procedure calls
were essential technologies during this early develop-
ment era.

With the advent of object-oriented computing,
open system architectures, and message queuing tech-
niques, complex pieces of middleware emerged in the
mid 1990s, the so-called enterprise application in-
tegration (EAI) platforms [86.9]. Among these, the
common object request broker architecture (CORBA)
has played a prominent role because of its open-
source nature, as promoted by the Object Management
Group [86.10].

It is also at this time that two major IT inventions
appeared: hyper-text transfer protocol (HTTP) and ex-
tended markup language (XML) (Sect. 86.4). They have
drastically changed the scene because these standards
opened the door to ubiquitous computing and nearly full
independence to specific IT infrastructures (e.g., com-
puter networks, operating systems, computer languages,
etc.). This was a major step to get rid of EAI solutions
that were found to be too rigid, monolithic, and propri-
etary solutions and it made possible Internet computing
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and led to the emergence of web services at the turn of
the century.

Since then, while EI has rapidly evolved in
the organizational aspect, with new concepts coming
from enterprise architectures, business process manage-
ment (BPM), computer-supported collaborative work
(CSCW), and interorganizational workflow systems, the
pressure for increased systems interoperability has con-

tinuously been accentuated with the growing needs
coming from new forms of organizations (e.g., sup-
ply chains, extended enterprises or virtual enterprises)
in terms of business process coordination and ser-
vice exchange. Service-oriented architectures (SOA)
and web services [86.11, 12] are playing a central
role in this area, as explained in the next sec-
tions.

86.2 Integration and Interoperability Frameworks

Enterprise integration and interoperability frameworks
are made of a set of principles, standards, guidelines,
and sometimes models that practitioners should apply
to put in place the right components in the proper or-
der to achieve integration and interoperability in their
organization.

An example EI framework is given by Fig. 86.1.
It comes from the computer-integrated manufactur-
ing open system architecture (CIMOSA) architecture
that has specifically been designed for CIM, i. e.,
integration in manufacturing enterprises [86.5]. The
framework emphasizes three integration levels, namely
systems integration, application integration, and busi-
ness integration, and positions different technologies or
languages to be used at each level.

Other architectures or frameworks exist (e.g., PERA
(purdue enterprise reference architecture), ARIS (ar-
chitecture for information systems), GRAI (graphes de
résultats et activités interreliés), GERAM (generalized
enterprise reference architecture and methodology),

European interoperability framework

Organization interoperability
Organisation & process alignment

(BPM; Process coordination)

Technical interoperability
Syntax, interaction & transport

(HTTP, SMTP ... over TCP/IP; SOAP)

Semantic interoperability
Semantic alignment

(Metadata registries, ontologies)

Real-world system

Information system

Real-world system

Information system

Fig. 86.2 European Interoperability Framework (EIF) (after
[86.13])

IDEF (integrated definition method), etc.), and have
been reviewed in a book by Vernadat [86.1].

Similarly, a number of frameworks are being de-
veloped for interoperability; for instance, levels of
information systems interoperability (LISI) from an Ar-
chitecture Working Group of the US Department of De-
fense (on Command, Control, Communications, Com-
puters, Intelligence, Surveillance and Reconnaissance
– C4ISR) defines five levels of interoperability [86.14]:

• Level 0 – isolated systems (manual extraction and
integration of data)• Level 1 – connected interoperability in a peer-to-
peer environment• Level 2 – functional interoperability in a distributed
environment• Level 3 – domain-based interoperability in an inte-
grated environment• Level 4 – enterprise-based interoperability in a uni-
versal environment.

The European Interoperability Framework (EIF) is
a more generic framework jointly developed by the Eu-
ropean Commission (EC) and the member states of the
European Union (EU) to address business and gov-
ernment needs for information exchange [86.13]. This
framework defines three essential levels (or dimensions)
of interoperability, namely technical, semantic, and or-
ganizational from bottom up, as depicted by Fig. 86.2.
These dimensions are further explained in the next
sections.

86.2.1 Technical Interoperability

This dimension covers technical issues or plumbing as-
pects of interoperability. It deals with connectivity and
is to date the most developed dimension. It ensures
that systems get physically connected and that data and
messages can be reliably transferred across systems. It
is about linking computer systems and applications or
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interconnecting information systems by means of so-
called middleware components. It includes key aspects
such as open interfaces, interconnection services, data
transport, data presentation and exchange, accessibility,
and security services.

At the very bottom level are network protocols
(TCP/IP (transmission control protocol/internet proto-
col)) and on top transport protocols such (HTTP, SMTP
(simple mail transfer protocol), etc.) to exchange data in
the form of XML messages.

86.2.2 Semantic Interoperability

This dimension of interoperability concerns seman-
tic alignment, i. e., the ability to achieve meaningful
exchange and sharing of information, and not only
data, among independently developed systems. It is
concerned with ensuring that the precise meaning of
exchanged information is understandable by any other
application that was not initially developed for this
purpose.

Semantic interoperability enables systems to re-
format or adapt received information (e.g., convert
euros into dollars) or combine it with other infor-
mation resources and to process it in a meaningful
manner for the recipient. It is therefore a prerequisite
for the front-end (multilingual) delivery of services to
users.

Beyond information system interoperability, coop-
eration between systems should also be possible. This
means that the different systems must be able to pro-
vide each other context-aware services, i. e., services
that can be used in different types of situations, that they
can call or that they can use to enable the emergence of
higher-level composite services.

Technologies involved at this level include meta-
data registries, thesauri or ontologies to map semantic

definitions of the same concepts used by the different
systems involved. In IT, an ontology [86.15] is a shared
formal specification of some domain knowledge. It
is usually expressed in first-order logic or languages
such as knowledge query and manipulation language
(KQML) to be exchanged with knowledge interchange
format (KIF) or in the form of semantic networks or
taxonomies, for instance, resource description frame-
work (RDF) and web ontology language (OWL), the
World Wide Web Consortium (W3C) web ontology lan-
guage [86.16].

86.2.3 Organizational Interoperability

This dimension of interoperability is concerned with
defining business goals, modeling business processes,
and bringing collaboration capabilities to organiza-
tions that wish to exchange information and may
have different internal structures and processes. More-
over, organizational interoperability aims at addressing
the requirements of the user community by making
services available, easily identifiable, accessible, and
user-centric. In other words, it is the ability of organi-
zations to provide services to each other as well as to
users or the wider public.

To achieve organizational interoperability, it is
necessary to align business processes of cooperat-
ing business entities, define synchronization steps and
messages, and define coordination and collaboration
mechanisms for interorganizational processes. This re-
quires business process management (BPM) for the
modeling and control of these business processes, work-
flow engines for the coordination of the execution of
their steps defined as business services, collaborative
tools, and enterprise portals to provide user-friendly ac-
cess to business services and information pages made
available to end-users.

86.3 Standards and Technology for Interoperability

As mentioned in the previous sections, a certain num-
ber of standards and technologies need to be considered
to achieve the three levels of enterprise integration and
interoperability. Essential ones include (from bottom up
of Fig. 86.1):

1. XML: The extended markup language is a widely
used, standardized tagged language proposed and
maintained by the World Wide Web Consortium
(W3C). It has been proposed to be a univer-

sal format for structured content and data on the
web but can indeed be used for any computer-
based exchange. Its simple and open structure has
revolutionized data, information, and request/reply
exchanges among computer systems because XML
messages can be handled by virtually any transport
protocol due to its alphanumeric and platform-
independent nature [86.17].

2. HTTP/HTTPS: Hypertext transfer protocol is the set
of rules for transferring files (text, graphic images,
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sound, video, and other multimedia files) on the
World Wide Web. HTTP is an application protocol
that runs on top of the TCP/IP suite of protocols.
Because of its ubiquity it has become an essential
standard for communications. HTTP 1.1 is the cur-
rent version (http://www.w3.org/Protocols/).

3. Web services and service-oriented architectures
(SOAs): Since the year 2000, service-oriented ar-
chitectures represent a new generation of IT system
architectures taking advantage of message-oriented,
loosely coupled, asynchronous systems as well as
web services [86.11,12,18]. SOAs provide business
analysts, integration architects, and IT developers
with a broad abstract view of applications and inte-
gration components to be dealt with as encapsulated
and reusable high-level services. Web services can
be defined as interoperable software objects that can
be assembled over the Internet using standard proto-
cols and exchange formats to perform functions or
execute business processes [86.12]. They are acces-
sible by the external world by their unique resource
locator (URL), they are described by their interface,
and can be implemented in any computer language.
Web services use the following de facto standards
for their implementation:
– WSDL: The web service description language

is a contract language used to declare the
web service interface and access methods in
a universal language using specific description
templates [86.19].

– SOAP: The simple object access protocol is
a communication protocol and a message layout
specification that defines a uniform way of pass-
ing XML-encoded data between two interacting
software entities (for instance, web services).
SOAP is under consideration by the World Wide
Web Consortium to become a standard in the
field of Internet computing [86.20]. It still lacks
security mechanisms for the transfer of sensi-
tive data and messages but can deal with data
encryption.

– UDDI: The universal description, discovery, and
integration specification is an XML-based reg-
istry proposal for worldwide businesses to list
their services offered on the Internet as web ser-
vices. The goal is to streamline online transac-
tions by enabling companies to find one another
on the web and make their services interopera-
ble for e-Commerce. UDDI is often compared
to a telephone book’s white, yellow, and green
pages. Within a company or within a network of

companies, a private service registry can be es-
tablished in a similar way and format to UDDI
in order to manage all shared business and data
services used across the business units.

4. Service registries: A service registry is a metadata
repository that maintains a common description of
all services registered for the functional domain for
which it has been set up. Services are described by
their name, their owner, their service level agree-
ment and quality of service, their location, and their
access method. It is used by service owners to
expose their services and by services users to lo-
cate services. Commercial products based on UDDI
specs are available.

5. Message and service buses – MOM/ESB: The
key to building interoperable enterprise systems
and service-oriented architectures that are reliable
and scalable is to ensure loose coupling among
services and applications. This can be achieved
using message queuing techniques, and especially
message-oriented middleware (MOM) products and
their recent extension known as enterprise service
buses (ESB) [86.4, 21]. Services and IT appli-
cations exchange messages in a neutral format
(preferably XML) using simple transport protocols
(i. e., XML/SOAP on TCP/IP, SMTP or HTTP).
A message-oriented middleware is a messaging sys-
tem that provides the ability to connect applications
in an asynchronous message exchange fashion us-
ing message queues. It provides the ability to create
and manage message queues, to manage the rout-
ing of messages, and to fix priorities of messages.
Messages can be delivered according to three basic
messaging models:
– Point-to-point model, in which only one con-

sumer may receive messages that are sent to
a queue by one or more producers

– Publish-and-subscribe, in which multiple con-
sumers may register, or subscribe, to receive
messages (called topics) from the same message
queue

– Request/reply, which allows reliable bidirec-
tional communications between two peer sys-
tems (using input queues and output queues)

An enterprise service bus goes beyond the capabil-
ities of a MOM. It is a standards-based integration
platform that combines messaging of a MOM, web
services, data transformation, database access ser-
vices, intelligent routing of messages, and even
workflow execution to reliably connect and coordi-
nate the interaction of significant numbers of diverse
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applications across an extended organization with
transactional integrity. It is capable of being adopted
for any general-purpose integration project and can
scale beyond the limits of a hub-and-spoke EAI bro-
ker. Data transformation is the ability to apply XSLT
(extended style sheet transformation) (or XML style
sheets) to XML messages to reformat messages dur-
ing transport depending on the type of receivers
that will consume the messages (for instance, the
ZIP code is a separate information datum for one
application while it is part of a customer address
for another one). Intelligent or rule-based routing
is the ability to use message properties to route
message delivery to different queues according to
message content. Database services simplify access
to database systems using SQL (structured query
language) and Java database connectivity (JDBC) or
object database connectivity (ODBC). Useful enter-
prise integration patterns to be used in messaging
applications can be found in the book by Hohpe
and Woolf [86.4], who have thoroughly analyzed
and described those that are most commonly used
in practice.

6. BPM: Business process management consists of
reviewing, reengineering, and automating business
processes of the organization. Among the process
steps are services offered by IT systems. Once auto-
mated, these processes take the form of workflows.
Two languages can be used to model business pro-
cesses, one at the business user level and one at the
workflow system level. These are:

– BPMN: The business process modeling notation
is a diagrammatic and semistructured notation
that provides businesses with the capability to
represent their internal business procedures in
a graphical language. It gives organizations the
ability to depict and communicate these proce-
dures in a standard manner. Furthermore, the
graphical notation facilitates the understand-
ing of the performance of collaborations and
business transactions between the organizations.
This ensures that business participants will un-
derstand each other and that participants in the
business will enable organizations to adjust to
new internal and B2B business circumstances
quickly [86.22].

– BPEL: The business process execution language
is an XML-based language designed to enable
task sharing for a distributed computing envi-
ronment – even across multiple organizations –
using a combination of web services (BPEL is
also sometimes called BPEL4WS or BPELWS).
It has been written by developers from BEA
Systems, IBM, and Microsoft. BPEL specifies
the business process logic that defines choreog-
raphy of interactions between a number of web
services. The BPEL standard defines the struc-
ture, tags, and attributes of an XML document
that corresponds to a valid BPEL specifica-
tion [86.23]. Conversion mechanisms exist to
translate BPMN models into BPEL specifica-
tions.

86.4 Applications and Future Trends

Enterprise integration has been around in terms of
applications since the beginning of the 1990s, espe-
cially in the domain of manufacturing integration but
also enterprise information integration (EII), enterprise
resources planning (ERP), customer relationship man-
agement (CRM), and then supply chains. The advent of
CORBA, workflow engines, and BPM techniques has
given birth to a range of commercial products, known
as enterprise application integration (EAI) platforms.
Many vendors have proposed solutions, including Iona,
Sopra, Vitria, Tibco, Microsoft BizTalk, HP, IBM, Ora-
cle, and BEA Systems, as well open-source solutions.

Today, nearly all industrial sectors are facing in-
tegration and interoperability problems, ranging from
manufacturing supply chains to banking, the insurance

sector, medical services, and public organizations. The
focus is on XML-based messaging communications and
loosely coupled interactions thanks to XML/HTTP and
MOM/ESB techniques. One area that has emerged with
EI and is rapidly growing is electronic commerce (web-
based shopping, B2B commerce, e-Procurement, elec-
tronic payment, EDI, etc.). Major initiatives launched
to sustain this area include ebXML (electronic busi-
ness XML) for XML/EDI (electronic data interchange)
(UN/CEFACT (United Nations Centre for Trade Facil-
itation and Electronic Business) and OASIS (Organi-
zation for the Advancement of Structured Information
Standards)), RosettaNet (www.rosettanet.org) in the
area of standard electronic data exchange for sup-
ply chains, and Bolero.net (www.bolero.net) proposing
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a data and document exchange infrastructure for in-
ternational commerce involving SWIFT (Society for
Worldwide Interbank Financial Telecommunication) for
secured payment.

In terms of current trends that can be observed
there is a shift from the pure business process paradigm
that prevailed through the 1990s to the service-
orientation paradigm. This puts more emphasis on
services interoperability than on IT systems inter-
operability or enterprise application integration than
before [86.25].

Among the future trends, we can mention the
emergence of composite services, i. e., services made
of services. This will rapidly grow both in business
(to combine competencies and capabilities of several
partners into common services) and in government
organizations (for instance, pan-European services of-
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Fig. 86.3 The scope of emerging challenges in enterprise integration and interoperability (after [86.24])

fered to EU citizens where a service offered to citizens
through a common portal will in fact be a combination
of local services running in member states in national
languages, e.g., application for the blue card or Euro-
pean identity card).

At the technical level, integration and interoper-
ability are still evolving and will continue to evolve
with technology (faster communication networks, au-
thentication mechanisms, security issues, electronic
signature, multilingual issues, etc.).

At the semantic level, many researchers agree that
one of the major challenges for integration and interop-
erability remains the semantic unification of concepts.
There are simply too many ontologies around and no
common way of representing these ontologies, although
OWL-S is a de facto standard. Microtheories have to
emerge to provide sound foundations for the field, and

Part
I

8
6
.4



Enterprise Integration and Interoperability References 1537

(XML-based) standards for ontology representation are
needed.

At the organizational level, many techniques and
languages exist to capture and represent business pro-
cesses and services in a satisfactory way for business
users. The research trends should focus on developing
interoperability maturity models with associated met-
rics to assess the level of integration or interoperability

and propose methodologies for improving enterprise in-
tegration or interoperability.

Anyway, for the years to come, the driving forces
imposing the new trends will continue to come from
market globalization and new business conditions: need
for more joint ventures, increased communication, fu-
sion and acquisition, knowledge sharing, or use of
common skills and competencies.

86.5 Conclusion

Thanks to advances in Internet computing and service
orientation, enterprise integration and systems interop-
erability have become a reality that largely contributes
to make enterprises more agile, more collaborative, and
more interoperable. The reader should also see Chap. 88
on Collaborative e-Work, e-Business, and e-Service and
Chap. 90 on Business Process Automation: CRM, SCM
and ERP for related content.

Enterprise integration and systems interoperability
are fairly mature at the technical level, and will con-
tinue to evolve with new IT technologies, but are not

yet completely addressed at the organizational and more
specifically at the semantic level.

There are however some other issues (out of the
scope of this chapter) that should be considered. They
concern legal issues, confidentiality issues, or linguistic
aspects, to name a few, especially in the case of in-
ternational contexts (multinational firms, international
organizations or unions of member states). They can
have a political dimension and be even harder to solve
than pure technical or organizational issues mentioned
in this chapter.
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Decision Supp87. Decision Support Systems

Daniel J. Power, Ramesh Sharda

This chapter places decision automation in
a broader context of using information tech-
nologies in decision making. Key definitions
and a brief history of computerized deci-
sion support create important boundaries.
Then a description and explanation of char-
acteristics of computerized decision support
systems (DSS) clarifies this application do-
main. After reviewing management information
needs, a modern taxonomy of decision sup-
port systems is briefly summarized. Issues
associated with building DSS and various ar-
chitectures are reviewed before concluding the
overview.
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Decision support systems (DSS) are defined broadly as
interactive computer-based systems that help people use
computer communications, data, documents, knowl-
edge, and models to solve problems and make decisions
(see DSSResources.com). DSS are ancillary or auxil-
iary systems; they are not intended to replace skilled
decision-makers. DSS are not automating decision-
making.

In pursuing the goal of improving decision-making,
many different types of computerized DSS have been
built to help decision teams and individual decision-
makers. Some systems provide structured information
directly to managers. Other systems help managers and
staff specialists analyze situations using various types
of quantitative models. Some DSS store knowledge and
make it available to managers. Some systems support
decision-making by small and large groups. Companies
even develop DSS to support the decision-making of
their customers and suppliers.

Table 87.1 identifies some major developments in
the history of decision support systems. For more details
see Power [87.1, 2].

The history of decision support systems (based
on [87.2]) is relatively brief and the concepts and

Table 87.1 Evolution of DSS concepts

Years Representative DSS Research

1960s Scott Morton’s management decision

support project

Interactive systems research organization

Decision-making theory development

1970s BrandAid research

Alter’s field study

Holsapple research

1980s Key DSS books

Group DSS prototypes

Executive information systems (EIS)

PC expert systems

1990s Business intelligence/OLAP

Data warehousing

Web-based systems/portals

Data mining
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technologies are still evolving. Today, a number of
academic disciplines provide the substantive founda-
tions for decision support systems development and
research. Database research has contributed tools and
research on managing data and documents. Manage-
ment science and operations research have developed
mathematical models for use in building model-driven
DSS and provided evidence on the advantages of mod-
eling in problem solving. Cognitive science, especially
behavioral decision-making research, has provided de-
scriptive and empirical information that has assisted in
DSS design and has generated hypotheses for decision
support research. Some other important fields related
to DSS include artificial intelligence, human–computer
interaction, software engineering, and telecommunica-
tions. In general, the Internet and web have sped up
developments in decision support and have made it hard
to keep up with the rapid changes in DSS capabilities.

In the 1960s, pioneering work in building interactive
systems at the Massachusetts Institute of Technology,
theory development by Simon and colleagues, and Mor-
ton’s [87.3] research created a foundation for building
innovative DSS.

In the early 1970s, BrandAid [87.4] and reports of
Morton’s [87.3] management decision system (MDS)

research demonstrated the feasibility of DSS. By the
late 1970s, a number of companies had developed
interactive information systems that used data and mod-
els to help managers analyze semistructured problems.
These diverse systems were all called decision sup-
port systems. Key concept books included those by
Alter [87.5], Sprague and Carlson [87.6], and Bonczek
et al. [87.7].

From those early days, it was recognized that
DSS could be designed to support decision-makers
at any level in an organization. DSS could sup-
port operations, financial management, and strategic
decision-making. Over the years many of the more
interesting DSS have been targeted at middle and
senior managers. DSS are also often designed for spe-
cific types of organizations such as hospitals, banks
or insurance companies. These specialized systems are
sometimes referred to as vertical-market or industry-
specific DSS.

Today, decision support systems are both off-
the-shelf, packaged applications and custom-designed
systems. DSS may support a manager using a single
personal computer or a large group of managers in a net-
worked client–server environment. These latter systems
are often called enterprise-wide DSS.

87.1 Characteristics of DSS

Although the term decision support system has many
connotations, based upon Alter’s [87.5] pioneering
research we can identify the following three major char-
acteristics:

1. DSS are designed specifically to facilitate decision
processes.

2. DSS should support rather than automate decision-
making.

3. DSS should be able to respond quickly to the chang-
ing needs of decision-makers.

Many terms are used for specific types of DSS,
including business intelligence, collaborative systems,
data warehousing, model-based systems, knowledge
management, and online analytical processing. Soft-
ware vendors use these more specialized terms for
both descriptive and marketing purposes. What term
we use for a system or software package is a sec-
ondary concern. Our primary concern should be finding
software and systems that meet a manager’s decision

support needs and provide appropriate management
information.

87.1.1 Management Information Needs

Managers and their support staffs need to consider what
information and analyses are actually needed to sup-
port their management and business activities. Some
managers need both detailed transaction data and sum-
marized transaction data. Most managers only want
summaries of transactions. Managers usually want lots
of charts and graphs; a few only want tables of numbers.
Many managers want information provided routinely
or periodically and some want information available
online and on demand. Managers usually want finan-
cial analyses and some managers want primarily soft,
nonfinancial or qualitative information. Managers have
different needs and wants depending upon personal
preferences, task needs, and information technology
experiences.
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In general, a computerized information system
can provide business transaction summary informa-
tion and can help managers understand many business
operations and performance issues; for example, a com-
puterized system can help managers understand the
status of operations, monitor business results, review
customer preference data, and investigate competi-
tor actions. In all of these situations, management
information and analyses should have a number of char-
acteristics. Information must be both timely and current.
These characteristics mean the information is up to date
and available when managers want it. Also, information
must be accurate, relevant, and complete. Finally, man-
agers want information presented in a format that assists
them in making decisions. In general, management in-
formation should be summarized and concise and any
support system should have an option for managers to
obtain more detailed information.

So the subcategory known as decision support sys-
tems needs to provide current, timely information that is
accurate, relevant, and complete. A specific DSS must
present information in an appropriate format that is easy
to understand and manipulate. The information pre-
sented by a DSS may result from analysis of transaction
data or it may be the result of a decision model or it
may have been gathered from external sources. DSS can
present internal and external facts, informed opinions,
and forecasts to managers. As many others have noted,
managers want the right information, at the right time,
in the right format, and at the right cost. These sys-
tem requirements seem simple and straightforward, but
meeting them remains a challenge.

Technology is creating new decision support capa-
bilities, but much learning and discussion needs to occur
to successfully exploit the technological possibilities.
Decision support systems differ in many ways from op-
erating systems that process business transactions. For
example, a popular system that has been widely imple-
mented is called enterprise resource planning (ERP).
ERP is not a decision support system even though the
term suggests that decision-making and planning will be
improved. In general, enterprise resource planning is an
integrated transaction processing system that facilitates
the flow of information between all of the functional ar-
eas of a business. Recently, DSS have been built that
help managers analyze the data from ERP systems, and
ERP systems make it easier to create a wide variety
of DSS.

Decision automation refers to using informa-
tion technologies to make decisions and imple-
ment programmed decision processes. Typically de-

cision automation is considered most appropriate
for well-structured, clearly defined, routine or pro-
grammed [87.8] decision situations. Decision support
systems are intended to help human decision-makers
while decision automation systems make a decision and
reduce the need for immediate human involvement in
the decision. People still write rules and review results
for decision automation, but software makes the routine
decisions.

A major difference between transaction processing
systems, decision automation, and decision support sys-
tems is the general purpose of each type of system.
Transaction processing systems (TPS) are designed to
expedite and automate transaction processing, record
keeping, and simple business reporting of transactions.
Decision automation uses software to make decisions.
Decision support systems are intended to assist in
decision-making and decision implementation. Trans-
action processing is however related to the design of
DSS because transaction databases often provide data
for decision-oriented reporting systems and data ware-
houses. Decision automation often interacts with TPS,
and the results of automated decisions often impact on
TPS.

Transaction processing systems usually provide
standard reports on a periodic basis and support the op-
erations of a company. DSS are used on demand when
they are needed to support decision-making. A man-
ager typically initiates each instance of decision support
system use, either by using the DSS herself or by ask-
ing a staff intermediary to use a DSS. Some managers
and especially clerical employees use transaction pro-
cessing systems to support operations. Line managers
and support staff are the primary users of DSS. TPS
record current information and maintain a database of
transaction information. DSS generally use historical
internal and external data for analysis. DSS may focus
on quantitative analysis and modeling current and future
scenarios. TPS emphasize data integrity and consis-
tency, and although both of these qualities are important
in every system, the primary emphasis for a DSS is
on flexibility and on conducting analyses and retrieving
decision-relevant information and knowledge. Decision
automation routinizes a specific decision 24 h a day,
7 days a week.

One of the long-standing conclusions from reading
DSS case studies is that DSS can take on many different
forms and can be used in many different ways [87.5].
Decision support systems certainly vary in many ways.
Some DSS focus on accessing data, some on manipulat-
ing models, and some on facilitating communications.
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DSS also differ in scope; some DSS are intended for
one primary user and are used stand-alone for analy-
sis, whereas others are intended for many users in an
organization. Also, DSS differ in terms of who uses
a specific system; for example, some DSS are used by
actual decision-makers and some are used by interme-
diaries such as marketing analysts or financial analysts.
If a computerized system is not a transaction processing
system and if a manager uses it, many observers will be
tempted to call the system a DSS.

Some examples show the wide variety of DSS ap-
plications. Major airlines have DSS used by analysts
for many tasks including pricing and route selection.
Many companies have DSS that aid in corporate plan-
ning and forecasting. Specialists often use these DSS
that focus on financial and simulation models. DSS can
help monitor costs and revenues and track departmental
budgets. Also, investment evaluation and support sys-
tems are increasingly common. Frito-Lay has a DSS
that aids in pricing, advertising, and promotion. Route
salesmen use handheld computers to support decision-
making activities.

Many manufacturing companies use manufactur-
ing resources planning (MRP) software. This spe-
cific operational-level DSS supports master production
scheduling, purchasing, and materials requirements
planning. More recent MRP systems support what-
if analysis and simulation capabilities. DSS support
quality improvement and control decisions. Monsanto,
FedEx, and most transportation companies use DSS
for scheduling trucks, airplanes, and ships. The Coast
Guard uses a DSS for procurement decisions. Com-
panies such as Wal-Mart have large data warehouses
and use data-mining software. Business intelligence and
knowledge management systems are increasingly com-
mon. On the World Wide Web one can find DSS that
help track and manage stock portfolios, choose stocks,
plan trips, and suggest gifts. DSS support distributed
decision activities using groupware and a corporate in-
tranet.

The following expanded DSS framework helps cat-
egorize the most common DSS currently in use [87.1,
9, 10]. Some DSS are integrated or hybrid systems
with more than one major DSS subsystem. The frame-
work focuses on one major capability dimension with
five categories and three secondary dimensions. The
term driver is used as a common or shared descrip-
tive adjective in the expanded framework. Driver refers
to the capability, tool or component that is providing
the dominant functionality in the DSS. The five cat-
egories explained below are communications-driven,

data-driven, document-driven, knowledge-driven, and
model-driven.

87.1.2 Communications-Driven
and Group DSS

Group decision support systems (GDSS) and group-
ware were investigated in the mid-1980s, but now
a broader category of communications-driven DSS can
be identified. This type of decision support system
includes communication, collaboration, and decision
support. A group DSS is an interactive computer-based
system intended to facilitate the solution of prob-
lems by decision-makers working together as a group;
such systems often derive functionality from a model
more than from supporting collaboration and hence
are model-driven DSS. Groupware supports electronic
communication, scheduling, document sharing, and
other group productivity and decision support enhanc-
ing activities. A number of technologies and capabilities
are included in this category in the framework: some
collaborative group DSS, two-way interactive video,
white boards, bulletin boards, chat, and email systems.

87.1.3 Data-Driven DSS

Data-driven DSS emphasize analysis of data. These
systems include file drawer and management reporting
systems, data warehousing and analysis systems, exec-
utive information systems (EIS), and data-driven spatial
decision support systems (SDSS). EIS are targeted at
senior managers and SDSS display spatial data for de-
cision support. Business intelligence (BI) systems are
also examples of data-driven DSS. A data-driven DSS
provides access to and manipulation of large databases
of structured data and especially a time series of in-
ternal company data and external data. Simple file
systems accessed by query and retrieval tools provide
the most elementary level of functionality. Data ware-
house systems that allow the manipulation of data by
computerized tools tailored to a specific task and set-
ting or by more general tools and operators provide
additional functionality. Data-driven DSS with online
analytical processing (OLAP) provide the highest level
of functionality and decision support that is linked to
analysis of large collections of historical data [87.11].

87.1.4 Document-Driven DSS

A new type of DSS, a document-driven DSS, is evolv-
ing to help managers retrieve and manage unstructured
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documents and web pages. A document-driven DSS in-
tegrates a variety of storage and processing technologies
to provide complete document retrieval and analysis.
The web provides access to large document databases
including databases of hypertext documents, images,
sounds, and video. Examples of documents that would
be accessed by a document-driven DSS are policies
and procedures, product specifications, catalogs, and
corporate historical documents, including minutes of
meetings, corporate records, and important correspon-
dence. A search engine is a powerful decision-aiding
tool associated with a document-driven DSS. Some au-
thors call this type of system a knowledge management
system.

87.1.5 Knowledge-Driven DSS

The terminology for this fourth category of DSS is
still evolving. Currently, the best term seems to be
knowledge-driven DSS. Sometimes it seems equally ap-
propriate to use Alter’s [87.5] term suggestion DSS
or the narrower term management expert system.
Knowledge-driven DSS suggest or recommend actions
to managers. These DSS have specialized problem-
solving expertise. The expertise consists of knowledge
about a particular domain, understanding of problems
within that domain, and skill at solving some of these
problems.

87.1.6 Model-Driven DSS

A fifth category, model-driven DSS, includes systems
that use accounting and financial models, representa-
tional models, and optimization models. Model-driven
DSS emphasize access to and manipulation of a quan-
titative model. Simple statistical and analytical tools
provide the most elementary level of functionality.
Some OLAP systems that allow complex analysis of
data may be classified as hybrid DSS systems providing
modeling, data retrieval, and data summarization func-
tionality. Model-driven DSS use data and parameters
provided by decision-makers to aid them in analyzing
a situation, but they are not usually data intensive. Very
large databases are usually not needed for model-driven
DSS, but data for a specific analysis may need to be
extracted from a large database.

87.1.7 Secondary Dimensions

The secondary dimensions used to describe DSS
include purpose, targeted users, and the enabling tech-

nology. A relatively new category of DSS made
possible by new technologies and the rapid growth
of the public Internet is interorganizational DSS.
These DSS target a company’s customers or suppli-
ers. The public Internet is creating communication
links for many types of interorganizational systems,
including DSS. An interorganizational DSS provides
external stakeholders with access to a company’s in-
tranet and authority or privileges to use specific DSS
capabilities. Companies can make a data-driven DSS
available to suppliers or a model-driven DSS avail-
able to customers to design a product or choose
a product. Most DSS are intra-organizational DSS
that are designed for use by managers in a company
as stand-alone DSS or for use by a group of man-
agers in a company as a group or enterprise-wide
DSS.

Many DSS are designed to support specific busi-
ness functions or types of businesses and industries.
These are broad- or narrow-purpose DSS. Such DSS
can be labeled as function-specific or industry-specific
purpose DSS.

A function-specific DSS such as a budgeting sys-
tem may be purchased from a vendor or customized
in-house using a more general-purpose development
package. Vendor developed or off-the-shelf DSS sup-
port functional areas of a business such as marketing
or finance; some DSS products are designed to sup-
port decision tasks in a specific industry such as a crew
scheduling DSS for an airline. A function or task-
specific DSS has an important purpose in solving
a recurring decision task. Function- or task-specific
DSS can be further classified and understood in terms
of the dominant DSS component in the DSS. So,
a function-specific DSS may be model driven, data
driven, document driven or knowledge-driven. These
DSS have capabilities relevant for a decision about
some function that an organization performs (e.g.,
a marketing function or a production function). These
DSS are categorized by purpose: function-specific DSS
help a person or group accomplish a specific deci-
sion task; general-purpose DSS software helps support
broad tasks such as business performance monitoring,
business intelligence, project management, and decision
analysis.

All five broad categories of decision support sys-
tems can be implemented using web technologies.
When the enabling technology used to build a DSS
is the Internet and web is seems appropriate to call
the system a web-based DSS. A web-based DSS is
a computerized system that delivers decision support
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Table 87.2 An expanded DSS framework (after [87.1])

Dominant DSS User groups: Purpose: Enabling
component internal, external general, specific technology

Communications Internal teams, Conduct a meeting Web or

Communications-driven DSS now expanding Bulletin board client/server

Help users collaborate

Database Managers, staff, Query a data Main frame,

Data-driven DSS now suppliers warehouse client/server,

web

Document base Specialists and Search web pages, Web

Document-driven DSS user group is expanding find documents

Knowledge base Internal users, Management advice, Client/server, web

Knowledge-driven DSS now customers choose products

Models Managers and staff, Crew scheduling Stand-alone PC

Model-driven DSS now customers Decision analysis

information or decision support tools to a manager or
business analyst using a thin-client web browser such
as FireFox or Internet Explorer [87.1]. The computer
server that is hosting the DSS application is linked
to the user’s computer by a network with the trans-
mission control protocol/Internet protocol (TCP/IP).
In many companies, a web-based DSS is synony-
mous with an intranet or enterprise-wide DSS. Web
technologies are powerful tools for creating decision
support systems and especially interorganizational DSS
that support the decision-making of customers and
suppliers. Web 2.0 technologies are the leading edge
for building DSS, but some DSS will continue to
be built using mainframe and client–server enabling
technologies.

Column one of Table 87.2 lists the five broad
categories of decision support systems that differ in
terms of the dominant decision support component, in-
cluding communications-driven DSS, data-driven DSS,
document-driven DSS, knowledge-driven DSS, and
model-driven DSS. The table provides examples of
targeted user groups – intra-organizational and interor-
ganizational, purpose, and enabling technologies.

One can use the dominant DSS architecture com-
ponent, targeted user group, purpose, and the enabling
technology to describe a specific decision support sys-
tem. For example, a manager may want to build
a model-driven, intra-organizational, product design,
web-based DSS to support a specific business decision
process.

87.2 Building Decision Support Systems

Traditionally, information systems academics and prac-
titioners have discussed building decision support
systems in terms of four major components:

1. The user interface
2. The database
3. The models and analytical tools
4. The DSS architecture and network [87.6].

This traditional list of components remains useful be-
cause it identifies similarities and differences between

categories or types of DSS and it can help managers
and analysts build new decision support systems. The
expanded DSS framework [87.1, 9, 10] is based on the
different emphases placed on DSS components when
a specific system is actually constructed (Fig. 87.1).

Data-driven, document-driven, and knowledge-
driven DSS need specialized database components.
A model-driven DSS may use a simple flat-file
database with fewer than 1000 records, but the model
component is very important. Experience and some
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empirical evidence indicate that design and implemen-
tation issues vary for data-driven, document-driven,
model-driven, and knowledge-driven DSS. Multipar-
ticipant systems such as group and interorganizational
DSS also create complex implementation issues. For
instance, when implementing a data-driven DSS a de-
signer should be especially concerned about the user’s
interest in applying the DSS in unanticipated or novel
situations.

In creating an accounting or financial simulation
model, a developer should attempt to verify that the ini-
tial input estimates for the model are thoughtful and
reasonable. In developing a representational or opti-
mization model, an analyst should be concerned about
possible misunderstandings of what the model means
and how it can or cannot be used [87.5]. Networking
issues create challenges for many types of DSS, but es-
pecially for communications-driven systems with many
participants, so-called multiparticipant systems. Today,
architecture and networking issues are increasingly im-
portant in building DSS.

DSS should be built or implemented using an
appropriate process. Many small, specialized model-
driven DSS are built quickly. Large, enterprise-wide
DSS are built using sophisticated tools and systematic
and structured systems analysis and development ap-
proaches. Communications-driven and group DSS are
usually purchased as off-the-shelf software and then
implemented in a company. Creating enterprise-wide
DSS environments remains an iterative and evolution-
ary task. An enterprise-wide DSS grows and inevitably
becomes a major part of the overall information systems
infrastructure of an organization. Despite the signifi-
cant differences created by the specific task and scope
of a DSS, all DSS have similar technical components
and share a common purpose: supporting decision-
making.

A data-driven DSS database is often a collection of
current and historical structured data from a number of
sources that have been organized for easy access and
analysis. We are expanding the data component to in-
clude unstructured documents in document-driven DSS
and knowledge in the form of rules in knowledge-driven
DSS. Large databases of structured data in enterprise-
wide DSS are often called data warehouses or data
marts. DSS usually use data that has been extracted
from all relevant internal and external databases. Man-
aging information often means managing a database.
Supporting management decision-making means that
computerized tools are used to make sense of the struc-
tured data or documents in a database.

External data
• Dow Jones
• Reuters

Database component
• Knowledge
• Data
• Documents

Model component
• Inference engine
• Models

Communications component
• DSS architecture
• Network
• Web server
• Client/server
• Main frame

User interface component
• Dialog
• Maps
• Menus, icons
• Representations
• Charts, graphs
• Web browser

Users

Internal data
• Personnel
• Production
• Finance
• Marketing

Fig. 87.1 Traditional DSS components [87.1]

Mathematical and analytical models are the ma-
jor component of a model-driven DSS. DSS models
should be used and manipulated directly by managers
and staff specialists. Each model-driven DSS has a spe-
cific set of purposes and hence different models are
needed and used. Choosing appropriate models is a key
design issue. Also, the software used for creating spe-
cific models needs to manage needed data and the
user interface. In model-driven DSS the values of key
variables or parameters are changed, often repeatedly,
to reflect potential changes in supply, production, the
economy, sales, the marketplace, costs, and/or other en-
vironmental and internal factors. Information from the
models is then analyzed and evaluated by the decision-
maker. Knowledge-driven DSS use special models, an
inference engine, for processing rules or identifying re-
lationships in data.

The communications component refers to how hard-
ware is organized, how software and data are distributed
in the system, and how components of the system
are integrated and connected. A major issue today is
whether decision support systems should be available
using a web browser on a company intranet and also
available on the global Internet. Managers and infor-
mation systems (IS) staff both need to develop an
understanding of the technical issues and the security
issues related to DSS architectures, networks, and the
Internet. Networking technology is the key driver of
communications-driven DSS.
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Managers and DSS analysts both need to emphasize
the user interface component. In many ways the user in-
terface is the most important component. The tools for
building the user interface are sometimes termed DSS
generators, query and reporting tools, and front-end
development packages. Much of the DSS design and
development effort should focus on building the user
interface. It is important to remember that the screens

and displays in the user interface heavily influence how
a manager perceives a DSS, as what one sees is the DSS.

The technologies and software associated with de-
cision support systems continues to change rapidly,
and development tools are overlapping for some ap-
plications. In general, managers and IS staff need to
recognize that the overall technological and social con-
text of DSS and business management is changing.

87.3 DSS Architecture

Many academics discuss building decision support sys-
tems in terms of the four major components (Fig. 87.2).
These components collectively comprise the overall
architecture of a DSS. This traditional view of DSS
components remains useful because it identifies com-
monalties between different types of DSS, but it pro-
vides only an initial perspective for understanding the
complexity of DSS architectures.

As noted in the last section, a major component in
the architecture of a DSS is the user interface. The tools
for building the user interface are sometimes termed
DSS generators, query and reporting tools, and front-
end development packages. DSS user interfaces can be
distributed to clients in a thick-client architecture or de-
livered over a network using web pages or Java applets
in a thin-client architecture. A thin-client architecture
where a user interacts using a web browser has many
advantages, but until recently the sophistication of the
user interface was limited compared with a thick-client
architecture where a program resides on a DSS user’s
computer.

Table 87.3 Selected resources for DSS

Resource Type Exemplars

Organizations SIG DSS

http://sigs.aisnet.or

Websites www.dssresources.com

(contains links to most other DSS resources)

Journals Decision Support Systems, Management Science, Decision Sciences, and many others

Books S.B. Eom: The Development of Decision Support Systems Research: A Bibliometrical

Approach (Edwin Mellon, New York, 2007)

D.J. Power: Decision Support Systems Hyperbook, http://dssresources.com/dssbook/

(Fall, 2000)

Turban, Aronson, Liang, Sharda: Decision Support and Business Intelligence Systems,

8th ed. (Prentice Hall, Upper Saddle River 2007)

Model
management

server

Network

User
interface

Client
computerData

server

Fig. 87.2 DSS components (after [87.1])

A DSS database is a collection of data orga-
nized for easy access and analysis. Large databases
in enterprise-wide DSS are often called data ware-
houses or data marts. Document or unstructured data
is stored differently than structured data. Web servers
provide a powerful platform for unstructured data and
documents. The architecture for a data-driven DSS of-
ten involves databases on multiple servers, specialized
hardware, and in some cases both multidimensional and
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relational database software. The extraction, transfor-
mation, loading, and indexing of structured DSS data
is sometimes very difficult.

As noted before, quantitative models are an im-
portant part of many DSS, especially model-driven
DSS. Model management software can be centralized
on a server with a database, or specific models can
be distributed to client computers. Java applets and
JavaScript programs provide a powerful new means
to deliver models to users in a thin-client architec-
ture.

The DSS network component refers to how hard-
ware is organized, how software and data are distributed
in the system, and how components of the DSS are in-
tegrated and physically connected. An ongoing issue is

whether a specific DSS should only be available using
thin-client technology on a company intranet or avail-
able on the global Internet. This should depend on the
needs analysis and a feasibility study. Scalability is also
an important DSS issue. Scalability refers to the abil-
ity to scale hardware and software to support larger
or smaller volumes of data, and more or fewer users.
Scalability also refers to the possibility of increasing or
decreasing size or capability of a DSS in cost-effective
increments.

Table 87.3 provides selected additional readings
and other resources for exploring DSS applications and
technologies. These include web resources, text books,
and selected journal articles in addition to those in-
cluded in the references.

87.4 Conclusions

The DSS design and development environment is
changing as rapidly as the innovation in hardware and
software tools that are available to build them, and in
general the change is in a positive a direction. Web
and mobile technologies will facilitate improved DSS
tools.

Decision support systems are not a panacea for im-
proving business decisions. Most people acknowledge
that managers need good information to manage effec-
tively, but a DSS is not always the solution for providing
good information. A DSS can provide a competitive
advantage and a company may need computerized deci-
sion support to remain competitive, but decision support
capabilities are limited by the data that can be obtained,
the cost of obtaining, processing, and storing the infor-

mation, the cost of retrieval and distribution, the value
of the information to the user, and the capability of
managers to accept and act on the information. Our ca-
pabilities to support decision-making have increased,
but we still have very real technical, social, interper-
sonal, and political problems that must be overcome
when we build a specific DSS.

Computerized DSS assume that managers need to
be kept in the decision-making loop but that managers
need and want help to improve their decision-making.
When it is possible and appropriate to automate
decision-making using software then we have chosen
to remove a human decision-maker from the decision-
making process. Managers choose to automate, create
computerized support or make unaided decisions.

87.5 Further Reading
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Collaborative88. Collaborative e-Work, e-Business, and e-Service

Juan D. Velásquez, Shimon Y. Nof

A major part of automation today is repre-
sented by collaborative e-Work, e-Business, and
e-Service. In this chapter the fundamental the-
ories and scope of collaborative e-Work and
collaborative control theory (CCT) are reviewed,
along with design principles for effectiveness in
the design and operation of their automation
solutions. The potential benefits, opportuni-
ties, and sustainability of emerging electronic
activities, such as virtual manufacturing, e-
Healthcare, automated inspection, e-Supply,
e-Production, e-Collaboration, e-Logistics, and
other e-Activities, will not materialize without
the design of effective e-Work. For instance,
without automatic error prevention or re-
covery, e-Activities in complex systems will
collapse. The four-wheels of collaborative e-
Work, their respective 15 e-Dimensions, and
their role in e-Business and e-Service are ex-
plained and illustrated. Case studies of e-Work,
e-Manufacturing, e-Logistics, e-Business and
e-Service are also provided to enable readers
to get a glimpse into the depth and breadth
of ongoing efforts and potential inhibitors to
revolutionize such e-Systems. Challenges and
emerging solutions are discussed to stimulate
readers to push the boundaries of collaborative
e-Work.
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88.1 Background and Definitions

The landscape in which everyday work and personal
activities are accomplished by humans, computers, ma-
chines, and organizations has evolved significantly in
recent years. From a production point of view, specif-
ically, work has been reshaped by e-Work from the
smallest level systems, micro- and nanosystems, all the
way up to global enterprises. Just as work, business,

commerce, and service are different from each other,
so are e-Work, e-Business, e-Commerce, and e-Service.
They are highly related, yet they are not the same
(Fig. 88.1), and therefore some definitions are needed.

e-Business is the integration of a company’s busi-
ness, including products, procedures, and services, over
the Internet [88.1]. A more comprehensive definition
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e-Work

e-Work features
and functions

• e-Operations
• Human-computer
 interaction
• Human-robot
 interaction
• Integration
• Collaboration
• Coordination
• Networking
• e-Learning
• e-Training

e-Work models
and tools

e-Business/
e-Service

Factories, plants

• e-Design
• e-Manufacturing
• ERP
• e-Logistics
• Robotic facilities
• Process
 automation

• Team projects
• Telework
• CRM
• Scheduling

Offices, services

• Joint projects
• Outsourcing
• Joint marketing
• e-Supply

Alliances

Enterprise

Other e-Activities:

e-Commerce

Customers,
services

• Online orders
• Online sales
• Sales force
 automation
• e-Procurement
• Design
 customization
• Financial
 transactions

• Online
 purchasing
• Supply chain
 management
• Funds transfer

Suppliers,
services

• Agents
• Protocols
• Workflow
•  Middleware
• Parallelism
• Teamwork
• Groupware
• Decision support
 systems

Examples: Telemedicine, e-Charities,
e-Explorations

Fig. 88.1 e-Work as the foundation for e-Business, e-Service, e-
Commerce, and other e-Activities (after [88.3])

provided by Browne et al. [88.2] states that e-Business
is about conducting business both internally and/or
externally by electronic means, e.g., over the Inter-
net, intranet or extranet, and that it involves not only
buying and selling but also operating automated, ef-
ficient internal business processes servicing customers
and collaborating with suppliers and business partners
(Fig. 88.2).

e-Commerce covers the range of online business
activities for products and services, both business-to-
business and business-to-consumer, through the Inter-
net [88.1].

e-Service is the provision of services over electronic
networks such as the Internet, intranets or extranets
without its scope being limited to service organiza-
tions but rather encompassing all enterprises, even those
that manufacture goods and which require the devel-
opment and implementation of sound service practices
over electronic networks.

e-Work are the e-Operations, e-Functions, and e-
Support that enable the e-Business, e-Commerce and
e-Service activities defined above. Its formal defi-
nition describes it as any collaborative, computer-
supported and communication-enabled activities in
highly distributed networks of humans and/or robots
and autonomous systems [88.3]. Among the activities
comprised by e-Work are e-Business, e-Commerce, e-
Manufacturing, e-Healthcare, e-Training, e-Logistics,
virtual (v-)Factories, v-Enterprises, and many more
(Fig. 88.3). The activities mentioned above, as well as
all others influenced by e-Work, rely on the use of com-
puter support and communication technologies and at
the same time require a certain degree of collaboration
to support the interactions between humans, computers,
and machines.

The transformative influence of e-Work can be sum-
marized in this quote [88.3]:

As power fields, such as magnetic fields and grav-
itation, influence bodies to organize and stabilize,
so does the sphere of computing and information
technologies. It envelops us and influences us to
organize our work systems in a different way, and
purposefully, to stabilize work while effectively pro-
ducing the desired outcomes.

Often the terms collaboration and coordination
are used interchangeably, and even though they are
closely related, they do exhibit significant differ-
ences. Camarinha-Matos and Afsarmanesh [88.4,5] and
Nof [88.6] provide a number of definitions that help
clarify the scope and breadth of each term by placing
them in a broader context, which also includes closely
related terms such as networking and cooperation. It is
important to highlight the differences between all these
terms, as their implications on the design of e-Work are
crucial (Fig. 88.4).

Coordination involves the use of communication
and information exchange to reach mutual benefits
among parties by working harmoniously.

Cooperation involves all aspects of coordination
but also incorporates a resource-sharing dimension to
support goal achievement. Commonly, cooperation will
exhibit a component of division of labor among all par-
ticipants and therefore the aggregated value is the result
of adding the individual parts.

Collaboration is the most demanding of the three
processes, where all involved parties share informa-
tion, resources, and responsibilities to jointly plan,
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Fig. 88.2 e-Business application framework (after [88.7] with permission from Taylor and Francis)

e-Business e-Commerce e-Logistics e-Factory e-Design . . .e-Manufacturing

e-Work

Fig. 88.3 Scope of collaborative e-Work as the common foundation of e-Activities (after [88.8])

implement, and assess the set of activities required to
achieve a common goal, thus jointly creating added
value.

Over the years, computers and advances in commu-
nication technologies and related areas have enabled us
to significantly improve the quality of service and prod-
ucts, as well as the level of customization. Specifically,
collaborative e-Work is revolutionizing the capabilities

of e-Business, e-Production, and e-Service. By lever-
aging existing and well-established work, business and
service models, theories, and solutions with the new
electronic world, it is possible to augment companies’
abilities to significantly better meet customers’ needs.
In the next section, the four knowledge clusters of e-
Work and their related 15 dimensions are discussed in
detail.
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Coordination Cooperation

• Communication
• Information
 exchange

• Complementary
 goals
• Alignment
 of activities

• Compatible goals
• Individual identities
• Ability to work apart

Collaboration

• Joint goals, identities
 and responsibilities
• Work together

Fig. 88.4 Coordination, cooperation, and collaboration levels of interaction

88.2 Theoretical Foundations of e-Work
and Collaborative Control Theory (CCT)

Collaborative control theory (CCT) has been developed
over the last decade to support the effective design of
collaborative e-Work, e-Business, and e-Service sys-
tems, and includes several design principles [88.9–
11]. Many researchers have contributed to CCT (e.g.,
see survey in [88.3]) and have addressed issues of
collaborative performance. For instance, collaborative
intelligence has been defined as a measure of the col-
laborative ability of an interacting, distributed group or

Active
middleware

e-Work

Distributed
decision
support

Integration,
coordination,
collaboration

e-Work theory
and models

Integration,
coordination and
collaboration
theory and models

Decision
models

Distributed
control

systems

Collaborative
problem
solving

Computer
integrated
manufacturing

Human-computer
interaction (HCl)

Extended
enterprise

Middleware
technology

Grid
computing

Knowledge-
based systems

Distributed
knowledge systems

Agents Workflow Protocols

Fig. 88.5 Collaborative e-Work: foundations, dimensions, and
scope (after [88.3])

organization, whether of humans and/or agents, robots,
sensors, etc. The major tradeoff that CCT addresses is
that with a larger number of collaborating participants
in a more complex, large-scale system; the knowledge
and performance generated from collaborative efforts
can increase proportionally to the reach of the network,
but conversely the number of conflicts, delays, and er-
rors increases too, up to ineffectiveness, reduction in
value, and collapse. To support the collaboration effort,
e-Support is essential so that participants can interact in
real time or asynchronously even though they are not
located within the same physical location. Technolo-
gies used to enhance distributed collaboration and to
facilitate group problem-solving and decision-making
include messaging software, coordination protocols,
task administration protocols, and other e-Support tech-
niques and tools:

1. Group moderation and facilitation
2. Agreement to adhere to a set of fundamental rules

relating to participant interactions
3. Frequent sharing of feedback
4. Frequent service reviews and agreements on

progress and plans
5. Maintenance of a collaborative memory as an orga-

nizational knowledge base
6. Service-oriented architectures for collaborative au-

tomation.

Examples of these developments are discussed
in manufacturing and supply [88.12], in shared un-
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derstanding for collaborative control [88.13], and in
multirobot remote activation with collaborative con-
trol [88.14].

The “e” in collaborative e-Work is supported by
the continuous creation of knowledge in four areas and
their overlaps: (1) e-Work, (2) integration, coordina-
tion and collaboration, (3) distributed decision support
systems, and (4) active middleware, all of which in
turn are rooted in 15 e-Dimensions as described below
(Fig. 88.5).

The first theoretical foundation area is e-Work itself,
and it comprises four e-Dimensions: (1) e-Work theory
and models, (2) agents, (3) protocols, and (4) workflow,
as described below.

88.2.1 e-Work Theory and Models

Theory and models provide the foundation for the de-
velopment of models to (1) augment human abilities
and capabilities at work, (2) augment organizational
abilities to accomplish their goals, and (3) augment the
abilities of all organizational agents (e.g., human, com-
puters, robots, etc.) for collaboration. Below, several
principles that serve as guidelines and foundation for
effective e-Work are discussed in more detail.

88.2.2 Agents

Agents are independently operating and executing
programs capable of responding autonomously to ex-
pected or unexpected events [88.16]. Agents enable
the automation and integration of flexible, adaptive,
and heterogeneous activities, components, and tasks in
a network. For instance, intelligent information agents
are being used to (1) be proactive in the identifica-
tion of enterprise resources, (2) provide value-added
information for ongoing e-Activities, and (3) reduce the
number of conflicts and errors in the information pro-
vided to and by all members of networked enterprises
(Fig. 88.6). The applicability of agents expands a sig-
nificant number of domains, including: autonomous
mobile or stationary robots, electronic information sys-
tems, data mining and data clusters, decision-support
systems, agent-based simulation, and intelligent de-
sign and manufacturing systems. An example of agents
working in a collaborative environment includes the
University of Michigan digital library (UMDL) where
the library’s electronic information and services are
offered in a distributed environment by building on
commerce and communication protocols for agent in-
teraction.

Communication
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 sensoring

User

Knowledge
skills

• Ontological
 knowledge
•  Metadata, profiles
•  Formats
•  Learning: Genetic,
 neural nets,
 case/dialog/
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• Wrapping
• Access via Web, API,
 middleware (TCP/IP,
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ACL = Agent Communication Language; API = Application Programming Interface;
TCP/IP = Transmission Control Protocol/Internet Protocol; HTTP = Hypertext Transfer Protocol;
IIOP = Internet Inter-ORB Protocol; HAI = Human Agent Interaction; AC = Affecting Computing

Sources

• Retrieval
•  Filtering
•  Integration
•  Visualization
•  Purchasing
•  Data mining
•  Querying

• Conversation
• Negotiation
• Brokering
• Matchmaking
• Social
 filtering

• HAI
• AC

Information

Fig. 88.6 Agent-mediated trading: intelligent agents and e-Busi-
ness (after [88.15])

88.2.3 Protocols

Protocols provide an efficient and effective platform
for autonomous entities (such as agents) to inter-
act, be productive, and achieve their goals. Many
different types of coordination protocols have been de-
signed to achieve effective coordination among agents,
such as (1) dependence-based coordination between
tasks [88.17, 18] and (2) decision- and time-based
protocols to better meet requirement changes and
complex scenarios that require decisions beyond coordi-
nation [88.19–21]. As an example, Ko and Nof [88.21]
compare a task administration protocol (TAP) which
is a coordination and interruption–continuation pro-
tocol (CICP), with a non-TAP coordination protocol
(CP) to examine which protocol enables better assign-
ment of tasks in a human–robot team under emergency
pressures. They conclude that the performance of
a TAP-based coordination protocol outperforms the
non-TAP coordination protocol according to the ra-
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Fig. 88.7 Task allocation ratio (TAR) for emergency
tasks [88.21]. The task administration protocol (CICP) al-
ways performs better because it is typically at a higher
level of decision intelligence relative to the coordination
protocol (CP)

tio of total unallocated tasks to total number of
allocated tasks (TAR) (Fig. 88.7). The protocols of
interest in e-Work are those that function at the ap-
plication level and which determine workflow control.
Protocols at this level enable effective collaboration
by coordinating information exchange and decisions
such as resource allocation among production tasks

Constraint-based broker server

UDDI-enabled registry

UDDI = Universal Description Discovery and Integration 

e-Service adapter

e-Services

e-Service adapter

e-Services

e-Service adapter

e-Services

Cost-benefit
evaluation
server

Constraint
satisfaction
processor

Registration
coordinator

Inquiry
coordinator

Dynamic WfMS

Workflow server

ETR server Event server

Workflow
engines

Process
definition
tool

Internet

Fig. 88.8 Dynamic workflow management system (WfMS) archi-
tecture (after [88.22])

to achieve a common goal and jointly generate better
value. The unique advantage of TAPs is in smart e-
Support and efficient, optimized streamlining of human
collaboration.

88.2.4 Workflow

Workflow captures the systematic assignment and
processing of activities in dynamic, distributed environ-
ments by enabling process scalability, availability, and
performance reliability. Workflow technology has re-
ceived a lot of attention in recent years since it enables
businesses to better manage information and opera-
tions. One recent effort has focused on the design and
implementation of a dynamic workflow management
system to support e-Businesses. The system devel-
oped allows for interenterprise workflow management
using e-Services for a network of collaborating enter-
prises [88.22]. Due to the dynamics of the Internet
and the organizations using it, an organization can join,
leave or remain in a collaborative network without much
difficulty; however, regardless of the decision of a given
enterprise to join/leave or remain in a collaborative net-
work of organizations, all scenarios require that existing
data resources, processes, and services be integrated or
interfaced via workflow models. Their model was the
first attempt to develop a dynamic architecture to better
account for the nature of services and their availability
at different instances in time (Fig. 88.8).

The scope of the second theoretical foundation
area includes integration, coordination, and collab-
oration and comprises four e-Dimensions: (1) inte-
gration, coordination, and collaboration theory and
models, (2) computer-integrated manufacturing (CIM),
(3) human–computer interaction (HCI), and (4) ex-
tended enterprises, as described below.

88.2.5 Integration

Integration, coordination, and collaboration theory and
models provide the backbone for (1) identifying exist-
ing and new connections between information resources
and processing entities/agents and (2) developing mod-
els and methodologies to enhance the collaborative
activities between participating entities/agents and their
use of information resources. Various approaches have
been used to address the challenges of integration, co-
ordination, and collaboration in the e-World. One of
the best measures to assess the effects of a higher
level of integration, collaboration, and cooperation is
the number of areas being influenced, among them:
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e-Business [88.23, 24], healthcare [88.25, 26], trans-
portation [88.27], construction [88.28], and more.

88.2.6 Computer-Integrated
Manufacturing

Computer-integrated manufacturing (CIM) enables the
harmonized integration and management of the entire
product lifecycle from design to customer service. Mod-
ern business is centered on intra- and intercollaboration
processes, such as supply chain/network management,
customer relationship management, employee–business
integration, and more. To fully garner the benefits of
this high level of collaboration, organizations need to
implement integrated-enterprise systems. For instance,
Ho and Lin [88.29] focus on the need for better col-
laboration throughout the complete business cycle and
not just focusing on technical integration. In their work,
they incorporate critical success factors (i. e., imple-
mentation strategy, change management, etc.) into the
development of the different stages and components
of an integrated-enterprise system (Fig. 88.9). Choi
et al. [88.30] also develop an integrated enterprise ar-
chitecture, but their focus is on virtual enterprise chains.
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Fig. 88.9 The integrated enterprise system reference architecture (after [88.29] with permission from Taylor and Francis)

Efforts such as these demonstrate the revolution that the
collaborative enterprise world is experiencing with the
evolution of collaborative e-Work principles, theories,
and methodologies.

88.2.7 Human–Computer Interaction

Human–computer interaction (HCI) enables the de-
velopment of systems, platforms, and interfaces that
support humans in their roles as learners, workers, and
researchers in computer environments. The majority
of the work being conducted in HCI has focused on
the methodologies and processes for developing in-
terfaces, the design, implementation or evaluation of
interfaces, and the development of theories and pre-
dictive models of interaction. As the roles of humans
in today’s workplace and society continue to evolve
with the development of new technologies, so will
the focal areas for HCI, among them ambient in-
terfaces, affective computing, sensing interfaces, and
tangible user interfaces [88.31]. For instance, in the
work by Altuntas et al. [88.32], the authors present
a formal approach to include a human material handler
in a computer-integrated manufacturing (CIM) system.
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Fig. 88.10 Microsoft Surface (human–computer interface)
for Sheraton Hotels (courtesy of Microsoft)

As the authors point out, most of the work in control
has focused on automata-based methods for complex
computer-controlled systems, whose application has
been limited as the number of unmanned systems is
relatively small.

HCI applications are starting to cross into the
mainstream; for instance, Microsoft recently released
Surface, an interface that enables users instant access to
information and entertainment via their hands and ges-
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Fig. 88.11 Extended products in dynamic enterprises (EXPIDE) architecture (after [88.2])

tures while improving collaboration and empowering
consumers in the decision-making process (Fig. 88.10).

88.2.8 Extended Enterprises

Extended enterprises enable the creation of architec-
tures, models, and methodologies to integrate business
processes that go beyond the limits of a single enter-
prise and which include end-to-end functions, internal
operations, and entire supply networks. The level of
integration and connectivity of all value areas of sup-
ply networks has significantly increased with the advent
of e-Business, e-Commerce, e-Services, and global-
ization. This trend has also increased the demand for
new e-Work and e-Business applications and solu-
tions to address the challenges faced when the world
around us becomes an e-World. Figure 88.11 presents
the transformation from traditional enterprises into ex-
tended enterprises, as defined by the extended products
in dynamic enterprises (EXPIDE) project cluster from
researchers of the European Information Society Tech-
nologies. The transformation of the enterprise serves as
an example of the challenges and needs for the study
and development of new methodologies, performance
measures, and tools in the e-World.
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The third theoretical foundation area is distributed
decision support and comprises three e-Dimensions:
(1) decision models, (2) distributed control systems,
and (3) collaborative problem-solving, as described
below.

88.2.9 Decision Models

Decision models integrate computer tools and method-
ologies in the implementation of decision theories in
online decision support systems, to provide more ef-
fective and better-quality decisions. The development
and implementation of decision models to function in
the e-world spans a wide spectrum. For instance, in
e-Finance, one model called create–collect–manage–
protect (CCMP) extends the finance framework from
solely providing the technology perspective to one
that better enables strategic decision-making by mak-
ing use of enterprise application integration (EAI) with
common object request broker architecture (CORBA)
and web services to demonstrate the added value
of using a network approach to the digitalization of
financial and business content [88.34]. In a differ-
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Fig. 88.12 Online quality information system (OQIS) reference architecture (after [88.33])

ent application, fuzzy analytic hierarchy and fuzzy
Delphi methodologies are used for multicriteria eval-
uation of e-Marketplace selection to deal with the
uncertainty and vagueness of humans in group deci-
sion process, and therefore guarantee more effective
decision making [88.35]. In a different application
area, e-Manufacturing, an online quality information
system (OQIS) using an object broker architecture
along with a client–server enables its users both
to obtain real-time data and information from any
location and to address complex quality and deploy-
ment costs decisions (Fig. 88.12). The three examples
of decision models described, along with their ap-
plications, highlight the influence and evolution of
decision models needed in e-Business, e-Works and
e-Service.

88.2.10 Distributed Control Systems

Distributed control systems empower systems with
a greater degree of autonomy by enabling all parties
(e.g., members of a supply network) to negotiate for
the assignment/allocation of tasks and their respective
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Fig. 88.13 SmartGridCity by Xcel Energy integrates high-speed communication technologies with the electric grid. The
system enables real-time control by customers using devices installed at their homes to automate their home energy use
and the use of integrated infrastructure such as plug-in hybrids, battery systems, solar panels, and more (courtesy of Xcel
Energy)
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Fig. 88.14 Distributed control system in the steel industry (courtesy of Rockwell Automation, Inc.)

individual and group reward (incentives). Distributed
control systems are common in manufacturing sys-
tems and in other processes in which the control
is more effective and responsive when it is not lo-

cated centrally but rather is distributed throughout
the system, with local components being controlled
by one or more controls. Typical examples of dis-
tributed systems include: electrical power grids and
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power plants (Fig. 88.13), water management systems,
oil refining systems, sensor networks, pharmaceuti-
cal manufacturing, cement process (Fig. 88.14), and
more.

88.2.11 Collaborative Problem-Solving

Collaborative problem-solving systems provide the nec-
essary information exchange methodologies and models
to influence parties (e.g., members of a supply net-
work, or emergency response network, Fig. 88.15) in
their decision-making processes so as to achieve har-
monization, coherence in decisions, and better results
(e.g., financial, customer service rankings) for all in-
volved parties. For example, in the work by Farand
et al. [88.37] the authors examine collaborative clinical
problem-solving in the context of telemedicinal con-
sultations in order to assess the degree to which the
technological environment preserves medical reasoning
under traditional settings. A theoretical framework and
case study were implemented to measure the achieve-
ment of the goals defined. Another example in the
medical field applies Bayesian networks to model in-
dividual student and group knowledge to better define
problem-based learning (PBL) methodology for the
teaching of clinical reasoning skills. The system de-
veloped, collaborative medical tutor (COMET), is an
intelligent tutoring system for collaborative medical
PBL [88.38].
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Fig. 88.16 v-Ware middleware architecture (printed with permission from Best TV Video Management Solutions)

Fig. 88.15 Mock/drill training interface for collaborative and dis-
tributed problem solving. The tool was designed to train trans-
portation employees for emergency response. Trainees are able to
interact with different users, see their actions, create their own
action plans and decisions, request resources, and have access to
a variety of organizational information needed to address the task at
hand (after [88.36])

The fourth theoretical foundation area is active
middleware and comprises four e-Dimensions: (1) mid-
dleware technology, (2) distributed knowledge systems,
(3) grid computing, and (4) knowledge-based systems,
as described below.
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88.2.12 Middleware

Middleware technology enables interoperability among
distributed, heterogeneous applications, including leg-
acy and advanced environments. Middleware is a layer
of services or applications that provides the connectiv-
ity between the operating systems and network layers,
and the application layer. For instance, in its basic op-
eration, middleware enables the smooth connectivity
and communication, and therefore functionality, be-
tween an older computer and a new scanner, printer
or other peripheral components. In more advanced ap-
plications, middleware enables interoperability among
more complex systems and networked organizations.
Middleware is classified into the following categories
of its e-Services according to the functions they pro-
vide: (1) distributed tuples which function as distributed
relational databases, the most widely deployed middle-
ware, (2) remote procedure call (RPC), which enables
programmers to invoke a procedure across a network,
(3) message-oriented middleware (MOM), which pro-
vides access to a message queue across a network, and
(4) distributed object middleware, which provides the
abstraction of an object that is remote but whose meth-
ods can be recalled just like those of an object in the
same local address as the user. An example of a mid-
dleware technology concerning video applications is
V-Ware, a middleware solution for online video ser-
vices that supports video on demand (VoD), linear TV,
user generated content (UGC), and live broadcasting,
and is able to distribute it across diverse networks of
TV, personal computers (PCs), and portable devices
(Fig. 88.16).

88.2.13 Distributed Knowledge Systems

Distributed knowledge systems are a collection of
autonomous knowledge-based objects sometimes also
referred to as knowledge agents. In collaborative envi-
ronments, agents (Sect. 88.2.2) interact with each other
and work together to evolve the knowledge needed to
improve decisions or solve queries, based on their re-
spective abilities. In the work by Ho et al. [88.39]
for instance, the authors develop a distributed knowl-
edge model for knowledge management to support
the development and implementation of enterprise
systems involving information, system, and software-
engineering technologies. The developed knowledge
systems need to be updated because they are required to
maintain high reliability, integrity, and quality of service
for large-scale implementations.

Fig. 88.17 View inside a server tape Storateck in the com-
puter center for the grid technology of the Large Hadron
Collider (courtesy of CERN)

88.2.14 Grid Computing

Grid computing is a term that evolved in the mid
1990s to denote well-organized computing services
that enable rapid sharing, selection, and aggregation of
a wide variety of geographically distributed comput-
ing resources for solving large-scale and data-intensive
computing applications. A computational grid provides
dependable, pervasive, consistent, and inexpensive ac-
cess to high-end computational resources [88.40] and
enables its users to perceive heterogeneous resources as
homogeneous. The creation of virtual (v-)environments
(i. e., v-Factories, v-Organizations, etc.) requires the de-
velopment of the necessary grid technology [88.41].
One application of grid technology that has garnered
and will continue to capture people’s attention is the
Large Hadron Collider (LHC) at CERN, the European
Organization for Nuclear Research. The LHC comput-
ing grid (LCG) will be one of the largest data-intensive
applications in the world, combining and analyzing
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Table 88.1 MeDICIS components (after [88.42], with permission from Elsevier)

Levels of Components Unified modeling Method Other sources
MeDICIS of MeDICIS language (UML) for analyzing of inspiration

element and structuring
knowledge
(MASK) elements

Macro Business model Case diagrams; Unified modeling

Class diagrams methodologies (UMM),

Unified enterprise modeling

language (UEML),

Universal description discovery

and integration (UDDI)

Cooperation model Case diagrams; UEML

Class diagrams

Agent model Class diagrams Common knowledge acquisition

Micro Communication Class diagrams; and documentation structuring

model Sequence diagrams (KADS)

Multiagent systems (MAS)

Coordination model Concept model; Structured analysis and design

Task model technique (SADT), UML,

MASK; workflow: Integrated

definition methods (IDEF3)

Collaborative Concept model;

problem solving Task model

(CPS) model

Tool Case diagrams; Others

specification Component diagram;

Deployment diagram

data from the LHC detectors for over 10 000 scientists
and over tens of thousands of computers around the
world (Fig. 88.17). The computing grid will sift through
petabytes (a million gigabytes) of particle collision data
to uncover clues about the origins of the Universe.

From a business and service point of view, Brocke
et al. [88.43] discuss the alignment of business needs
of today’s organizations and the availability of grid
technology to better support virtual organizations. The
authors argue that the collaborative reference model is
a promising technique to enable the previously men-
tioned alignment by supporting distributed agents and
the integration of technological, methodological, and
organizational aspects.

88.2.15 Knowledge-Based Systems

Knowledge-based systems provide the capabilities to
mine, refine, construct, and extract information from
a variety of sources, enabling its transformation into
knowledge capital. For instance, Boughzala [88.42]
introduces the methodology for designing interenter-
prise cooperative information system (MeDICIS), an
information system that models cooperative processes
at three levels (communication, coordination, and
collective problem-solving) in order to manage the
knowledge available and generated by the cooper-
ation. The development of MeDICIS highlights the
existing interconnections between the many differ-
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ent dimensions of e-Work, as presented before, as it
integrates, to name just a few (1) agents, (2) collab-

orative problem-solving, and (3) extended enterprises
(Table 88.1).

88.3 Design Principles for Collaborative e-Work, e-Business,
and e-Service

The flattening of the world [88.44] has significantly
changed the ways in which business and commerce
are conducted in the new world landscape. To a large
extent, this has been enabled by automation, from
communication and digital information exchange to
extended supply and logistics networks, international
transportation, and more. As a result of the flatten-
ing effect, work has become more distributed and
decentralized and the magnitude and distribution of
worldwide markets has significantly increased. These
changes have brought opportunities for the develop-
ment of better e-Work methods, augmentation of human
physical, cognitive, temporal, and location abilities at
work. However, just as the opportunities have expanded,
so have the challenges and complexities associated with
e-Work, particularly the scalability of workflow, infor-
mation, and task overload. A number of projects that
have attempted to understand and address these new re-
quirements and challenges, and in turn develop useful
theories and solutions, are summarized in Table 88.2.

88.3.1 e-Work Design Principles

The growing number of distributed and decentralized
work systems over the last two decades has given
e-Work the foundation for the exploration and devel-
opment of new theories, models, and methodologies.
The environment in which e-Work research has evolved
has shown the complex needs and challenges that lie
ahead for the effective development and implementation
of e-Work. e-Work brings new and exciting oppor-
tunities for the definition of emerging and enhanced
work methods and systems, as well as better outcomes
and higher yields, by augmenting with e-Support the
physical, cognitive, temporal, and locational human
abilities. Research on collaborative e-Work, conducted
at the Production, Robotics, and Integration Software
for Manufacturing and Management (PRISM) Center
at Purdue University to understand the needs and chal-
lenges, and develop appropriate theories, and solutions
is highlighted in Table 88.2. In the table, many of the
15 dimensions introduced in Sect. 88.2 are addressed
in various manufacturing, production, and service ap-

plication domains. This research has been rooted in
successful, proven principles and models of heteroge-
neous, autonomous, distributed, and parallel computing
and communication.

Several collaborative e-Work design principles,
which have emerged over the years as useful results
of the collaborative control theory, are described in this
section.

Principle of Cooperation Requirement Planning
(CRP)

Originally developed by Rajan and Nof [88.45,46], this
principle considers collaboration as one of the most
powerful augmentations of work abilities. Collaboration
can be measured in a spectrum from minimal informa-
tion sharing and exchange (implying a certain degree of
cooperation) to fully integrated and collaborative enter-
prises. In order to achieve effective collaboration in any
portion of the spectrum it is necessary to plan ahead.
The principle of cooperation requirement planning in-
cludes two phases: (1) a detailed requirement plan of
who, how, and when (CRP-I) is generated based on
work objectives and available resources; (2) during ex-
ecution, real-time implementation enables the revision
of the plan to CRP-II, which meets spatial and temporal
challenges, changes, and constraints. More recent work
on this principle has included the integration of CRP
with error diagnostics, recovery, and conflict resolution
(Fig. 88.18) and the use of best-matching protocols for
the identification and further implementation of best
policies to address and correct errors and conflicts in
robotic assembly and disassembly (Fig. 88.19). Future
extensions will need to incorporate fuzzy logic and
learning strategies (i. e., neural networks, genetic algo-
rithms) to further enable real-time changes and learning.
The effective implementation of this principle requires
both advanced and adaptive real-time planning in or-
der for the cooperation and collaboration efforts to be
fruitful and efficient.

Principle of e-Work Parallelism
Originally developed by Ceroni and Nof [88.47, 48],
this principle exploits the fact that work and interac-
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Table 88.2 PRISM Center discoveries of e-Work theories, models, and benefits

CCT guideline Collaborative Principles used Production/business/ Results: tool/model
e-Work benefits service areas

Cooperation Collaboration planning Resource planning Multirobotic assembly CRP [88.45]

requirement and interaction Multiprocessors CRP [88.46]

planning (CRP)

Multiagents design Agent theory Manufacturing operations ABMS [88.19, 49]

Parallelism Collaboration protocol Telecomm. protocols ERP/CRM applications TIE/P [88.50–52]

design Adaptive control Electronics testing TestLAN [88.53]

Comm. protocols Wireless MEMS TIF [88.54]

Exchange protocols Supply networks BMP [88.55]

Middleware protocols Client–servers Automotive electronics RAP [88.56, 57]

Flexible assembly TOP [88.58, 59]

Parallelism Parallel computing Global shoe design & mfg. DPIEM [88.47, 48]

Resource and task Local-area networks Electronics assembly & test TestLAN [88.60, 61]

allocation Internet Global automotive supply net. MEN method [88.62]

Conflict and error Synchronize/ Agent theory Robotic maintenance ServSim [88.63]

detection and resynchronize

prevention (CEDP)

Information assurance Total quality Agent-based mfg./service (MERP) [88.64]

Error detection Computer recovery Robotic assembly NEFUSER [88.65]

and prevention Multiagents Multirobot systems EDPA [88.66];

CEPD [88.67]

Fault tolerance Fault-tolerant Sensor fusion Flow MEMS sensors FTTP* [88.68–70]

integration Wireless MEMS sensors TIE/MEMS [88.71]

(operate despite faults)

Conflict resolution Telecommunication Facility design by a team FDL [88.72]

Coassembly Multirobot systems FDL-CR [88.73, 74]

Assembly/disassembly CRP-CR [88.75]

CRP-BMP [88.76]

Join/leave/remain Multienterprise Network flow Distributed networked MEN Opt. [88.62]

optimization Enterprises JLR [88.77]

Organizational learning Enterprise computing Manufacturing/ CMS [88.78]

assembly corp.

Lines of Workflow integration Data flow Aerospace mfg. DFI [88.79]

collaboration and coordination Distributed database Computer-integrated mfg. DAFNet & AIMIS [88.80, 81]

and command Workflow protocols BMP [88.82]

(LOCC)

Information sharing Virtual environments Manufacturing cells FDL [88.83]

and collaboration Task graphs Distributed designers IDM [88.84]

Network computing Distributed teams Co-X Tools [88.85]

Internet/intranet Supply networks Shared Process [88.24]

Construction supply chain Share Process [88.86]

Production and sales T-C-M [88.87]

e-Learning/e-training Learning theory ERP applications MERP/C [88.88]

Distributed DSS Emergency response TSTP [88.36]

Viability measures Artificial life Human–robot facilities TIE/A [88.89–91]

e-Work scalability Distributed computers Supply networks MEN Opt. [88.62]
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Table 88.2 (cont.)

ABMS: agent-based management system; AIMIS: agent interaction management system; BMP: best-matching protocol;

CMS: corporate memory system; Co-X: collaborative tool for function X; CEPD: conflict and error prediction and detection;

CRP: collaboration requirements planning; DAFNet: data activity flow network; DFI: data activity flow integration;

DPIEM: distributed parallel integration evaluation method; EDPA: error detection and prediction algorithms;

FDL: facility design language; FDL/CR: facility design language/conflict resolution;

*FTTP: fault-tolerance time-out protocol (patent pending); IDM: iterative design model; IRD: interactive robotic device;

JLR: join/leave/remain; MEN: multienterprise network; MERP/C: ERP e-Learning by MBE simulations with collaboration;

NEFUSER: neuro-fuzzy systems for error recovery; RAP: resource allocation protocol; ServSim: maintenance service simulator;

TestLAN: testers local area network; TIE/A: teamwork integration evaluator/agent; TIE/MEMS: teamwork integration evaluator/MEMS;

TIE/P: teamwork integration evaluator/protocol; TIF: data information forwarding; TOP: time-out protocol;

TSTP: transportation security training portal
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Fig. 88.18a,b Comparison of expected costs of conflict
resolution (a) without conflict resolution methodology
Mcr (unbounded cost), and (b) with conflict resolu-
tion methodology Mcr (bounded cost) (after [88.92])
(s = rate of conflicts)

tions in software and human workspaces can and must
be allowed to run in parallel. To be effective, e-Work

systems cannot be constrained by sequential (linear)
tasks. In e-Work, the principle of workflow parallelism
has deeper implications due to the distributed nature
of the e-Activities and the fact that interactions take
place over human and software spaces and can include
(1) human–human interactions, (2) human–machine
and human–computer interactions, and (3) machine–
machine and computer–computer interactions.

Ceroni [88.47] defined the degree of parallelism
(DOP) as the maximum level of resources and task
parallelism necessary to balance the tradeoff between
increased communication, transportation, and equip-
ment costs and the increased productivity gained by
the given level of parallelism. The authors developed
the distributed planning of integrated execution method
(DPIEM) as an effort to satisfy a CRP-based plan
(Fig. 88.20). Among the issues explored in the planning
was the ability to determine the optimal DOP, as seen
in Fig. 88.21.

In addition to the definition of DOP, the principle
of e-Work parallelism also addresses issues regarding
the design and implementation of coordinated problem-
solving and decision support that are of concern to the
development of active middleware. The principle in-
cludes five guidelines to let e-Work support systems
(EWSS):

1. Formulate, decompose, and allocate problems
2. Enable applications to communicate and interact

under task administration protocols
3. Trigger and resynchronize independent agents to act

coherently and cohesively in addressing problems,
making decisions, and acting

4. Enable agents to reason, interact, and coordinate
with other agents when needed

5. Develop conflict resolution, error recovery, and di-
agnostic and recovery strategies.

Part
I

8
8
.3



Collaborative e-Work, e-Business, and e-Service 88.3 Design Principles for Collaborative e-Work, e-Business, and e-Service 1565

Cell control system

Cell and robot control system

Best
matching
protocol

User Solid modelling
machine

Cooperation
requirement
planning I
(CRP-I)

Best-matching protocol

Cooperation requirement planning II
(CRP-II)

Assembly
mating

and
constraints
generation

Multi-robot cell
information database

• Geometric
• Operational
• Physical
• Constraint
• Resource

High-level task
plan and assembly component
physical description

Cooperation requirement
matrix

Task assignment and global plan execution

Robot motions and cell
constraints

Assembly
geometric
decription

Assembly
constraints

Multirobot cell status

Fig. 88.19 Best-matching protocol-enabled cooperation requirement planning (CRP) architecture (after [88.76])
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Fig. 88.21 Tradeoff behavior between production and
communication costs and times (after [88.48])

The principle of e-Work parallelism also influenced
the development of co-X tools, where “co-” implies
coordinated, cooperative, and/or collaborative support
tools, e.g., co-design and co-plan [88.85]. These tools
are defined at three levels of interaction: (1) sharing of
information, ideas, and plans via an interface, (2) paral-
lelism of information processing and physical tasks, and
(3) inclusion of active protocols and agents to support
parallelism.

Highly relevant to the principle of e-Work par-
allelism is the keep it simple system (KISS) design
guideline. It states that, as long as a computer and
communication-support system is enabled to work au-
tonomously, in parallel to and support of humans at the
simplest level for them, the system can be as complex
as needed. The implications of KISS on the e-Work
parallelism principle dictate that, in order to minimize
the need for human retraining when new versions and
advanced functions are incorporated into software sys-
tems, internal parallel e-Functions must be included in
the design.

Principle of Conflict Resolution
Originally developed by Huang and Nof [88.49, 89],
this principle addresses the cost of resolving con-
flicts among collaborating e-Workers. A greater rate
of interactions, which increases the number of active
collaborating parties, also increases the number of con-
flicts and errors that agents can incur. The development
of effective e-Work therefore requires that errors and
conflicts be overcome as quickly and inexpensively as
possible. In their work, Huang and Nof observe that the
total costs to resolve a conflict depend on the relative
portion of human intervention as follows: (1) a greater
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Fig. 88.22 Conflict and error diagnostics and prognostics
(CEDP) logic over a coordination network (after [88.67])

number of errors and conflicts leads to an unbounded
exponential growth of cost of resolution, which im-
plies that the e-Work system will collapse due to the
inefficiencies of the system, and (2) for less human in-
tervention, approaching a value of zero (meaning that
information technology (IT) services are designed to
and applied in parallel), the total cost of resolution
reaches an upper bound and can therefore be effective
and sustainable (Fig. 88.18).

The principle of conflict resolution requires the de-
velopment of better and more powerful IT tools for
detection, prevention, and resolution of errors and con-
flicts, which can yield lower overall costs, better quality,
and more effective e-Work. Recent work has focused on
the development of computer-supported conflict and er-
ror detection management (CEDM) and diagnostics and
prognostics (CEDP) methods to eliminate errors and
conflicts in robotic systems and supply networks [88.66,
67] as seen in Fig. 88.22. See also Chap. 30 (Automat-
ing Error and Conflict Prognostics and Prevention) in
this handbook.

Principle of Collaborative Fault Tolerance
Originally developed by Jeong [88.71], this principle
builds on the synergies between fault-tolerant collab-
orative control and feedforward collaborative control
protocols to yield better, more effective results from
teams of weaker agents (i. e., micro- and nanorobots,
micro- and nanosensors) in comparison with a single
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optimized faultless agent (Figs. 88.23 and 88.24). The
principle builds on the well-known fact that a collab-
orative team is better than the sum of the individuals,
and it addresses how to achieve this advantage by using
smart automation.

The Join/Leave/Remain (JLR) Principle
in Collaborative Organizations

This principle addresses the increasing number of vir-
tual enterprises and the dynamic nature of enterprise
alliances, self-organizing agent teams, sensor clusters,
modular systems, and others [88.94]. The principle en-
ables the identification of conditions and timing for
individual agents (parties) or organizations to join, leave
or remain as part of a collaborative networked orga-
nization (CNO). Among the questions the principle
addresses are:

1. When and why would an organization join a given
CNO?

2. What are the benefits for an individual agent or or-
ganization to be part of a given CNO?

3. What are the costs for an individual agent or orga-
nization to participate (join or remain) in a given
CNO?

4. Why would an individual agent or organization opt
to remain in a given CNO?

5. What are the criteria and performance evaluation
measures to characterize and assess the effective-
ness and performance of the CNO?

Middleware
(MidFSN)

Resource
management
QoS control

services

Base station

Photoelectronic
sensor

Inductive sensor

Fig. 88.24 Industrial application of a wireless microsensor network system with fault-tolerance capabilities (i. e., proto-
cols) to aggregate weak sensor signals (after [88.54])
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Fig. 88.23 Faulty sensor routed communication by time-based
control. The lines between nodes represent communication links
(after [88.93])

The join/leave/remain principle can be analyzed at
different levels such as (1) overall CNO level, (2) in-
dividual agent or organization level, (3) sub-CNO, and
(4) multi-CNOs, therefore making it adaptive and useful
to address many types of agglutination and clustering
of agents or organizations (Figs. 88.25 and 88.26). Fur-
thermore, the analysis can be expanded to include each
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Fig. 88.25 Example of a collaborative networked orga-
nization (CNO) in a competitive environment at time T
(after [88.77])

phase of the CNO life: creation, activity, dissolution,
and support [88.77].

Principle of Emergent Lines of Collaboration
and Command (LOCC)

The environment in which modern enterprises must
conduct their day-to-day operations has become ever
more challenging due to the dynamics of networks and
the volatility of formal and informal communications
within and between the members of the network, as well
as with suppliers and customers. This principle focuses
on three needs of organizations: (1) to have better col-
laborative decision-making, specifically under complex
and dynamic events, (2) deliver information and build
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Fig. 88.27 Best-matching protocol (BMP) for the matching of 100 :
100 uniformly distributed parts in a manufacturing setting. The part-
matching information is one of several factors then used to identify
which supplier to match with a given customer
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Fig. 88.26 CNO agility (A) under variable values for un-
expected disturbance (P) and recovery (r) probabilities for
a specific case (after [88.77])

knowledge in a timely manner without being cost pro-
hibitive, and (3) enable the development of emergent
networks. Emergent networks are defined as evolu-
tionary mechanisms of interaction which build upon
the well-established theories of organizational learning
and that are characterized by ad hoc decisions, effec-
tive improvisation, on-the-spot creation of contacts, and
best-matching protocols for pairing system alerts with
decisions, decision-makers, and the executors of the de-
cisions (Figs. 88.27 and 88.28).

The principle was originally developed by Velásquez
and Nof [88.76] to enable organizations to answer the
questions of (1) whom to contact, (2) under what cir-
cumstances to begin a contact, (3) when to contact,
and (4) how to begin a contact under time pressure.
A number of systems have already been developed
which could be further enhanced by this collabora-
tive e-Work principle. Examples are (1) SACHEM,
which is a large-scale knowledge base for monitor-
ing, alerting, and diagnosing dynamic processes in blast
furnaces [88.95, 96], and (2) the public-health emer-
gency response information system (PHERIS), which
is a system developed to facilitate disease surveillance,
command center for detection, collection of data and
timely reporting, and resource planning and allocation
for emergency response [88.97].

e-Measures: Criteria and Evaluation
With the advent of new work models, the need for
new performance criteria and measures to assess the
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Fig. 88.28 Economic value of a match to identify which
supplier out of six to match to a given customer ac-
cording to the costs to manufacture and match parts
(note: parts were generated following a normal distribu-
tion)

effectiveness of e-Work has increased. With the evo-
lution of computer-integrated manufacturing (CIM)
and networked enterprises, several measures have
emerged, among them: flexibility, connectivity, agility
(Fig. 88.29), integration ability, scalability, and reacha-
bility. Two recent performance measures developed at
the PRISM Center are viability and autonomy [88.90].
Viability in the e-Work context has been defined as
the ratio between operating and sustaining agents, and
the rewards or benefits from their services. Autonomy
implies the level of authority delegated and decen-
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Fig. 88.29 System agility under various error probabilities
p and recovery probabilities r (after [88.92])

tralization, and how active the agents, protocols, and
other e-Work participants are. The development of new
measures has not stopped and some of the emerging
measures include: learning ability, collaboration abil-
ity, error and conflict detectability, error and conflict
severity, and information significance.

The implications of the new measures of collab-
orative e-Work performance and characteristics have
also been studied with the development of agent design
and interaction theories. Anussornnitisarn [88.51] con-
cludes that the performance of viability-based protocols
exceeds that of protocols that did not take viability into
consideration.

88.3.2 Emerging Collaborative e-Work,
e-Business, and e-Service Design
Principles

Bioinspired Collaborative Control
As the synergies between areas of research continue to
evolve so will the theories and foundations of e-Work.
In recent years, the biological sciences have started to
influence collaborative control in e-Work, e-Business,
and e-Service [88.98, 99]. Animal-to-animal interac-
tions such as those observed among ants and bees have
been adapted to enable the coordination of agents. The
limited rationalizing capability of insects is enhanced by
their ability to use pheromones as hints and therefore re-
duce information overloads. Similarly, in collaborative
networks, the need to reduce complexity yet provide the
appropriate hints to enable the agent to make a deci-
sion requires that only local and valuable information
be shared by agents [88.100].

Bioinspired applications have included virtual in-
sects (ants) as mobile software agents, message-based
interactions among agents and robots, and measures
such as viability (survivability) and autonomy (indepen-
dence). Negotiation-based and bioinspired techniques
are just two of the many useful techniques that have
and will continue to influence multiagent collaborative
control, as seen in Fig. 88.30.

Learning and Adaptation
in Collaborative Control

Learning and other similar adaptive methodologies
have played and will continue to play a critical role
in automation and production/enterprise control. Ge-
netic algorithms have been used, for instance, for
the scheduling of complex products with multiple re-
source constraints and a multitier product structure
(Fig. 88.31). The algorithms developed by Pongcharoen
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Fig. 88.30 Exploring mechanism of an ant agent in multiagent manufacturing control systems (after [88.102])
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Fig. 88.31 Genetic algorithm structure for a production scheduling scenario (after [88.101] with permission from Else-
vier)

et al. [88.101] achieve on-time delivery and a 63% re-
duction in costs when compared with simulation results
produced by a participating company.

In another work that involves decentralized and
interactive learning, Lagrangian relaxation in combi-
nation with genetic algorithms was used to coordinate
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Fig. 88.32a–f Bioinspired network models of e-Work,
e-Service, and e-Business are developed. (a) Channels (ar-
teries) modify their shape and plasticity over time; (b) the
surface of channels changes dynamically and may have
multiple internal layers; (c) changes over time in network
spatial orientation; (d) time-variable electromagnetic chan-
nels waves as observed via nanowires in mice; (e) network
learning: structural plasticity has a role in behavior – chan-
nel rigidity allows free flow versus channel blockages
which constrict flow; (f) network learning: rigid versus
flexible channels (after [88.9])�

and optimize the production planning of indepen-
dent partners linked by material flows in multitier
supply chains [88.103]. Adaptation and learning are
effective methodologies in market-based resource al-
location to satisfy customer orders and needs [88.104,
105]. Studies at several laboratories around the
world have found that adaptation by agents per-
forms better at allocating and balancing resources and
tasks.

Bioinspired Network Models
Recent work in biomembranes [88.106], neurology
[88.107], and other areas reveals the potential of
bioinspired mechanisms for adaptation, learning, and
collaborative control. Just as synapses and spines col-
laborate to achieve survival and competitive animal
behaviors, so can human-made enablers of collabora-
tive control, such as adaptivity, dependability, discovery
by data mining, decision support systems, and active
middleware. The influence of biological collaborative
control is still in its infancy and it is expected that
new discoveries in these areas will lead to new mod-
els, theories, and solutions that satisfy the ever-growing
needs of optimizing e-Work, e-Business and e-Service
(Fig. 88.32).
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88.4 Conclusions and Challenges

The methods by which humans, machines and com-
puters interact and collaborate are rapidly being trans-
formed in different areas of the economy, i. e., business,
commerce, education, logistics, etc. Many of the ben-
efits of e-Work, e-Business and e-Service have been
the direct result of the automation of collaborative
processes, activities and interactions that individuals
and enterprises conduct in a day-to-day basis, among
them:

1. Error detection, reduction, and prevention: the
automation of processes enables enterprises to de-
velop error mitigation and reduction strategies that
guarantee better service, cost reduction, and faster
response.

2. Cost reduction of business and service processes:
the automation of business processes allows an en-
terprise to operate 24 h a day, 7 days a week without
having employees work during some of the shifts,
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therefore reducing labor expenses. In addition, op-
erational savings on items such as business forms
and office supplies also reduce the costs of business
services.

3. The ability to collaborate more effectively: being
able to access electronic business information and
knowledge from anywhere, and anytime, has en-
abled enterprises to collaborate along the entire
spectrum of the supply networks to provide all
members of the network with just the information
they need to work towards similar goals.

4. Enhanced supply network management: the au-
tomation of many of the business activities and
processes that enterprises conduct has enabled the
creation of more agile, flexible, and responsive net-
works, which in turn have led to the development of
a more collaborative and responsive environment.

5. Focus on added-value activities: the automation
of processes and activities has enabled enterprises
to make better use of their resources (e.g., man-
power, equipment) to reduce waste and idle time,
and concentrate all their efforts on those tasks that
contribute to the value of their products and ser-
vices.

The future of collaborative e-Systems is promising
and will require the exploration of different areas and
the definition of further collaborative theories, princi-
ples, methodologies, and implementations:

• Define and develop the foundation for collabora-
tive control theory to address many of the issues
described in previous sections by finding synergies
between existing control theories and other areas
such as biological systems (see Chap. 75, Robust
Control in Biological Systems).

• Expand the breadth of investigation and imple-
mentation of collaborative e-Work principles and
methodologies to not only benefit and better enable
large enterprises to compete and excel in the e-
World but also small and medium-sized enterprises
(SMEs). For example, in the book by Corbitt and
Al-Qirim [88.108], studies on the implications of e-
Business and e-Commerce principles to SMEs are
summarized and their challenges are highlighted.• New ways of working and interacting in the e-World.
For instance, education in an e-enabled world (e-
Learning and e-Training) requires the development
of new skills, interfaces, teaching methods, and ar-
chitectures so that activities such as e-Mentoring,
e-Training, and others can yield the desired ed-
ucational outcomes [88.109]. More information
on e-Learning, e-Training, and serious games for
teaching and learning can be found in Chaps. 85
(Automation in Education/Learning Systems) and
73 (Automating Serious Games), respectively.• As organizations expand and become part of larger
networks many questions regarding optimal mem-
bership, clustering, and performance measures
(i. e., functional, economic, and quality) still re-
main to be addressed. Influenced by areas such
as bioinspired networks, artificial intelligence, and
bioinspired control, collaborative control will ad-
dress these questions and move e-Work, e-Business,
and e-Service into new frontiers.• It is necessary to define and assess new mea-
sures for production, service, and productivity to
better understand and improve the emerging e-
World environment. Examples of such measures
are collaboration-ability, recoverability, detectabil-
ity, and more.
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e-Commerce89. e-Commerce

Clyde W. Holsapple, Sharath Sasidharan

Electronic commerce (e-Commerce) is fast becom-
ing a way of life in the 21st century. As more
and more consumers and organizations resort to
electronic means for conducting purchases and
facilitating business transactions, it has become
vital for academic researchers as well as practi-
tioners to understand its workings, and be able
to analyze problems and rectify weaknesses. This
is complicated by the fact that the e-Commerce
market is global and constantly evolving, with
new and innovative business models and prod-
ucts being introduced at a rapid pace. We present
an overview of the status of e-Commerce, with
particular emphasis on academic research. Specif-
ically, we review the historical background of
e-Commerce, discuss theoretical frameworks, and
examine e-Commerce models. We also discuss
emerging trends as well as pressing issues facing
the e-Commerce marketplace.
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Electronic commerce (e-Commerce) is fast dominat-
ing every aspect of our day-to-day existence. Whether
purchasing retail products ranging from books to au-
tomobiles, or services ranging from information to
banking, consumers are increasingly turning to the In-
ternet and the World Wide Web (WWW). Businesses
are increasingly conducting transactions within their
value chains and across their supply chains through
electronic means. There is constant experimentation
with newer and more innovative business models, re-
sulting in an ever-evolving e-Commerce marketplace.
This chapter provides a comprehensive picture of the
e-Commerce landscape, with an emphasis on academic
research findings.

With this in mind, we first discuss the evolution of
e-Commerce. This is followed by a discussion of the-
oretical aspects of e-Commerce research: definitions,
frameworks, and success parameters. We then discuss
three broad e-Commerce models: business-to-consumer
(B2C), business-to-business (B2B), and consumer-to-
consumer (C2C). Special emphasis is given to three
popular B2C activities: online shopping, online bank-
ing, and electronic learning. We then discuss three
emerging e-Commerce applications: mobile commerce,
telemedicine (or e-Health), and fee-based information
delivery. Finally, we conclude with a discussion on two
open issues facing e-Commerce: user trust and legal
considerations.
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89.1 Background

Prior to the 1960s, information systems (IS) were
primarily used for scientific research and military
purposes, and very rarely for commerce. The early busi-
ness applications of computers ranged from the Lyons
Electronic Office (LEO) system, automating clerical ac-
counting tasks, to the Bank of America’s electronic
recording machine accounting (ERMA), involving the
automation of check handling. The 1960s and 1970s
saw business establishments becoming heavy users of
computers for accounting and production activities, but
largely confined to applications within the organization.
It was with the development of the electronic data in-
terchange (EDI) in the 1970s that organizations started
communicating with one another electronically. The
high cost of development and maintenance of private
networks, lack of standardization, and the fact that not
all organizations had EDI systems hindered its early
growth. The development of the Accredited Standards
Committee (ASC) X12 standards in the 1980s provided
a boost to the popularity of EDI. Even today, EDI fa-
cilitates a majority of B2B e-Commerce transactions

Fig. 89.1 Google website

through value-added networks (VAN) and over the In-
ternet [89.1, 2].

Paralleling the development of EDI was the growth
of the Internet, which later (along with the World
Wide Web) became the driving force behind B2C
e-Commerce. The Internet had its origins in the
late 1960s as the advanced research projects agency
net (ARPANET), designed exclusively for research,
education, and use by government organizations. Sub-
sequently, in 1983, the ARPANET was split into the
Milnet and the Internet, the former used for military
purposes and the latter for research and education.
Around this time, the communication of computers over
the Internet was standardized using the transmission
control protocol/Internet protocol (TCP/IP), and in the
following year the domain name system (DNS) was
introduced [89.3].

In 1989, Tim Berners-Lee of the European Lab-
oratory for Particle Physics (CERN) started devel-
oping the World Wide Web (WWW). Commer-
cial access to the Internet began with The World
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(http://www.world.std.com) becoming the first provider
of dial-up Internet access. Development of the Mosaic
browser by Marc Andreessen, and its evolution into the
Netscape browser with secure sockets layer (SSL) tech-
nology provided easy and secure access to the WWW
for the general populace [89.3, 4].

In 1993, close to 30 million people were using the
Internet in North America, with 43.2 million US house-
holds owning a computer. The subsequent years saw the
launches of what were to become two of the greatest
success stories in e-Commerce: Amazon and eBay, and
the sale of airline tickets by Southwest Airlines through
the WWW, marking the beginning of a new era in the
travel and tourism industry. This was quickly followed
by online travel sites sponsored by different airlines, and
the emergence of online travel agents such as Expedia
and Travelocity [89.2].

At this point, the primary limiting factor to the
spread of e-Commerce was the speed, quality, and relia-
bility of Internet access; however this issue was partially
resolved with the introduction of the digital subscriber
line (DSL). Worldwide, the number of Internet users

Year(s) Event

1951 Lyons Electronic Office (LEO) system

1959 Electronic recording machine accounting (ERMA) system

1969 Advanced research projects agency net (ARPANET)

1970s Electronic data interchange (EDI)

1971 Internet-based email

1982 ASC X12 standards for EDIs

1983 ARPANET was split into the Milnet and the Internet

1983 Transmission control protocol/Internet protocol (TCP/IP)

1984 Domain name system (DNS)

1989 World Wide Web

1989 The World (http://www.world.std.com)

1993 Mosaic browser

1994 Netscape browser

1994 Manufacturing assembly pilot (MAP) project

1995 Amazon and eBay

1996 Trading process network (TPN) post

1990s Digital subscriber line (DSL)

1999 Google

2000 Bursting of the dot-com bubble

2004 B2B market size estimated at over US$ 1800 billion

2006 B2C market size estimated at over US$ 200 billion

Table 89.1 Important e-Commerce
milestones

had catapulted to 150 million, with more than half from
the USA. In 1999, two of what were to become iconic
names in cyberspace were launched: the search engine
Google and the social networking website MySpace.
The Google search engine provided a very efficient and
effective search tool to browse the increasingly cluttered
WWW, thereby indirectly promoting B2C e-Commerce
activities (Fig. 89.1) [89.3, 4]. MySpace facilitated so-
cial networking through user-created personal profiles,
blogs, groups, photos, and events.

The expansion of the Internet was also associated
with the burgeoning B2B e-Commerce marketplace.
New methods of conducting commercial transactions
between buyers and suppliers along the entire length
of the supply chain were developed. For example, in
1994, to improve material flow within their supply
chains, the big three automakers, Chrysler, Ford, and
GM, and 12 of their suppliers participated in the man-
ufacturing assembly pilot (MAP) project. The MAP
participants were electronically connected, and infor-
mation took less than 2 weeks to reach the bottom of the
supply chain, instead of the earlier 4–6 weeks. Another
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case is that of General Electric (GE), which introduced
its first online procurement system in 1996, an ex-
tranet called the trading process network (TPN) post.
GE could now communicate with its internal customers
over the extranet and with its worldwide suppliers over
the Internet, facilitating same-day evaluation and award
of bids [89.2].

The rapid development of the Internet in the late
1990s led to millions of dollars being invested in
Internet-based online companies, leading to record-

breaking stock value appreciation – the so-called
Internet bubble. The year 2000 saw the bursting of the
bubble, investment dropped, stock indexes plunged, and
many online companies became defunct. The situation
has since stabilized, and in 2006, B2C e-Commerce
sales are estimated at over US$ 200 billion, an increase
of 20% versus 2005. This, however, is dwarfed by the
B2B market whose size amounted to US$ 1821 billion
in 2004 [89.5, 6]. The important milestones in the evo-
lution of e-Commerce are presented in Table 89.1.

89.2 Theory

Aside from its dynamic and still-unfolding history, e-
Commerce has raised a host of questions related to its
deployment, impacts, and possibilities [89.7]. To build
a foundation for addressing these questions, researchers
have investigated e-Commerce from a variety of stand-
points, yielding a growing understanding of the nature
and issues of this phenomenon that has emerged as such
an important socioeconomic force. Here, we examine
theoretical aspects of the e-Commerce research foun-
dation from three perspectives: definitions, frameworks,
and success parameters.

89.2.1 Definitions of e-Commerce

What is e-Commerce? What are its boundaries? What
constitutes e-Commerce and what does not? As orga-
nizations devise new business models and innovative
Internet-based applications, defining the boundaries of
e-Commerce with any degree of precision has proven
to be a challenge for researchers and practitioners
alike.

For example, e-Commerce has been defined by re-
searchers as [89.8]:

. . . the sharing of business information, maintaining
of business relationships, and conducting of busi-
ness transactions by means of telecommunications
networks,

and as [89.9]:

. . . the use of the internet to facilitate, execute, and
process business transactions.

Likewise, practitioners too have offered multiple
definitions [89.10]:

. . . the buying and selling of goods and services on
the internet, especially the WWW,

and as [89.11]:

. . . the process of managing online financial trans-
actions by individuals and companies.

A review of these sample definitions makes it clear
that there are multiple views or perspectives as to what
constitutes e-Commerce. To provide an all-inclusive
characterization of e-Commerce, Holsapple and Singh
conducted an extensive study of the e-Commerce lit-
erature, and introduced a five-cluster taxonomy of
e-Commerce definitions [89.12]. A common theme un-
derlies definitions within each cluster. The five clusters
are: the trading view, the information exchange view,
the activity view, the effects view, and the value-chain
view:

• The trading view is characterized by market-based
activities such as buying and selling facilitated by
electronic means. This is the most commonly held
view of e-Commerce. Holsapple and Singh provide
the following example as representative of the trad-
ing view [89.13]:

. . . e-Commerce is associated with the buying and
selling of information, products, and services via
computer networks today and in the future via any
one of the myriad of networks that make up the
information superhighway.

• The information exchange view recognizes the flow
of information that can precede, accompany, or fol-
low a transaction. A definition in this cluster may
or may not mention the buying or selling aspects of
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a transaction. The following is an example [89.14,
p. 136]:

Electronic commerce has been used to describe
a wide variety of business related transactions, but
is at its core the data used for conducting day-to-day
business operations with suppliers and customers.

• The activity view recognizes nontrading aspects
of e-Commerce such as marketing and production
activities, decision support, research, maintaining
business relationships, and other ancillary activi-
ties [89.12, 15]. For example [89.16, p. 31]:

Electronic commerce is a generic term that en-
compasses numerous information technologies and
services to improve business practices ranging from
customer service to inter-corporation coordination.

Together, the informational and activity views are em-
phasized in what is known as collaborative commerce
(c-Commerce): the use of computer/communication
technologies to help participants exchange information
in the course of some collaborative activity, which may
well enable the collaborative generation of new knowl-
edge. c-Commerce has emerged as a major and growing
facet of e-Commerce with a host of research issues in its
own right [89.17].

• The effects view focuses on the goals or reasons for
using e-Commerce, such as reduced costs, smoother
information flows, remote collaboration, better co-
ordination between buyers and suppliers, better
customer management, and improved service qual-
ity. The following is an example [89.13, p. 1]:

Broadly defined, electronic commerce is a mod-
ern business methodology that addresses the needs
of organizations, merchants, and consumers to cut
costs while improving the quality of goods and ser-
vices and increasing the speed of service delivery.

• The value-chain view acknowledges the use of
e-Commerce in creating value in one or more of
the primary and/or secondary value chain activi-
ties of the organization. The value chain need not
be intra-organizational, but can extend to interor-
ganizational value chains of which the organization
forms a part [89.12, 15]. The following is an exam-
ple [89.18, p. 5]:

Electronic commerce denotes the seamless applica-
tion of information and communication technology

from its point of origin to its endpoint along
the entire value chain of business processes con-
ducted electronically and designed to enable the
accomplishment of a business goal. These processes
may be partial or complete and may encom-
pass business-to-business as well as business-to-
consumer and consumer-to-business transactions.

Given the interconnectedness of five views, Holsap-
ple and Singh advance an integrated definition of
e-Commerce [89.12, p. 161]:

Electronic commerce is an approach to achieving
business goals in which technology for information
exchange enables or facilitates execution of activi-
ties in and across value chains as well as supporting
decision making that underlies those activities.

Although the integrated definition encompasses the
taxonomy’s five views of e-Commerce, it does not ad-
dress the concept of information exchange to account
for the whole gamut of knowledge management (KM)
issues. Thus, Holsapple and Singh further extend this
definition as follows [89.12, p. 164]:

EC is an approach to achieving business goals in
which technology is used to manage knowledge for
purposes of enabling or facilitating the execution of
activities in and across value chains as well as the
making of decisions that underlie those activities.

This is the most comprehensive definition of e-Com-
merce existing in the literature. A researcher, practi-
tioner, or student can adopt any of the taxonomy’s
five views or the integrated comprehensive definition,
but is well advised to be cognizant of the alternative
views if the comprehensive definition is not adopted.
Having considered e-Commerce definitions, we now
summarize several frameworks proposed for appreciat-
ing e-Commerce elements and issues.

89.2.2 Frameworks for e-Commerce

The generic framework of electronic commerce, in-
troduced by Kalakota and Whinston, identifies three
major types of components: applications, infrastructure
building blocks, and support pillars [89.13, 19]. To-
gether, these form a basis for organizing one’s thoughts
about e-Commerce and for ensuring that important el-
ements of e-Commerce are not overlooked. The first
component, electronic commerce applications, includes
systems for supply chain management, procurement,
online marketing, remote banking, home shopping, and
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so forth. Underlying the applications, the second com-
ponent is comprised of four layers of infrastructure
building blocks. From lowest to highest, these lay-
ers are: the information superhighway infrastructure
(the means for connecting, including the Internet), the
network publishing infrastructure (the means for cre-
ation/storage of information and multimedia content,
including servers), messaging and information distribu-
tion infrastructure (the means for moving content across
connections and to/from storage, including email, EDI,
file transfer, etc.), and common business services in-
frastructure (means for ensuring safety, reliability, and
convenience of users, including mechanisms for au-
thentication, security, privacy, paying, locating, and so
forth). The generic framework identifies two support
pillars for electronic commerce: public policy and legal
issues (including regulation, taxation, cost, and policing
concerns) and technical issues (including standards and
protocols).

Alternatively, e-Commerce can be viewed as being
comprised of three hierarchical metalevels: technol-
ogy infrastructure, services, and products and structures
(Fig. 89.2) [89.8, 20]. The bottom metalevel is the tech-
nology infrastructure and deals with wired and wireless
communication networks, public and private communi-
cation utilities such as the Internet and organizational
intranets/extranets, and multimedia management capa-
bilities that deliver the functionality of the WWW.
This metalevel corresponds to the lower layer of the
generic framework’s infrastructure building blocks. The

Top metalevel: Actual products and services

• Electronic auctions, brokerages, dealerships
• Online consumer services
• Buyer-supplier linkages
• Intranet/extranet-based B2B collaboration
• Interorganizational systems

Bottom metalevel: Technology infrastructure

• Wired and wireless communication networks
• Public and private communication utilities
• Multimedia management capabilities

Middle metalevel: Communication services

• EDI, e-Mail, electronic funds transfer
• Electronic catalogs/directories
• Financial services
• Digital authentication/copyright services

Fig. 89.2 Metalevel framework (after [89.8, 20])

middle metalevel is that of services, comprised of ser-
vices facilitating secure communication and enablers
such as electronic catalogs and directories, intelligent
agents, electronic money and financial services, smart
card systems, digital authentication services, and copy-
right services [89.20]. This metalevel corresponds to the
higher layers of the generic framework’s infrastructure
building blocks. The top metalevel consists of the actual
products and services as well as their delivery mecha-
nisms. These include, among others, online consumer
services for shopping, banking, and auctioning; buyer–
supplier linkages and Intranet/extranet-based B2B col-
laboration; and other interorganizational systems that
facilitate the entire spectrum of supply chain activities.
This metalevel corresponds to the generic framework’s
applications component.

Extending the hierarchical framework, Zwass pro-
poses a 5C activity framework that enables the
identification of specific WWW-based e-Commerce
innovational opportunities [89.21]. The 5C activity
framework recognizes five WWW based e-Commerce
activity domains: commerce, collaboration, communi-
cation, connection, and computation. The commerce
domain includes the marketplace and supply chain link-
ages. For the former, innovational opportunities are
possible in searching for partners and subsequent ne-
gotiation of terms and conditions, new business models,
product customization, delivery of products or services,
and subsequent customer management services. For the
latter, opportunities include redesign and reconfigura-
tion of the supply chain, electronic reintermediation,
and adoption of best-of-breed processes.

In the collaboration activity domain, the WWW
can facilitate building and sustaining relationship net-
works such as long-term alliances between buyers
and suppliers, and with customers. Innovations in the
communication activity include the development of vir-
tual customer communities that can serve to enhance
knowledge of customer needs and requirements, ob-
tain feedback of existing products and services, and
form a source of new product ideas. In the connection
domain, the anytime–anywhere connectivity provided
by the WWW facilitates a wide variety of mobile
commerce innovations for monitoring and tracking of
personnel, objects, and systems. Movement of organi-
zational information systems to the WWW can facilitate
intra- and interorganizational system integration. The
computation activity domain views the Internet and
the WWW as a single enormous computing resource,
connecting together innumerable computers, software,
data, and people – facilitating grid computing.
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Table 89.2 Riggins’ electronic commerce value grid (after [89.22, p. 301])

Five dimensions Value creation
of commerce Efficiency Effectiveness Strategic

Time Accelerate user tasks Eliminate information float Establish 24 × 7 customer service

Distance Improve scale to look large Present single-gateway access Achieve global presence

Relationships Alter role of intermediaries Engage in intermediaries Create dependency to lock-in user

micromarketing to look small

Interaction Make use of extensive user User controls detail Users interact via online

feedback of information accessed community

Product Automate tasks using Provide online decision Bundle information, products,

software agents support tools and services

To help managers identify online opportunities and
types of applications that may yield value to users, Rig-
gins describes a framework in which firms compete in
a space defined by five dimensions of commerce: time,
distance, relationships to customers, interaction modes,
and product/service offered [89.22]. These are juxta-
posed with three criteria for technology investment:
greater efficiency, increased effectiveness, and strategic
benefits. The result is the electronic commerce value
grid, highlighting 15 areas for a firm to consider in striv-
ing to add value to its customers through web-based
electronic storefronts (Table 89.2).

Choi et al. provide an integrated microeconomic
framework for understanding electronic commerce
and maximizing its benefits [89.23]. This frame-
work characterizes e-Commerce as involving a global
electronic marketplace of digital products subject to
various pricing strategies. These products include
online goods/services, software, digital content, ad-
vertisements, announcements, product/vendor informa-
tion, digitized processes, payment/tracking information,
smart products, communications, and so forth. Six ma-
jor themes are stressed in this framework: product
quality and the role of market intermediaries; digi-
tal copyright issues; product advertising; consumers’
product-information searching activities; product eval-
uation/choice and pricing approaches; and digital fi-
nancial services including payment processes. Each of
these themes is subject to many design and implementa-
tion variations that demand attention from practitioners
and deserve continuing investigation by researchers.

In a related vein, Schlueter and Shaw present
a framework for analyzing structures and dynamics of
digital goods/services markets and industries [89.24].
This framework identifies six value-adding stages for

firms involved in e-Commerce: content direction, con-
tent packaging, market making, transport, delivery ser-
vice, and interface and systems. Via alliances, mergers,
or acquisitions, firms collaborate to align their capabil-
ities and assets in ways that cover the six value-adding
stages. This collaboration can involve diverse firms such
as those in the financial service, information distribu-
tion, entertainment, creative content, communications,
advertising, and computing industries. From another an-
gle, Lindemann and Schmidt offer a market-oriented
framework to model specific e-Commerce platforms
for coordinating exchange activities among participants
in digital markets [89.25]. Yet another e-Commerce
framework integrates four earlier e-Commerce frame-
works with the traditional marketing model (involving
concepts of product, price, promotion, and distribution)
as a foundation for devising e-Commerce marketing
strategies [89.26].

The e-Commerce literature also contains a consid-
erable number of fairly specialized frameworks. One
of these, for example, advocates a three-level architec-
ture for studying how intelligent agents can be applied
to support electronic trading activities in the sense of
making electronic markets more effective [89.27].

89.2.3 e-Commerce Success Parameters

What is meant by e-Commerce success? How can it
be measured? Researchers have used multiple yard-
sticks for measuring e-Commerce success depending
on the research context. For B2C transactions, widely
used success parameters involve website usage factors
such as acceptance, adoption, actual usage, intention
to use, and intention to return [89.28–31], as well as
purchase-related factors such as actual purchase, inten-
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Table 89.3 B2C e-Commerce success parameters

Factors influencing success Success measures

Website design factors:

• Navigation, convenience, usability• Reliability, responsiveness• Accessibility, flexibility, relevance• Security/privacy• Quality of support services• Virtual-reality technologies for high-experiential products• Social presence through rich descriptions and graphics• Value-added mechanisms• Recommendations from prior customers

Individual factors:

• Demographics• Prior experience, computer self-efficacy• Technological background• Subjective norms• Innovativeness, adaptability, awareness• Ease of use, usefulness, enjoyment• User trust

Website usage factors:

• Acceptance• Adoption• Actual usage• Intention to use• Intention to return

Purchase-related factors:

• Actual purchase• Intention to purchase• Willingness to pay

Customer-related factors:

• Satisfaction• Loyalty• Learning

tion to purchase, and willingness to pay [89.32–34].
Customer-related factors such as satisfaction [89.35],
loyalty [89.36], and learning [89.37] have also been em-
ployed. Finally, customer perceptions of the usefulness
of a website [89.38] and of the quality of a web-
site [89.39] have been used to measure e-Commerce
success. We summarize the e-Commerce success pa-
rameters in Table 89.3.

In order to bring clarity to e-Commerce research
and to provide a framework for measuring e-Commerce
success, DeLone and McLean suggest extending their
information systems success model [89.9, 40, 41] to the
context of e-Commerce research. The latter contends
there are multiple dimensions of information systems
(IS) implementation success including system usage
(e.g., frequency, motivation, regularity, objectives of us-
age), system quality (e.g., reliability, response time,
ease of use, usefulness, error rate), user satisfaction
(e.g., overall satisfaction, decision-making satisfaction,
user complaints), information quality (e.g., accuracy,
precision, timeliness, completeness), service quality
(e.g., assurance, empathy, responsiveness), and net
benefits (e.g., productivity, decision accuracy, profit).
Adapting these success dimensions to the e-Commerce

domain, with suitable modifications, yields their frame-
work for measuring e-Commerce success.

System usage in an e-Commerce context translates
into the number of website visits, navigation within the
site, and transaction execution. As noted above, most
of these have already been widely used by researchers.
For the system quality dimension, factors such as re-
liability, accessibility, response time, ease of use, and
usefulness are extended directly to the context of a web-
site, and these have been used in studies reported in
the e-Commerce literature. The user satisfaction dimen-
sion can be applied to measure satisfaction at different
stages of customer interaction, ranging from informa-
tion gathering to post-purchase services. In the case of
the information quality dimension, an important fac-
tor is privacy and security, apart from personalization
of content, and the completeness and relevance of the
information. Service quality can be measured as the
overall customer experience, and this is an important
measure given the fact that switching costs are low
in an e-Commerce environment. Net benefits in an e-
Commerce environment can be measured in terms of
savings in time and money, enhanced productivity, and
improved decision-making [89.9].
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89.3 e-Commerce Models and Applications

The US Department of Commerce views B2B e-Com-
merce as dealing with manufacturing and wholesale
activity, and B2C e-Commerce as dealing with retailing
and the service industry [89.6]. Based on this catego-
rization, the total volume of e-Commerce transactions
in 2004 amounted to US$ 1951 billion, representing
a 14.4% increase over the previous year, and compris-
ing roughly 10% of the total value of US shipment,
sales, and revenue. The lion’s share of the e-Commerce
market in dollar terms is in the B2B segment, amount-
ing to 93% or US$ 1821 billion. However, given its
intrusion into virtually every single aspect of our daily
life, B2C e-Commerce remains perhaps the most vis-
ible and easily recognizable face of e-Commerce. We
first discuss the B2C e-Commerce market, followed
by the B2B e-Commerce market. We then discuss
the small but rapidly emerging C2C e-Commerce
market.

89.3.1 B2C e-Commerce

The B2C e-Commerce market has continued to grow
with recent estimates being as high as US$ 210 billion
for 2006, an increase of 20% over the previous year, and
projected to reach US$ 330 billion in 2010 with an esti-
mated 55 million online shopping households in the US.
In dollar terms, the largest B2C e-Commerce product
line is travel, with approximately 35% of the market at
US$ 70 billion. This is followed by computer hardware
and software at US$ 17 billion, automotive equipment at
US$ 16 billion, and apparel at US$ 14 billion [89.5]. We
now examine some of the more important segments of
the B2C e-Commerce marketplace: online retail shop-
ping, online banking, and electronic learning.

Online Retail Shopping
This is perhaps the most visible face of e-Commerce
– the online selling of a wide range of retail goods
and products such as clothing, clothing accessories,
electronic devices, electrical appliances, computer hard-
ware and software, books and magazines, food and
beverages, health and personal care items, sporting
goods, music and videos, and office equipment and
supplies. Apart from retail goods, the major services
sold online include those related to computer systems,
publishing, securities and commodity contract interme-
diation/brokerage, and travel arrangement/reservation.
In recent years, retail e-Commerce sales registered an
annual growth of 25% compared with 4% for total re-

tail sales; however, it still is only a small fraction of
total retail sales, at around 2% in 2004 [89.6]. Interest-
ingly, two of the product lines projected to experience
the highest market growth are cosmetics and pet sup-
plies [89.5].

Based on Internet traffic rankings, the most popu-
lar online shopping site is Amazon (Fig. 89.3) having
a global reach of around 1.8% of measured Internet
users [89.42]. With annual revenues of US$ 10.7 bil-
lion in 2006, this Fortune 500 company lists thousands
of new and used items at its website, spanning the en-
tire retail product spectrum. Apart from the wide array
of products, Amazon incorporates a number of person-
alization features such as one-click buying, customer
and editorial product reviews, gift registries and cer-
tificates, wish lists, and restaurant and movie listings.
Other major online shopping sites include those of Tar-
get, Wal-Mart, Best Buy, New Egg, and Tiger Direct.

What are the factors that influence the adoption of
online shopping by consumers? Research has indicated
that the design of the website in terms of navigation,
convenience, usability, reliability, responsiveness, se-
curity and privacy, as well as the quality of support
services such as order fulfillment, help desks, and return
policies affect user adoption [89.33, 35]. The website
should be attractive and have a social presence through
rich descriptions and graphics, particularly in the case
of products having amusement value [89.43]. The use
of virtual-reality technologies serves to minimize the
problems associated with the user being unable to touch
and feel the product. This is particularly true in the case
of high-experiential products where customers need to
learn more about the product and experiment with it be-
fore making the purchase [89.37]. Also, a badly styled,
incomplete, and erroneous website results in a negative
impression regarding the quality of an online store, and
the resulting lack of trust drives customers away from
the store [89.39, 44].

Online stores that provide value-added mechanisms
such as search engines serve to enhance shopping enjoy-
ment, particularly for customers who are not looking to
purchase a specific product [89.28]. Positive recommen-
dations from prior customers via a consumer-reputation
facility serve to reduce decision-making time and en-
able customers to make better decisions [89.38]. Above
all, the most important factor that could make or break
adoption of an online shopping site is customer percep-
tion of trust in the online shopping merchant [89.35,
39, 45]. As this aspect is relevant in all segments of
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Fig. 89.3 Amazon website

e-Commerce, we deal with it separately in a subsequent
section.

Online Banking
Online banking is one of the fastest growing In-
ternet activities with about 43% of Internet users
(63 million adults) banking online on a regular ba-
sis [89.46]. It has been estimated that the average
total assets of an Internet-only bank is US$ 3.5 billion
compared with US$ 1 billion for all banks [89.47]. Cur-
rently, online banking portals provide an array of ser-
vices to customers including typical banking activities
such as transferring funds, advancing loans, ordering
checks, and downloading information about check-
ing/savings, interest/dividends, loan payoffs/balances,
and share/checking balances. Based on Internet traffic
rankings, the most popular US banking site is that of the
Chase Bank (Fig. 89.4), having a global reach of around
0.02% of measured Internet users [89.42]. Other major
players include Bank of America, Citibank, US Bank,
and Wachovia Bank.

What are the important factors that influence cus-
tomer adoption of online banking? These fall into

two broad categories: individual characteristics and
user perceptions of the online banking website. In
the former category, factors include demographics re-
lated to income, age, and gender, prior computer
experience, computer self-efficacy, technological back-
ground, subjective norms, innovativeness, adaptability,
and awareness of online banking benefits [89.29, 48,
49]. In the latter category, factors include usefulness,
enjoyment, usability, convenience, accessibility, and
relevance of the website [89.29, 50].

Although the size and growth of online banking has
been impressive, it has not outpaced the growth of the
Internet or other e-Commerce activities due to the trust
gap [89.46]. Despite the technical advancements that
have led to the safe and secure transmission of sen-
sitive information, a sizable portion of Internet users
still have reservations regarding the security and con-
fidentiality of online banking transactions, and hence
do not trust online banking sites [89.30, 45]. The trust
barriers could be overcome by incorporating privacy
and data protection technology into banking website
design, proper authentication of users, informing users
regarding secure online banking practices, and provid-
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Fig. 89.4 Chase Bank website

ing redressal mechanisms [89.29,30]. Indeed, trust is an
issue that is of concern not only for online banking, but
for e-Commerce as a whole, and is dealt with in a sub-
sequent section. See Chap. 91 for additional content on
automation in financial services.

Electronic Learning
Electronic learning, or e-Learning, is one of the fastest
growing segments in the B2C e-Commerce domain. It
primarily consists of the delivery of educational con-
tent to individuals or groups of learners via the Internet
and WWW, as well as through organizational intranets
and extranets [89.51]. Perhaps the most pervasive form
of e-Learning is distance education, wherein univer-
sities provide online course content and teaching to
students on a global basis. In addition, business orga-
nizations use electronic learning for employee training,
certification, and upgrading skills, so much so that the
corporate e-Learning market is estimated to be nearly
US$ 10.6 billion in 2007 [89.52]. Currently, the ma-
jor players include WebCT and Blackboard (Fig. 89.5),
Desire2Learn, Dokeos, Skill Soft, Epic, and Learning
Steps.

What factors influence the success of e-Learning?
The e-Learning success model posits that the over-
all success of an e-Learning initiative depends on
attaining success at every one of three stages of e-
Learning system development: design, delivery, and
outcome [89.53]. An empirical study supports the
model and finds that action research methodology can
be instrumental in promoting the development of suc-
cessful e-Learning systems by iterating through cycles
of diagnosing, action planning, action taking, evaluat-
ing, and reflecting.

Due to relatively little (or no) face-to-face interac-
tions with an instructor, an electronic learning program
may not provide the same amount of instructor guid-
ance as opposed to a conventional classroom teaching
or employee training session. Given this, an important
factor that can influence effective use of an electronic
learning program is self-regulation – the capability of
an individual to take charge of his/her learning path.
Self-regulation requires time-management skills, self-
motivation, an ability to set and meet performance
goals, and an ability to effectively organize, rehearse,
and encode information [89.54–56].
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Fig. 89.5 Blackboard website

Apart from individual characteristics, technological
features of an e-Learning system, such as its quality
and reliability, availability, flexibility, convenience, and
level of interactivity, can influence its adoption [89.57,
58]. If a human instructor is part of an electronic learn-
ing system, care must be taken to ensure that his/her
presence is felt frequently in the online environment,
providing timely, detailed directions, and making extra
efforts to reach out to and interact with users [89.57,59].
Also recommended is matching the technology with
the nature of the course content, thus courses that need
creative thinking would be better served with technol-
ogy having higher degrees of interactivity than courses
that can be learned by rote [89.54]. See also Chap. 73,
Automating Serious Games, and Chap. 85, Automation
in Education/Learning Systems, for related content on
electronic learning.

89.3.2 B2B e-Commerce

With a value of US$ 1821 billion in 2004, the B2B
e-Commerce market dwarfs the B2C segment. It
comprises 93% of the e-Commerce market, and ap-

proximately 20% of the overall B2B market [89.6].
Major areas of concentration include food, textiles,
petroleum, chemicals, machinery, computers and elec-
tronics, automotive, paper, and pharmaceuticals. We
now discuss various B2B market mechanisms with the
help of examples.

B2B transactions can be categorized based on the
actual mechanisms that are required to execute the
transaction. These in turn can be categorized based
on connectivity and purpose. The former refers to
the number of players (i. e., buyers and suppliers) in-
volved in a transaction, and the latter refers to the
intention of the player initiating the B2B transac-
tion [89.60]. The number of players involved in a B2B
transaction may be one-to-one, one-to-many, many-
to-many, and any-to-any. The common example of
one-to-one is via an extranet, where a buyer interacts
with a particular seller. An example of one-to-many
connectivity would be an auction, where the seller
puts up a product for bidding, and potential buyers
bid for the product until the final price is reached.
A corollary of the one-to-many category would be
the many-to-one, or the reverse auction, wherein mul-
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Table 89.4 Cullen and Webster B2B e-Commerce model (after [89.60])

Category Connectivity Purpose Technology Interaction

Individual trading Open Selling WWW Direct

Collaboration Open Selling WWW Intermediary

Marketplace Open Selling/buying WWW Intermediary

Proprietary sales Restricted Selling/integrated Extranet Direct

Private exchange Restricted Integrated Extranet Intermediary

Aggregation Open Buying WWW Intermediary

Intranet/EDI Restricted Integrated Intranet/EDI Direct

Restricted bid Restricted Buying Extranet Direct

Reverse auction Open Buying WWW Direct

tiple sellers quote among themselves and the lowest
quote is accepted. The many-to-many scenario in-
volves multiple buyers and sellers, wherein each could
form alliances resulting in buyer and seller organiza-
tions. They could interact through a neutral exchange
platform provided by an intermediary where the re-
quirements of the buyers and sellers could be matched.
In the any-to-any scenario, there could be one or many
sellers or buyers, an example being e-Hubs hosting
electronic marketplaces that facilitate interaction be-
tween buyer(s) and seller(s) [89.60–62]. Connectivity
may also be viewed as open or restricted/closed. Open
transactions can be accessed by all players involved
whereas restricted/closed transactions are limited to
specific players, generally those having membership
privileges [89.60,61]. The purpose of engaging in a B2B
transaction may be for selling, buying, or integrated ex-
change. The last includes multidimensional activities
such as exchange of commercial documentation or op-
erational information.

The concept of connectivity and purpose can be
extended to include aspects such as the facilitating
technology and the interaction type [89.60]. Examples
of facilitating technologies are the WWW, extranet,
Intranet, and EDI. Interaction may be direct be-
tween the buyer and the seller, or may involve an
intermediary, wherein a third party mediates the trans-
action. Based on connectivity, purpose, technology, and
interaction type, the Cullen and Webster model cate-
gorizes e-Commerce transactions into nine operational
categories: individual trading, collaboration, market-
place, proprietary sales, private exchange, aggregation,
intranet/EDI, restricted bid, and reverse auction (Ta-
ble 89.4) [89.60].

Individual Trading
This type of transaction has open connectivity, involves
selling, uses the WWW, and is direct. The typical ex-
ample is a single supplier selling to other business
organizations. This model is very common in the main-
tenance, repair, and operations (MRO) industry. An
example is Grainger, which provides access to more
than 800 000 products from such categories as ad-
hesives, fasteners, hardware, lighting, motors, power
transmission, and hydraulics [89.63].

Collaboration
This category is viewed as being open, involves sell-
ing, uses the WWW, and involves an intermediary. As
opposed to individual trading, collaboration involves
multiple organizations that converge onto a common
platform run by an intermediary organization. These
are common in the pharmaceutical, chemical, and mo-
tor industries. For example, in February 2000, major
automakers collaborated to create Covisint [89.64], to
address escalating procurement costs and inefficien-
cies within the industry. Covisint currently supports
over 30 000 organizations in the global automotive in-
dustry spread across 96 countries and having over
266 000 users. See Chap. 88 on Collaborative e-Work,
e-Business, and e-Service for a more thorough collabo-
ration discussion.

Marketplace
The marketplace category is open, involves both selling
and buying, uses the WWW, and involves an intermedi-
ary. The intermediary provides a common platform for
buyers and sellers to sell commodity and standardized
products. An example is ChemConnect [89.65] which
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provides a third-party commodity exchange platform
for the chemical industry [89.60].

Proprietary Sales
This category of B2B transactions tends to be restricted,
involves selling and integrated exchange, uses an ex-
tranet, and is direct without involving an intermediary.
It mainly involves the sale of sensitive goods such as
military equipment, prescription medicines, firearms,
and the like. To engage in a proprietary sales trans-
action, the buyer or seller must posses some form of
membership, certification, or clearance from a govern-
ment agency. Cullen and Webster point to Wolverine
Supplies [89.66], which provides firearms to law en-
forcement officers in Canada as representative of this
category.

Private Exchange
This category is restricted, involves integrated ex-
change, uses an extranet, and involves an intermediary.
The typical example here is the case where a buyer orga-
nization has long-term supply-chain relationships with
supplier organizations. Cullen and Webster cite the ex-
ample of Elemica [89.67], which provides a platform
for a range of integrated supply-chain activities in the
chemical industry.

Aggregation
The aggregation category is open, involves buying, uses
the WWW, and involves an intermediary. Here, smaller
buyer organizations group together to negotiate with
a seller organization so as to obtain economies of scale
that they would not otherwise have obtained. Power-
spring [89.68], a third-party intermediary in the power
industry that provides a platform for gas suppliers to
bid competitively for aggregated power demand, is rep-
resentative of this category [89.60].

Intranet/EDI
This category is restricted, involves exchange of trading
information, uses intranet/EDI, and is direct. Transac-
tions are typically one-to-one between the buyer and
seller, and are typically conducted by large organiza-
tions having a number of repeat orders.

Restricted Bid
As the name indicates, the restricted bid category is re-
stricted, involves buying, uses the extranet, and is direct.
Only a limited number of selected suppliers are allowed
to bid for a product required by the buyer, resulting
mainly in time savings. The National Health Services

in the UK uses this approach in procuring some of its
supplies [89.60].

Reverse Auction
The reverse auction is open, involves buying, uses the
WWW, and is direct. For example, XSAg [89.69] pro-
vides a reverse auction in the agricultural chemical
industry. The buyer lists the product requirements in-
cluding the asking price and quantity on the XSAg
website, and potential sellers bid for the business.
Suppliers that meet the asking price and other buyer re-
quirements win the contract immediately upon bidding.
The federal government also uses reverse auctions,
through dozens of federal organizations such as the
General Services Administration, the Department of
Homeland Security, the Department of State, and the
Department of Defense [89.70].

89.3.3 C2C e-Commerce

The consumer-to-consumer (C2C) e-Commerce mar-
ket is dominated by online customer auctions, wherein
auction providers act as intermediaries providing a com-
mon platform for buyers and sellers to engage in the
selling and purchase of retail goods. With US$ 15 bil-
lion in sales in 2004 [89.71], the size of the C2C
online auction market is minuscule compared with the
B2C and B2B markets; however it has spawned one
of the greatest success stories of e-Commerce: eBay
(Fig. 89.6). Apart from eBay, the other major player in
this area is Ubid [89.72].

Auctions may be seller auctions or buyer auctions;
in the former the seller initiates the transaction by
listing an item for sale, and in the latter the buyer
initiates the transaction by posting purchase require-
ments [89.73]. Buyer auctions are more prevalent in the
B2B market, whereas the seller auction dominates the
C2C e-Commerce market. There are different auction
formats. In the most common type of auction (called an
English auction), buyers bid among themselves, and the
winning bid goes to the highest bidder. A variation to
this is the Dutch auction, where the seller starts off with
an asking price, which is lowered until some participant
is willing to accept the price [89.74]. This is commonly
used for selling multiple items. Variations to straight-
forward auctioning could include a Buy it Now option,
wherein the seller specifies a price at which a buyer
could purchase the item and truncate the auction. Apart
from facilitating auctions, such sites also allow cus-
tomers to sell their items at a fixed price as well as to
advertise them. There might also be provisions for spe-
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Fig. 89.6 eBay website

cialized individual sellers to exhibit and accept bids for
their range of products at their own storefronts [89.75].

What are the factors that influence sellers and buy-
ers to take part in online auctions? The low cost of
entry and negligible transaction costs compared with
other retail channels make online auctions very attrac-
tive. More importantly, there is immediate access to
a sizable customer base [89.76, 77]. On the part of the
buyer, factors such as ease of use and convenience of

using online auctions, as well as potential savings, at-
tract users to online auctions. Apart from these, one
other interesting finding was that customers indulge
in online auctions for hedonic benefits, such as the
fun, entertainment, and emotional value derived from
bidding processes [89.78]. The popularity, reputation,
responsiveness, and integrity of online auction sites are
important to buyers while choosing between online auc-
tion platforms [89.31].

89.4 Emerging Trends in e-Commerce

Against this background of B2C, B2B, and C2C
e-Commerce markets, we now consider some emerg-
ing e-Commerce applications: mobile commerce,
telemedicine, and fee-based information delivery.

89.4.1 Mobile Commerce

One of the rising trends in the e-Commerce realm is
that of mobile commerce (m-Commerce) wherein e-
Commerce activities that were hitherto conducted using
fixed-wire Internet are being facilitated by wireless In-
ternet access using devices such as mobile phones,

laptop computers, and other portable electronic devices.
The driving forces behind m-Commerce include the
explosive growth of the mobile phone population and
the development of more powerful, sophisticated, and
secure wireless technologies. The number of global
cellular subscribers is projected to reach 4 billion in
2008 [89.79] and there are 262.7 million wireless
users in the US, accounting for a penetration rate
of 84% [89.80]. Although mobile shopping remains
the major m-Commerce activity, other spheres include
banking, information delivery, marketing, and airline
ticketing. In particular, mobile banking is witnessing
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tremendous growth and the number of mobile banking
customers in the US is expected to exceed 40 million by
2012 [89.81].

Organizations tend to use m-Commerce in con-
junction with their traditional fixed-wire Internet-based
outlets so as to provide increased flexibility and con-
venience for customers, and to cater to a younger and
more technology-savvy customer base [89.82]. Major
airlines such as American, Delta, and United provide
reservation services through mobile devices apart from
flight and weather-related information [89.83]. The suc-
cess of m-Commerce depends on a variety of factors:
an organization’s ability to integrate existing systems
into a mobile environment, development and use of de-
vices that are easy to use and similar to already existing
devices, value addition over and above that provided
by traditional e-Commerce, and providing customers
with relevant, inexpensive, and context- and location-
sensitive service [89.83].

89.4.2 Telemedicine: e-Health

The American Telemedicine Association defines tele-
medicine as the use of medical information exchanged
from one site to another via electronic communica-
tions. Currently, about 2000 medical institutions around
the USA are connected through the Internet and other
high-speed transmission lines. Of the approximately
200 telemedicine networks in the USA, more than half
provide regular clinical services to patients, the oth-
ers being used for research and education. Apart from
the Internet, there are private networks linking hospi-
tals, video systems for real-time patient consultation,
and WWW-based patient service. Over 50 different
medical specialties, including major ones such as car-
diology, dermatology, ophthalmology, and pathology
actively use telemedicine in the diagnosis and treatment
of diseases [89.84].

Telemedicine facilitates the digital transmission of
patient images (or teleradiology), wherein x-rays, com-
puted tomography scans, magnetic resonance images,
and digital images of pathology specimens can be sent
worldwide for diagnosis and consultation [89.84, 85].
Videoconferencing equipment at physician and patient
sites facilitates real-time consultation, especially be-
tween urban and rural locations. Using appropriate
peripheral devices, it is possible for the physician to ex-
amine internal organs and reach an accurate diagnosis
and treatment plan, resulting in time and monetary sav-
ings. Recent advances in this field include telesurgery,
where a surgeon in one location can control a robot in
another location via communication networks [89.85].

89.4.3 Fee-Based Information Delivery

Fee-based information delivery services provide infor-
mation to consumers for a payment. The information
may be broad as in the case of New York Times provid-
ing news analysis through New York Times Select, or
may be narrowly focused as in the case of Wall Street
Journal providing financial news, or eHarmony provid-
ing potential partner information. Such services used
to be free, with their major revenue source being ad-
vertising; however as this model became unsustainable,
information service providers have shifted to a fee-
based model. Most information delivery sites have free
content and fee-based premium content.

What is it that motivates customers to pay for ma-
terial that could perhaps be obtained through other
channels? Research indicates that it is the perceived
benefits in terms of money, time, decision-making, and
learning that attract users to fee-based information de-
livery. Also, customers tend to choose services that they
perceive to be of high quality, are convenient, and pro-
vides added value over information delivery through
alternative channels [89.32, 34].

89.5 Challenges and Emerging Issues in e-Commerce

The electronic commerce movement is still in its early
stages. The big outlines are apparent, but there are many
opportunities and challenges. Its future development de-
pends on treatment of numerous issues. Examples of
these include trust and legal issues.

89.5.1 Trust and e-Commerce

An important factor that influences B2C e-Commerce
adoption is the user’s perception of whether the online
merchant or website can be trusted [89.45]. Recent sur-
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veys have indicated that less than one-half of Internet
users actually trust e-Commerce websites, with primary
concerns involving the integrity and trustworthiness of
online merchants, and the related issue of the safety and
security of online transactions [89.86, 87]. The result-
ing trust gap is one of the primary reasons that could
impede the growth of B2C e-Commerce [89.46].

What is meant by trust in B2C e-Commerce? Trust
has been conceptualized primarily across two dimen-
sions: faith in humanity and vulnerability [89.45]. The
faith in humanity conceptualization encompasses the
implicit faith that human beings have in the integrity,
benevolence, and goodwill existing in the world around
them, and the belief that it extends to the e-Commerce
world. Thus, a user believes that he/she can rely on
a promise made by the online merchant and, in case
of problems, it would act toward the user with hon-
esty and benevolence [89.30, 88, 89]. The vulnerability
conceptualization pertains to the readiness of users to
be vulnerable to the actions of the online merchant,
wherein the user is fully aware that he/she might have
only limited or no influence over the actions of the on-
line merchant [89.45, 90, 91].

In order to enhance user trust in a website, mul-
tiple techniques have been examined by researchers.
Some of these are incorporated into website design,
including website design factors such as the use of
third-party assurance seals and certificates, hypertext
links from reputed websites and associations, and the
usability, usefulness, ease of use, and security control
of the interface [89.89, 90]. Using reliable and secure
technology and foregoing misleading language, images,
and complex terminology serve to enhance user trust
in a website [89.91, 92]. Another approach is educat-
ing the user by publicizing privacy policies, listing data
security precautions incorporated into the website, and
laying out procedures regarding compensation, dispute
resolution, and mediation [89.30, 93]. Also, displaying
positive user feedback from online user communities
and providing fair and balanced information regard-
ing similar offerings from competing merchants can
serve to enhance user trust [89.94]. The perceived size
and reputation of the online merchant and user famil-
iarity and propensity to trust can also influence user
adoption [89.88]. Other researchers have pointed out
the need for governmental laws and regulation and
obtaining informed consent before using private user
information [89.92, 95].

89.5.2 Legal Issues in e-Commerce

The e-Commerce market is global and constantly evolv-
ing with new and innovative business models and
products. As such, it is difficult to structure and en-
force a uniform legal framework for conducting online
business transactions. Thus, care must be taken by both
businesses and consumers to ensure that either side
is knowledgeable about the purchase, payment pro-
cessing, and delivery mechanisms – as well as issues
relating to privacy and confidentiality. The best prac-
tice would be to adapt the conventions followed in
traditional brick-and-mortar sales to the online environ-
ment [89.96].

It is recommended that the online business promi-
nently display the sale terms using simple and clear
language. When a consumer purchases a product online,
it is implicitly assumed that he or she has agreed to the
contract; however, it is a good practice to have the cus-
tomer explicitly accept or reject the contract terms. The
terms of the contract should be consistent with product
warranty and liability information. In addition, purchase
eligibility criteria related to consumer age, geographic
region, and product type must be displayed on the web-
site and enforced. These aspects might relate to local
and state laws, in which case the website content might
have be localized [89.96].

Policies relating to privacy and the use of per-
sonal data, fraud, misrepresentation, and nonpayment
should be prominently displayed on the website. En-
cryption tools must ensure the security of transactions
and comply with governmental regulations. Care must
be taken to ensure that there are no intellectual property
violations for products that are displayed for sale. Al-
though not legally mandated for nonfederal websites, it
is a good practice to ensure that the website meets or
exceeds accessibility criteria [89.97].

89.5.3 Outlook

We have discussed the evolution e-Commerce, re-
viewed its definitions, frameworks, and success pa-
rameters, and examined in detail the three popular
areas of e-Commerce. Given its growing importance
to consumers and businesses, as well as national and
world economies, it is gratifying to note that there
is a growing body of academic research address-
ing unresolved issues of e-Commerce. However, it

Part
I

8
9
.5



1594 Part I Home, Office, and Enterprise Automation

must be pointed out that the overwhelming majority
of research is being conducted in B2C e-Commerce,
particularly in the online retail shopping segment.
Considering the fact that the B2B e-Commerce mar-
ket far exceeds the B2C market both in size and
turnover, we suggest that researchers take a closer
look at issues relevant to B2B transactions. To en-
sure that e-Commerce research remains relevant to
practice, it is important that researchers examine the

new and innovative trends in e-Commerce, such as
e-Health, m-Commerce (e.g., mobile banking), and
c-Commerce. Further research needs to be done on
trust- and privacy-related issues as well as on es-
tablishing a solid legal framework for conducting
e-Commerce transactions. Beyond transactions, there is
also need for advances in the development and appli-
cation of e-Commerce systems that support decision-
making [89.98].
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Business Proc90. Business Process Automation

Edward F. Watson, Karyn Holmes

Integrated enterprise-wide information systems
(EwIS) are a class of customizable packaged busi-
ness software applications that have replaced
arrays of disparate legacy systems in organizations
around the world. EwIS have been the catalyst for
the reengineering and automation of core busi-
ness processes that has led to organization-wide
transformation across most industries in corporate
America. Chief among this category of packaged
business software is enterprise resource planning
(ERP), the back-office suite that was embraced
by many industries in the 1990s as a cure for
legacy system ailments and impending year-2000
(Y2K) disasters. ERP is considered a product of
the evolution of an earlier manufacturing plan-
ning system referred to as manufacturing resource
planning (MRPII). Whereas MRPII was focused on
the factory planning environment, ERP incorpo-
rates enterprise-wide functionality and therefore
is used in virtually all industries. ERP has en-
abled organizations to streamline, automate, and
commoditize their business processes, leverag-
ing best-of-industry practices, quite significantly
over the last 15 years. Two other packages that are
attributing to this phenomenon are customer
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relationship management (CRM) and supply chain
management (SCM). In this chapter we review
EwIS in a historical context as it has developed
over the years and discuss the most important
characteristics of EwIS today as well as how we
expect this field to evolve.

Enterprise-wide information systems (EwIS) are power-
ful software packages that enable businesses to integrate
a variety of disparate functions [90.1]. As pointed out
by Davenport [90.2], EwIS terminology evolved from
the more widely used term enterprise resource planning
(ERP). ERP systems, as originally defined, represent
the back-office of the corporation. EwIS tend to refer to
a more generic structure that represents any enterprise
application that integrates multiple business functions.
The ERP market experienced explosive growth in the
USA during the 1990s, due in large part to a little known
German software company named SAP – headquartered

in Waldorf – that delivered to the US market ERP soft-
ware of the same name.

In the early 1990s, SAP took the USA by storm, de-
livering the first comprehensive, real-time ERP system
on a client–server platform. Having a well-engineered
product and selling the product to C-level executives
as a business transformation-enabled solution while
Y2K issues were imminent were the necessary ingre-
dients to catapult SAP into the market-leading position.
Other vendors, through acquisition and organic growth,
scrambled for market share. PeopleSoft, the leading hu-
man resource management system, and Oracle, well
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1598 Part I Home, Office, and Enterprise Automation

known for their leading database management system
and less known for their business accounting software,
both slowly evolved to offer more comprehensive so-
lutions. By the turn of the century, hundreds of ERP
vendors surfaced to serve all types and sizes of private
and public organizations.

This chapter is broken down into four main parts.
The second section, immediately following this first
section, describes the business environment when ERP
came to the US market in the early 1990s. It then
defines the key characteristics of ERP that have es-
sentially defined the new class of standard software
applications referred to as enterprise-wide informa-
tion systems. ERP implications are then discussed
since ERP is not simply a software package. Finally,
EwIS systems do not stand still, and it is impor-
tant to understand how they will continue to evolve.

The third main section presents the enterprise sys-
tems application framework and briefly describes two
of the other most significant EwIS applications on
the market today: customer relationship management
(CRM) and supply chain management (SCM). The
fourth main section provides a brief overview of the
emerging services industry from the enterprise sys-
tems perspective. Finally, the fourth main section looks
briefly at future trends of which practitioners and re-
searchers should be aware. This chapter ends with
a brief conclusion and a reference list of the significant
readings that were used to write this chapter. Related
information can also be found in Chap. 54 on Pro-
duction, Supply, Logistics, and Distribution; Chap. 86
on Enterprise Integration and Interoperability; and
Chap. 88 on Collaborative e-Work, e-Business, and e-
Service.

90.1 Definitions and Background

Much has been written about the emerging information
economy and the challenges corporations around the
world face in their quest to shed their legacy systems
and processes and transform themselves into lean, ag-
ile, and responsive organizations [90.3]. Since the 1970s
and 1980s, global competition has threatened the ex-
istence of many, if not most, companies in the USA,
and management and business consulting organizations
have prospered during these times. The search for ex-
cellent business practices that would pave the path to
success, a concept popularized by Peters and Waterman
in [90.4], led many executives to look for a silver-bullet
cure. A paradigm shift, driven by information technol-
ogy (IT)-enabled radical change, took place in the way
companies competed and were managed. Traditional
push – or make-and-sell – strategies, tied to the annual
budget cycle were replaced by radically faster, real-
time, sense-and-respond, pull strategies [90.5]. Firms
learned that they could no longer lead the competi-
tion by forecasting customers’ needs and then planning
the year’s production using inventories to match sup-
ply and demand. Instead, they had to rely on real-time
information to evaluate the needs of each customer con-
tinuously. In fact, it was often necessary to anticipate
unspecified needs, and then quickly fulfill these needs
with customized products and services delivered with
unprecedented speed. This shift from an industrial econ-
omy to an information economy was accompanied by
a simultaneous shift in power from the producer to the
(information-empowered) consumer.

During this time, significant emphasis was placed
on organizational improvement initiatives such as total
quality management, continuous improvement, bench-
marking, and employee involvement [90.6]. A com-
peting change paradigm suggested that continuous
improvement was not sufficient to make significant ad-
vances towards performance excellence and that deeper,
systemic change was required [90.7]. Business process
reengineering (BPR), a term coined in the 1980s [90.8],
provided the means by which an organization could
fundamentally change its core business processes and
transform itself into a lean, globally competitive, struc-
ture. In order to do this, companies were forced to
place intense focus on their customer, and to define their
core processes based on those, and only those, activities
that collectively added value to their internal and ex-
ternal customers. Business processes were streamlined
and built around core competencies and capabilities. As
we discuss in this paper, an important catalyst for the
reengineering and streamlining of back-office business
processes was ERP.

The emphasis on the core business processes [90.9,
10] of the firm was not easy for most organizations.
Redefining the work of an organization based on the
customer, instead of on the organization, was a new
way of thinking. However, this exercise was necessary
in order to clean up years of building systems on top
of systems on top of (legacy) systems. An intense fo-
cus on the customer became the essential ingredient to
success [90.11–13].
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With this quest towards efficient and effective
business processes under way, organizations quickly
realized the challenge of institutionalizing these im-
portant process changes. Organizations quickly adopted
a multidimensional perspective on these transforma-
tion initiatives: people, process, and technology. The
foremost significant hurdle to change was the orga-
nization’s ability and readiness to implement change,
the people (also known as, organization) dimension.
Implementation-related challenges are discussed later
in the chapter. The process dimension presented dif-
ficult challenges as companies had to look inside and
identify their core processes. Prior to this time, most or-
ganizations did not think in terms of business process,
but instead focused on their performance as defined
within their functional fiefdoms. Quite some time tran-
spired before corporations fully appreciated the concept
of process, defined as a set of organized activities that
collectively add value to a (internal or external) cus-
tomer. In fact, companies learned that most business
processes crossed functional boundaries, were not eas-
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Receiving Invoice
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Procurement cycle

Fulfill demand cycle

Order to cash cycle

Fig. 90.1 High-level integrated business processes

ily adopted by the hierarchical organization, and clashed
with function-oriented incentive systems.

Figure 90.1 illustrates three core business processes
that are well-known and understood today: order-
to-cash cycle, fulfill-demand cycle, and procurement
cycle. Throughout the 1980s, many companies sought
this holy grail of business process definitions inde-
pendently. There was little success at industry-wide
collaboration to achieve best business practices. As ev-
ery company designed new business processes, they
were ultimately challenged to determine how to best
implement their new processes. The answer most often
was less than optimal as they tied together best-of-breed
business applications, spanning multiple computing
platforms, or built new applications specific to their
needs. The ERP systems introduced to corporate Amer-
ica in the 1990s, as discussed in this chapter, brought
to market best practice repositories, built on years and
years of experience. And the best way to institutionalize
these new processes was through the third dimension of
change: technology.
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As we look back to the pre-1990s, we see that ad-
vances in technology and corporate computing were
also being made. A significant development that trig-
gered the growth in the EwIS market was client–server
technology [90.14]. Client–server systems were not
based on a single technological innovation, but rather
very different development currents in various areas
of data processing were united. In particular, progress
in the areas of hardware technology, networks, system
software, user interface, multimedia applications, object
orientation, and software development tools have con-
tributed to this breakthrough. While companies sought
to transform their organizations and shed themselves
of years of inefficient processes and procedures, they
were equally anxious to migrate away from their ex-
pensive mainframe computing platforms in order to find
a lower-cost, flexible computing environment.

While these advances in the business and technol-
ogy worlds evolved, another very important concept
was also picking up momentum: the use of standard
application software [90.15]. Advocates of standard
software believed that business processes must be de-
termined independent of the standard software products
in order to ensure that business applications are based
on business criteria and not on technology platform
availability. In this manner, an IT-enabled business
transformation effort could be driven by corporate strat-
egy instead of by technological constraints [90.16].

From the EwIS arena, we look first at the flagship
ERP system that has been the catalyst for so many
business transformation initiatives. We look at what
it is and how it enabled business process automation,
from the packaged software perspective. We then look
at two systems (i. e., CRM and SCM), similar in con-
cept but focused more on a company’s outwards-facing
processes.

90.1.1 Anatomy of an ERP System

An ERP system represents a grand concept and has
been perhaps most effectively defined by SAP AG in
an early (1996) company presentation illustrated in
Fig. 90.2. In this illustration, the honeycomb structure
emphasizes the modular layout of the functional ap-
plications as well as the anticipation of always adding
or enhancing functionality over time. At the heart of
ERP is a common, relational database making all com-
pany data available in real time to any authorized
user and linking activities across these applications via
workflow. An ERP system can be characterized by
a number of attributes that are generally common across

all EwIS: comprehensive functional modules; business-
process-oriented, common, and relational databases;
open standards; best business practices; packaged soft-
ware; business information systems standards; and
configurable, common-development-platform, complex
workflow capabilities. These attributes are defined for
ERP below.

Comprehensive Functional Modules
ERP systems consist of the core (back-office) business
applications of four basic functional areas: financials,
operations and logistics, sales and marketing, and hu-
man resources.

Business Process Oriented
An important idea behind ERP is that the system must
support company-wide business process activities, as
defined by the company. These activities typically span
many functional areas; for example, a typical customer
order management process would consist of presales
activity, sales order processing, inventory sourcing, de-
livery, invoicing, and payment [90.17, 18].

Common and Relational
The problem that ERP systems are designed to solve is
the fragmentation of information in large business orga-
nizations. A common database facilitates the integration
of this information into a single information silo. A rela-
tional database organizes records into a series of tables
linked by common fields [90.19].

Open Standards
The business applications are independent of the operat-
ing system and the hardware platform. Thus, a business
has the freedom to choose the business application, in-
dependent of the operating system and the hardware
platform.

Best Business Practices
Best business practices describe a documented collec-
tion (i. e., repository) of business processes that have
been accumulated over time from the experiences of
many businesses within an industry and across many
industries. Best practices are typically technology en-
abled, but they may describe work activity that is
independent of technology as well [90.18].

Packaged Software
ERP describes a class of software that is packaged, yet
customizable, and is available from ERP vendors. This
is one-stop shopping for the user, as a single vendor may
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offer the complete back-office packaged business suite.
This is not to say that a company cannot develop their
own system that has ERP characteristics.

Business Information Systems Standards
Packaged software forces business information systems
standardization. Examples of where standards exist in-
clude data types, organizational types, user interfaces,
software development, application interfaces, and re-
porting.

Configurable
ERP software requires the expertise of business pro-
cess experts in order to configure the system to support
company-specific processes and data. ERP vendors
have gone to great extremes to provide template solu-
tions for smaller companies with, relatively speaking,
standardized processes.

• MRP • Purchasing
• Goods movement • Invoice verification
• Inventory mgt. • Warehouse mgt.
• Vendor evaluation
• Purchasing information

• Payroll • Workforce planning
• Time mgt. • Plaining admin.
• Travel expense actg. • Organization mgt.
• Benefits • Personnel planning
• Recruitment
• Personnel administration

• Sales support • Inquiries
• Quotations • Orders
• Shipping • Invoicing
• Sales information

• General ledger • Accounts receivable
• Accounts payable • Cash management
• Financial controlling 
• Financial assets management
• Intercompany accounting
• Consolidation
• Foreign currencies & taxation

• Cost element actg.
• Cost center actg.
• Activity based costing
• Activities &  services costing
• Order and project actg.

• Technical asset. mgt.
• Investment control
• Traditional asset actg.
• Investment mgt.

• Funds mgt.
• Resource mgt.
• Quality control
• Time mgt.

• Automate business processes
• Supports all modules

• Result of the ICOE's
 industry-specific
 functionality

• Sales planning
• Production planning
• MRP/MRP2
• Forecasting
• Capacity planning
• Production activity
• Costing
• Project management

• Quality planning
• Quality inspection
• Quality control
• Quality documentation
• Quality information

• Maintenance & inspection planning
• Processing of plant maint. orders
• Mgt. of completion confirmations
• History mgt.
• Plant maintenance info.

SD
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Project
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Industry
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Fig. 90.2 Enterprise resource planning per SAP (after company presentation 1996) (ICOE – Industry Center of Expertise)

Common Development Platform
ERP systems are expandable by various means, besides
configuration. First, it is typically possible, though not
recommended, to modify the source code. It is also
possible to extend the software functionality with third-
party application modules and then to link the modules
to the ERP system. Finally, ERP users may link the
software to third-party software packages in order to
incorporate more sophisticated or specialized function-
ality.

Complex
The downside of ERP systems is that, by their very na-
ture, they are somewhat complex. One consequence is
that it is very difficult, especially during the software
evaluation period, to determine the extent to which an
ERP system can represent your business process with-
out actually implementing the process in the software.
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Also, similar to the leading office productivity software,
Microsoft Office, there is a lot of overhead such that
most users use less than 5% of the available functional-
ity.

Workflow Capabilities
This refers to the automation of business processes
within the enterprise system. Workflow capabilities
permit users to define event-driven routings, create auto-
mated in-boxes and prioritized cues, allow background
queries to take place with notification to the user, and
more generally, to streamline processes.

ERP vendors have accumulated perhaps the great-
est collection of industry (best) business practices in
digital repositories. In fact, these repositories have be-
come a formidable competitive advantage for the major
vendors, specifically, SAP. ERP systems have evolved
quickly and as this market is saturated one can see the
offerings of each major vendor start to converge such
that they (i. e., SAP and Oracle) have more in common
in terms of functionality and features than they have
that’s different.

90.1.2 ERP Implications

The impact of ERP on business in the 1990s was
profound. ERP was recognized as the most important
development in the corporate use of information tech-
nology in the 1990s, even though the Internet received
most of the media attention [90.2]. Many believed that
“most white collar jobs – as we know them – will dis-
appear as we get the ERP/enterprise resource planning
– etc. – ‘stuff’ right” [90.20, p. 3]. One popular man-
agement guru, Michael Hammer, lectured around the
globe on the importance of treating an ERP implemen-
tation as a major business transformation in demand of
strong C-level leadership, instead of as an IT initiative
delegated to the IT department [90.21]. Hammer’s re-
search identified factors critical to the success of ERP
implementation in an organization:

• View ERP as a business transformation initiative
(i. e., not a technology initiative)• Lead the ERP initiative from the C-level (i. e., pas-
sionate, focused leadership)• Give the ERP initiative a high priority relative to all
corporate initiatives• Ensure that the ERP initiative has solid project man-
agement and change leadership.

One of the major challenges presented by an
ERP system is the need to standardize on technol-

ogy and on business practices [90.2, 22]. In the purest
sense, ERP enables complete standardization of (best)
business processes and technologies, as illustrated in
Fig. 90.1. However, many companies could not initially
reach this hurdle, as reported by Fortune magazine
in 1998 [90.23]. Besides implementing ERP to han-
dle order management, production planning, materials
management and finance, VF Corp custom developed
or used separate software suppliers to augment ERP
such as warehouse control (custom), product develop-
ment (Gerber), micromarketing (Marketmax, Spectra,
JDA software, and custom), forecasting (Logility), and
capacity planning (i2). As companies decide to add ad-
ditional software to manage their special circumstances,
they inherently choose to take on more costs associated
with interconnectivity, data integrity, and maintenance,
for example.

Perhaps the most interesting observations the au-
thors have made from talking to many consultants and
practitioners over the past decade is that a company
must first acknowledge that their limited IT resources
should not be spread across the costs associated with
developing and customizing the entire enterprise appli-
cation suite. Instead, it is prudent to look at (roughly)
80% of a company’s core business processes as be-
ing amenable to standardized business processes using
packaged software (e.g., ERP) and industry best prac-
tices. The remaining 20% of processes provide the
company with a more manageably sized opportunity
to create or strengthen a competitive advantage by per-
haps customizing a software solution around it. Industry
best practices, available as business process templates
by ERP vendors, have been provided by software ven-
dors but are actually built upon the cumulative learning
of these vendors who have worked with their industry
clients. Ultimately, ERP implementation enables a com-
pany to build seamless business processes, integrated
within the enterprise and across enterprises.

Since ERP first gained popularity in the USA, ad-
vocates lauded the integration features whereas others
argued for the best-of-breed approach of knitting to-
gether the best application packages from the best
vendors. This latter group criticized ERP, claiming
that one single vendor could not deliver the best of
everything. Advocates of ERP would argue that in-
tegration of good applications is preferred, and that
standardization of the 80% of processes (while de-
veloping customized approaches for the other 20%)
will strengthen the value proposition of the initiative.
This concern over integration and best-of-breed has
sparked the debate over the emerging service-oriented

Part
I

9
0
.1



Business Process Automation 90.1 Definitions and Background 1603

architecture approach discussed later where vendors
promise to deliver comprehensive best-of-breed func-
tionality (services) in a completely integrated and open
manner.

ERP initiatives are typically rationalized as the
most prudent approach to automate and streamline the
back-office business processes by leveraging best busi-
ness practices and packaged EwIS software. Whereas
the earliest companies saw ERP as a way to quickly
move from a dysfunctional legacy system, or to avoid
Y2K disaster, more recent implementations have been
able to learn from the experiences of others and take
a more carefully calculated approach to achieve spe-
cific business benefits. A study led by Davenport and
sponsored by Accenture [90.24] found specific benefits
resulting from ERP initiatives across diverse industries
such as: improved decision making, improved financial
management, improved customer service and reten-
tion, ease of expansion/growth and increased flexibility,
faster, more accurate transactions, head-count reduc-
tion, cycle time reduction, improved inventory/asset
management, fewer physical resources/better logistics,
and increased revenue. Shang and Seddon devel-
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Fig. 90.3 ERP issues prior to going live

oped a more comprehensive framework for assessing
and managing the benefits associated with enterprise
systems (ES) [90.25]. This research identified five di-
mensions of ES benefits:

• Operational benefits• Managerial benefits• Strategic benefits• IT infrastructure benefits• Organizational benefits.

Studies such as these have helped many executives
rationalize the ERP initiatives for their organizations. In
fact, the same rationalization has been adopted by not-
for-profit organizations in government and education
industries.

ERP implementation involves the automation of
business transactions and this typically requires signif-
icant change to how work is done and how decisions
are made. It has been shown that the key challenges
when implementing ERP and forcing business process
change lie in the organization, not the technology. The
results from a study conducted by Deloitte Consulting
in 2003 reflect this idea. The study also concluded that
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people-related issues continue to dominate after the im-
plementation is completed as well.

Similar to best business practices, ERP software
vendors today have very well-established implemen-
tation methodologies, tools, and templates available
for ensuring successful implementations. The imple-
mentation process itself is very well understood and
standardized, and leverages best implementation prac-
tices based on years of implementation experience
in hundreds of companies across virtually all indus-
tries. Implementation methodologies have key project
phases associated with them. SAP’s implementation
methodology, for example, has five phases: project
preparation, business blueprint, realization, final prepa-
ration, and go-live and support. Each phase has very
detailed work packages and clear deliverables. These
methodologies alleviated many project-management-
related challenges. Expectations are clear and easier to
manage. Communications is specific and timely. Work
activity is easier to manage and control as project man-
agers utilize computer-aided tools to better coordinate
and control the vast resources and activities associated
with the project. Finally, the costs associated with an
ERP implementation depend greatly on how much is
invested in organizational change and subsequent busi-
ness process reengineering, change management, and
training. However, for perhaps a typical implementation
one can view the breakdown of costs to roughly be as
follows: 15% software costs, 30% hardware costs, 40%
consulting fees (i. e., business process reengineering,
software configuration, change management), 15% per-
sonnel (i. e., nonproductive time spent working on the
project, or in training, or learning curve related), and un-
fortunately, the remainder which is typically something
less than 2%, would go towards training (i. e., end-user
training as well as training to develop a core expertise
around software development, systems administration,
and software configuration).

90.1.3 ERP Evolution

The ERP concept evolved from manufacturing resource
planning (MRPII), but the concept was so compelling
that it quickly expanded beyond its manufacturing roots
into industries such as financial services, government,
education, utilities, and retail [90.2]. Until January 1,
2000, there was so much hype around Y2K compli-
ance that not too many organizations looked at ERP
issues beyond Y2K. One 1998 study sponsored by De-
loitte Consulting [90.26] suggested that there would be
a second wave of activity surrounding ERP. The study

confirmed that going live with ERP is not the end.
Rather, going live was viewed as the beginning of a jour-
ney toward continuous improvement, innovation, and
agility. The first Wave referred to the business process
changes associated with implementing ERP. The sec-
ond wave, on the other hand, referred to the actions that
are taken after going live that help organizations achieve
the full potential of ERP-enabled processes (i. e., pro-
cess optimization). A separate study conducted in 2002
and sponsored by Accenture again emphasized the im-
portance of viewing ERP as continuously evolving. The
study suggested that organizations seeking to capture
the original promise of enterprise solutions must fol-
low a logical path to integrate, optimize, and informate
as:

• Integrate – unify and harmonize enterprise solu-
tions, data, and processes with an organization’s
unique existing environment, and use the systems
to better connect organizational units and processes,
as well as customers and suppliers.• Optimize – standardize most processes using best
practices embodied in enterprise solutions software,
mold and shape processes to fit the unique strate-
gic needs of the business, and ensure that processes
flow and fit with the systems themselves.• Informate – organizations informate by transform-
ing enterprise solutions data into context-rich in-
formation and knowledge that supports the unique
business analysis and decision-making needs of
multiple work forces.

Davenport, in an earlier study [90.27], pointed out
that, following their ERP implementation, many com-
panies had trouble realizing the promised benefits.
Complete benefit realization could take one, two, three
or more years. But also, Davenport pointed out that, in
order to fully realize the benefits of ERP, companies
must figure out how to use the data to support business
decisions.

Implementation of ERP does not ensure that the
ERP system will be used properly or that the ERP sys-
tem will lead to value. At the turn of the millennium,
studies found that, although many organizations justi-
fied their implementation of an ERP on the basis of
better decision-making and management processes, few
had taken full advantage of the information provided by
the system [90.27]. ERP systems were clearly a catalyst
for operational process improvements through the sim-
ple alignment of business processes and streamlining
of information throughout the organization. However,
the business world was slow to recognize the potential
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embedded in ERP for changing management pro-
cesses such as performance reporting and monitoring,
stakeholder communications, and managing customer
relations, for instance.

ERP systems left management with a transaction
repository filled with terabytes of important business
information and data, but there were two problems.
First, executives needed something to filter the data and
weed out all that was not relevant to their problem at
hand. Second, they needed a way to organize, analyze,
and interpret the data and then to focus the resulting
information on specific actions [90.29]. This realiza-
tion led enterprise software developers to implement
a packaged software strategy and attack higher-level
thought processes such as decision making and knowl-
edge management. Indeed, much effort has gone into
understanding how the human knowledge creating pro-
cess works [90.30]. That is, ERP by itself does not
provide a competitive advantage but instead it has be-
come a competitive imperative. It provides an effective
means to bring order to the back office. Post-ERP com-
panies strive to most effectively leverage their analytic
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Fig. 90.4 Enterprise application framework (after [90.28])

prowess not just to enhance operations but often as
their lead competitive differentiator. The extensive use
of data, statistical and quantitative analysis, explanatory
and predictive modeling, and fact-based management
are reportedly being used to drive company decisions
and actions [90.31].

ERP software vendors, of course, anticipating this
trend, leveraged this packaged software hype and their
packaged software competencies, and delivered to the
market the concept of the e-Business suite, illustrated in
Fig. 90.4 [90.28]. The basic concepts used to develop
ERP (e.g., packaged software, based on best busi-
ness practices) were used to develop decision-oriented
and knowledge-management-type applications such as
customer relationship management (CRM), supplier
relationship management (SRM), supply chain manage-
ment (SCM), strategic enterprise management (SEM),
business intelligence (BI), and portals. The products
initially delivered to the market had relatively lim-
ited functionality and robustness, but over time these
products have evolved into quite comprehensive and
sophisticated tools for the organization.
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Ongoing evolution of ERP requires a mechanism
to enable, and perhaps promote, continuous improve-
ments as well as disruptive innovations [90.32]. ERP
vendors have, to some degree, become the mecha-
nism for improvement and innovation through their
version upgrade process. Organizations now struggle
to keep current with the latest and greatest develop-
ments from ERP vendors. In fact, ERP vendors have
developed a sophisticated innovation engine to enable
them to lead in the development and delivery of new
business models and practices. Being able to leverage
the economies of serving multiple businesses within
a single industry and across virtually all industries
gives vendors this unique perspective and position-
ing. ERP vendors boast of their very sophisticated
innovation processes as they leverage their resources
and relationships to deliver to the market product and
process innovations frequently. Product and process in-
novations can originate through various channels as
follows:

1. The internal research and development organiza-
tions typically include business architects, product
developers, software developers, IT professionals,
and consultants. These groups assess market and

technology trends and determine how best to lever-
age or evolve the organization’s resources.

2. The consulting organization brings years of experi-
ence working with their customers to configure the
ERP software.

3. The sales organization is closest to the customer on
the front end of a sale. They have the best idea of
what the customer really wants.

4. Competitor information also provides an important
input into the innovation process.

5. Third-party software companies are often acquired
to secure recent innovations or in anticipation that
the smaller, entrepreneurial firm will help energize
the larger, older software vendor.

The Fortune 500 market for ERP has been virtu-
ally saturated, so ERP majors are focusing on small-
to mid-sized enterprises (SMEs). ERP vendors typ-
ically segment their customers based on size (e.g.,
large accounts greater than US$ 2 billion, local ac-
counts greater than US$ 1 billion, mid-market accounts
less than US$ 1 billion and small accounts less then
US$ 50 million in annual revenue) and based on chan-
nel (i. e., direct and indirect). Different offerings may
be available for these different segments.

90.2 Enterprise Systems Application Frameworks

This Section introduces two popular enterprise applica-
tions referred to as customer relationship management
(CRM) and supply chain management (SCM). Al-
though the actual application may be defined differently
by different vendors, relatively generic application
frameworks are presented below to facilitate this intro-
duction.

90.2.1 Customer Relationship Management

Customer relationship management (CRM) is a broad
term that refers to the way an organization manages all
aspects of its interactions with customers. The term is
widely used to describe software packages that enable
and support the management of customer interactions,
including such areas as sales, marketing, and service.
Such packages are often integrated with ERP systems
or other enterprise-wide applications. The popularity
of CRM applications reflects a shift in focus to the
customer and the importance placed on creating, main-
taining, and enhancing customer relationships.

CRM functionality is often divided into three
categories: operational, analytical, and collaborative
(Fig. 90.5). The operational aspects of CRM include
those that support front-office processes involving the
customer. This can include order processing systems,
marketing initiatives, customer service departments,
and call centers. Analytical CRM refers to the func-
tionality involved with analyzing and predicting cus-
tomer behavior. This can involve sales forecasting
as well as the use of data warehouses, where large
amounts of customer data are mined to discover trends
and other important interactions. Finally, collaborative
CRM functions are those that actively involve the cus-
tomer to increase their satisfaction and better meet their
needs. This category usually refers to various types
of interactions with customers that are not driven by
customer service representatives, such as interactive
websites.

Current CRM software is much more comprehen-
sive than a simple sales system. The application must
support the entire customer process, which spans vari-
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Business Process Automation 90.2 Enterprise Systems Application Frameworks 1607

ous departments and functional areas: marketing bases
campaigns on customer input and generates customer
leads; sales uses these leads to generate customers;
manufacturing, distribution, and accounting are in-
volved in processing customer orders; customer service
handles complaints and questions; and research and
product development are influenced by customer pref-
erences [90.28]. A CRM application strives to integrate
the flow of information across these various areas in or-
der to improve decision making. For example, when
a customer places an order, the CRM system is up-
dated with this information. When the same customer
calls with a problem about the order, the CRM system
can recognize the customer and route the problem to
an appropriate sales representative (operational CRM).
The system generates sales suggestions based on past
purchases that can be pitched to the customer through
e-Mails or websites (collaborative CRM). Customer
service calls can also be analyzed to correct com-
mon problems and anticipate new issues (analytical
CRM) [90.33].

The evolution of the CRM market from simple sales
force software to large, integrated applications has led
to the prediction of several trends that should begin to
influence the growth of this market, according to studies
by Forrester [90.34, 35]:

• Significant growth will come from mid-market com-
panies and from hosted applications (Sect. 90.2.3).• CRM vendors will broaden solutions, with order
management as one of the top areas.• Increased focus will be placed on making systems
proactive (i. e., predicting customer needs, prefer-
ences, and problems before they arise).

While the growth of the CRM application market may
only prove modest, there is substantial expected growth
in the adoption of CRM practices as part of business
strategy.

90.2.2 Supply Chain Management

A supply chain refers to an organization’s network
of suppliers, manufacturers, wholesalers, distributers,
retailers, customers, and partners. Supply chain man-
agement (SCM) can be described as the management
and coordination of processes – particularly informa-
tion, material, and financial flows – across a supply
chain (Fig. 90.5). Thus, there is both an internal and
external focus inherent to SCM. The term also refers
to the category of software applications that aim to
control and optimize these processes for organiza-
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Fig. 90.5 CRM capabilities (after Microsoft Corporation 2000)

tions. While ERP products focus on the coordination
and integration of activities within a particular orga-
nization, SCM products extend this scope to include
interorganizational activities [90.36]. Ideally, these ap-
plications will allow communication and integration
across the multiple organizations involved in a sup-
ply chain to produce responsive, synchronized, and
efficient processes. Some of the activities typically in-
cluded in SCM software include procurement, order
fulfillment, demand management, inventory manage-
ment, warehousing, transportation, manufacturing, and
requirements planning. The arrows in Fig. 90.6 repre-
sent the mainstream flow for materials, information and
money, but it is important to note that, in practice, these
arrows are bidirectional as there is significant interac-
tion between each stage when dealing with material,
information or money.

SCM functionality can be described as involv-
ing planning, execution, coordination, and networking
(also referred to as collaboration) [90.37]. Planning
includes the design of the supply chain as well as plan-
ning supply and demand across the entire chain. This
involves forecasting and planning for production, or-
dering, and distribution. Execution is the automation of
the ordering, production, replenishment, and distribu-
tion processes and generally focuses on the distribution
and manufacturing facilities [90.28, 38]. Coordination
involves managing the interaction of processes to in-
crease customer satisfaction. Examples of coordination
functions are monitoring and assessing performance.
Finally, networking in SCM refers to communication
across the supply chain through information sharing.

One of the goals of SCM is to match supply and
demand across the supply chain. Demand generated
by the end customer travels upstream throughout the
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Fig. 90.6 Supply chain flows (after [90.28, 37])

supply chain (i. e., customer demand drives retailer de-
mand, which drives wholesaler demand, etc.). Many
supply chains experience what is known as the bullwhip
effect, where small fluctuations in customer demand
are magnified along the supply chain, causing larger
demand fluctuations as one moves backward along
the chain [90.36]. SCM aims to reduce this effect.
By providing interenterprise integration that coordi-
nates processes and shares information, organizations
should see reduced demand fluctuations and increased
service.

The evolution of the supply chain itself (i. e., in
the form of just-in-time and continuous replenishment
methods) have changed requirements for supply chains,
and therefore SCM solutions [90.28]. The uses of
new technologies, such as radiofrequency identification
(RFID) tags, are continually integrated into SCM appli-
cations to provide greater and greater functionality. The
SCM solutions market is expected to experience an in-
creased focus by major vendors to provide supply chain
solutions to service organizations and also to experience
growth in the customization of solutions by independent
software vendors [90.39].

From a software solution perspective, there are three
major categories of supply chain solution providers:
major ERP vendors, specialty supply chain vendors,
and systems integrators. As can be expected, major
ERP vendors (such as SAP, Oracle, and to some degree
Microsoft for the small- and medium-sized enterprise
– SME – market) have acquired or built, and deliver
to market, competitive supply chain management soft-
ware packages. Their competitive advantage includes:

size (deep pockets), customer install base (via ERP
solutions), best practices (developed over the years,
a significant amount of supply chain activity involves
ERP functionality and transactions), research and de-
velopment resources, partners ecosystem, and packaged
software experience. The specialty supply chain ven-
dors, i2 and JDA, for instance, will typically have deep
knowledge in one or more industries and also share
some of the advantages of the major ERP vendors
(listed above) perhaps to a lesser degree, and varying be-
tween vendors. The systems integrators, IBM and BEA,
are effective at customizing and piecing together supply
chain solutions to address specific customer concerns.

90.2.3 e-Business

It is important to point out that EwIS applications have
been designed to operate within a greater e-Business
framework. That is, these applications may be deliv-
ered across the Internet in formats such as application
service provision (ASP). In fact, the leading CRM
vendor today offers their solution only in this for-
mat. A study conducted by Forrester in 2005 [90.40]
identified three types of CRM vendors: hosted CRM
specialists (i. e., vendors focused on providing on-
demand CRM), hosted all-in-one vendors (i. e., vendors
dedicated to the on-demand delivery model but who
have chosen to expand beyond CRM to provide built-
in support for back-office systems such as ERP and
order management), and licensed CRM vendors. One
can expect these sorts of offerings for other enterprise
applications such as SCM and SEM.
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90.3 Emerging Standards and Technology

One of the most significant movements that have
emerged since 2000 in the enterprise systems market
is one towards building business processes from ser-
vices. Based on service-oriented architecture (SOA)
and its associated standards (e.g., web service defini-
tion language (WSDL), simple object access protocol
(SOAP), and universal description discovery and inte-
gration (UDDI)), this represents a step in the evolution
towards developing and implementing flexible enter-
prise software. It is important to point out that SOA is an
architectural approach and not a competitor to packaged
software. That is, packaged software is a codification of
a company’s business processes. Packaged software is
delivered to the market with varying degrees of config-
urability, so it will have varying degrees of flexibility
since it uses, in its traditional form, proprietary file
formats and interfaces. The SOA movement provides
a more open platform that allows a company to rede-
fine packaged applications as loosely coupled business
services combined with processes. Packaged software
applications can adopt SOA for interoperability and ex-
tensibility. In fact, the major packaged software vendors
such as SAP and Oracle have made bet-the-company
decisions based on delivering solutions on an SOA
foundation. On the other hand, platform vendors such
as Microsoft and IBM have reconfigured their product
line around SOA-based solutions. The concept of pack-
aging business processes as services and the competitive
landscape that is emerging to support this movement are
discussed below.

90.3.1 Services Concept

SOA is based on the concept of stringing together
many loosely coupled, message-based building blocks
of processes, called services, to create a customized ap-
plication [90.41]. With regard to enterprise systems, this
marks a move from having one integrated application
that runs all or most of an organization’s processes to
a method of combining multiple services from many
sources to form customized business processes; for
example, an organization can combine a service that
checks inventory availability with one that processes
customer payment into part of a customer order process.
SOA promotes code reuse, as services can be reused to
form many applications, and flexibility, as services can
be combined and recombined in infinite ways to match
the changing business logic of an organization. Web
services connect via the Internet and are published in

a standard format with standard interfaces, so that each
service can communicate with other services without
regard to the underlying technical details (i. e., which
programming language was used) [90.41]. Two of the
goals of enterprise systems based on SOA are to reduce
customization costs and to allow a focus on modeling
and remodeling business processes instead of focusing
on technical details.

90.3.2 Competitive Landscape

The SOA approach to automating business processes
requires ERP vendors to shift focus from providing
integrated solutions to providing a platform for combin-
ing and running services. Vendors are now developing
a more open interoperable platform where SOA appli-
cations can be developed and accessed and where the
software can be easily integrated or interfaced with ser-
vices and products of other vendors [90.42]. One of the
key components in each of these platforms is the enter-
prise service bus (ESB) that handles the communication
between services. Many of the current offerings of
SOA-enabled infrastructures, in various states of their
roll-out, have come from well-established names in the
enterprise systems and middleware domains: SAP, IBM,
Oracle, and Microsoft. Some of these platforms include
preconfigured services based on functionality contained
in the vendor’s previous products, while others simply
provide the platform for developing custom services and
for deploying third-party vendor services. These offer-
ings are briefly discussed below and are summarized in
Table 90.1.

SAP markets enterprise SOA through its NetWeaver
platform. Functionality from SAP’s other applica-
tions are being divided into thousands of prepackaged
but changeable sets, described by SAP as bundles.
NetWeaver’s key component is the enterprise services
repository (ESR) that serves as a metadata directory for
the available services and provides a UDDI-compliant
registry for publishing, classifying, and discovering
services. SAP also intends to leverage their industry
experience by providing industry-specific business pro-
cesses for over 25 industries [90.43].

Oracle’s SOA Suite is a package of several Ora-
cle Fusion Middleware products designed to provide
a comprehensive SOA infrastructure in one installa-
tion [90.44]. The suite is intended to serve as a way to
integrate the various technologies acquired by Oracle.
Functionality configured as services will be delivered
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Table 90.1 Comparison of selected SOA bendors (1Provided through Fusion Applications; 2UDDI compliant)

Vendor SOA initiative Platform Example modeling Prepackaged Service registry
and development tools services

SAP ESOA NetWeaver WebDynpro, NetWeaver Yes Enterprise services

Visual composer repository2

Oracle SOA suite Fusion JDeveloper, BPEL Yes1 Oracle service

Middleware Process manager registry2

IBM SOA Websphere Websphere business No Websphere service

foundation Modeler, Websphere registry and

integration developer repository

Microsoft Microsoft .Net, BizTalk .NET framework No Enterprise UDDI

application services2

plattform

through Fusion Applications (due for full release in
2008) and will run on the Fusion Middleware infra-
structure [90.45].

IBM markets IBM SOA Foundation as a set of mod-
ular software that can be adopted one component at
a time [90.46]. Most of these components, including the
Websphere Business Modeler and the Websphere ESB,
are identified with the Websphere name. The Websphere
Service Registry & Repository is based on emerging

standards rather than UDDI but will be able to integrate
with UDDI-based registries.

Microsoft’s more limited SOA offering, based on
the Microsoft application platform, is directed towards
the mid-market. The foundation of the Microsoft appli-
cation platform is the .NET framework, which allows
the development of services and connection of sys-
tems [90.47]. Most ESB capabilities reside in their
BizTalk Server.

90.4 Future Trends

Enterprise systems vendors continue to strengthen their
products. One recent study [90.48] points to a num-
ber of ERP trends that mark the maturity of this
market: companies are standardizing on a single ERP
vendor, companies are moving toward fewer software
instances, comprehensive ERP offerings reduce the
need for best-of-breed bolt-ons, industry-specific func-
tionality is getting deeper, and integration capabilities
are improving.

Recognizing the trend that enterprise systems pow-
erful applications are being made available to virtually
all types of employees and consumers, instead of
just sophisticated users, enterprise systems vendors
are very keen to better understand the needs of the
emerging enterprise knowledge workers [90.49]. Work-
ers who come from all industries and all levels of

the organization are expected to leverage the power
of enterprise systems to be more effective in their
jobs. Vendors will be challenged to further help de-
velop simplified work processes for companies to
implement, simplified IT infrastructures that users do
not even know exist, and simplified user interfaces
that allow end-users to leverage the power of the
systems without knowing that they are using a sys-
tem.

As the global market place does indeed become
flatter and as these sophisticated software systems do in-
deed become more simplified and commoditized, more
emphasis will be placed on service-oriented architec-
tures and business process modeling to create nimble,
agile, dynamic structures that evolve as quickly as the
business models that employ them.
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90.5 Conclusion

The enterprise systems market was rooted in the devel-
opment of ERP and has since leveraged ERP concepts
to effectively deliver sophisticated business applica-
tions such as CRM and SCM. Enterprise systems have
become the enabler of continuous improvement and dis-
ruptive innovation for organizations around the world.

ES vendors play a significant role as thought lead-
ers and change agents. In a short period of time,
the corporate computing landscape has been radically
transformed as companies have endless opportuni-
ties to leverage information and networks like never
before.
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Automation i91. Automation in Financial Services

William Richmond

This chapter addresses automation in the finan-
cial services industry with a focus on small banks
and credit unions. The financial services industry
includes all organizations that engage in or facili-
tate financial transactions. Automation is essential
for these firms to both lower cost and differentiate
their services. Small banks and credit unions are
an important subset of this industry, with unique
automation needs to enable them to compete with
large, international firms.

The chapter begins with a description of the fi-
nancial services industry in general, then moves on
to describe community banks and credit unions,
how they operate, and the role of automation.
The chapter then addresses two key automation
areas for these institutions: their core systems
that support basic account processing, and a key
customer-facing system – Internet banking. Fac-
tors that drive success and recommendations for
how to approach each of these automation areas
is discussed. For these small financial institu-
tions, successful automation of back-end systems
depends on how they source the system, with
outsourcing both raising costs and the number of
channels through which they distribute their prod-
ucts. Successful automation of customer-facing
systems, such as Internet banking, depends on

91.1 Overview of the Financial Service Industry1614

91.2 Community Banks and Credit Unions ...... 1616
91.2.1 How a Retail Bank/Credit Union

Works ......................................... 1616

91.3 Role of Automation in Community Banks
and Credit Unions ................................. 1619
91.3.1 Definition of Success..................... 1619
91.3.2 Core Processing

and the Role of Sourcing ............... 1620
91.3.3 Internet Banking

and the Role of Adoption .............. 1622

91.4 Emerging Trends and Issues .................. 1625
91.4.1 Role of Integration ....................... 1625
91.4.2 Regulation .................................. 1625
91.4.3 Shift From Paper

to Electronic Payments.................. 1625
91.4.4 Emerging Technologies – Web 2.0 .. 1626

91.5 Conclusions .......................................... 1626

References .................................................. 1626

getting their customers to use the system. Because
of this, success is more of a management than
a technical issue. The chapter concludes with
a discussion of emerging trends, technologies, and
issues.

According to the North American Industry Classifica-
tion System (NAICS) [91.1], there are approximately
500 000 financial services firms. This includes insur-
ance agencies, commercial banks, securities broker-
ages, securities exchanges, and the Federal Reserve
banks. These companies range in size from Citigroup,
with almost US$ 1.5 trillion is assets [91.2], to the
Wanda Michalenko Memorial credit union with around
US$ 30 k in assets [91.3]. All of the firms in the financial
services industry are information-based businesses, and
the intangible nature of the products and services drives

the automation projects required to enable these busi-
nesses to exist and thrive. Automation of the capture or
transmission of information improves productivity, and
delivering new products and services typically requires
new or modified systems.

Given the size and breadth of the financial ser-
vices industry, this chapter focuses on small banks and
credit unions. These institutions have unique automa-
tion needs. They compete against giant companies, such
as Citigroup and Bank of America. They need to offer
comparable services at competitive prices, but they do
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not have the deep pockets to fund automation projects
and innovation. At the simplest level, these organiza-
tions provide a place for people to store cash and from
which to make payments. They also support the lend-
ing process. Processing deposits, payments, and loans
is complicated, and supporting these processes usually
entails automation provided and supported by numerous
parties.

For these institutions, two areas of automation are
critical, and are addressed in more detail throughout
this chapter. First is their automation of their core sys-
tems. These systems support the bank or credit unions
back-office operations. Second is their customer-facing
systems, such as Internet banking. A small bank or
credit union’s automation is successful if it lowers their
cost structure or enables them to differentiate their prod-
ucts or services.

For their core processing (deposit and loan process-
ing), how they source their core processing affects their

cost structure, the number of products they offer, the
number of channels through which those products are
available, and to a lesser degree what they pay for de-
posits. Thus how small banks and credit unions source
their core systems is linked with key strategic decisions,
such as their product and service offerings, their distri-
bution channels, and their pricing.

For customer-facing systems, the key to success
is user adoption. Improved profits initially result from
increased revenues despite increased costs. To obtain
these profits requires attaining a certain level of cus-
tomer adoption. If enough customers adopt, the bank
or credit union will start to see decreased costs as
well. Unfortunately, for the majority of small banks
and credit unions, reaching the Internet banking user
adoption level breakpoints constitutes a major under-
taking – one that they should be wary of taking without
a good understanding of both the economics and their
customers.

91.1 Overview of the Financial Service Industry

The financial services industry includes all organiza-
tions that engage in creating and trading financial assets;
act as financial intermediaries by raising funds from
lenders and providing funds to borrowers; pool risk
to protect entities from specific losses in exchange for
a periodic payment (insurance); and facilitate these
financial transactions [91.4]. Firms engaging in cre-
ating and trading financial assets include securities
brokers, who act as agents between buyers and sellers
of securities; stock exchanges, which furnish physical
or electronic marketplaces; and portfolio management
firms that manage others’ assets for a fee or commis-
sion. These include institutions with which everyone is
familiar, such as Goldman Sachs, the New York Stock
Exchange, and T. Rowe Price. It also includes less well-
know businesses, such as the Arizona Stock Exchange,
Dwight Investment Counsel, and Liebau Asset Manage-
ment Company.

Firms that act as financial intermediaries include
commercial banks, credit unions, and savings and loans.
The lines between these institutions are blurring, and all
of them accept deposits and make commercial, indus-
trial, and consumer loans. Linked with these institutions
are credit-card processors and loan brokers. Credit-card
processors provide retailers with a merchant account
and enable them to process credit-card transactions.
Loan brokers, including mortgage brokers, help cus-
tomers find the best loans. They act as an intermediary

between lending institutions and the customer. Insti-
tutions which, perhaps, should be linked with these
firms are other loan originators and processors, such as
the financing arms of the automobile industry. Finan-
cial intermediaries include well-known firms such as
Bank of America, and Citigroup as well as the Wanda
Michalenko Memorial credit union.

Risk pooling firms include insurance carriers and
their agents. Insurance carriers analyze risk and then
assign an appropriate premium for assuming that risk.
Agents, like securities brokers, act for the carriers and
sell the insurance policies to individual and companies.
These include firms form Aflac and Geico to the Wayah
Insurance Group.

All of the firms in the financial services industry are
information-based businesses. Their products and ser-
vices are (or can be) intangible, and the processes for
delivering these products and services entail the capture,
aggregation, transmission, and dissemination of infor-
mation and knowledge. The intangible nature of the
products and services drives the creation and delivery
of products and services, the structure of the business,
and the nature of competition, as well as the automation
projects required to enable the businesses to exist and
thrive.

Because financial service firms are information
based, new products require only creativity to define.
A new mutual fund groups a set of existing stocks.
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A new insurance product protects a customer from
a risk they had not insured before. A new type of
loan makes funds available to borrowers with differ-
ent contract terms than existing loans. Frequently, new
products are amalgamations of other, existing products;
for example, a new banking product will often be a set
of accounts (e.g., a savings account, a checking account,
a consumer loan) with certain requirements, such as
minimum balances and minimum or maximum activity
levels. Identifying and defining a new product that will
be successful, however, is extremely difficult. The new
product must appeal to a customer base. It must comply
with government regulations. It must be priced effec-
tively and it will likely require new or modified systems
to support the processes for implementing it.

Because products and services are intangible, they
are easy for competitors to copy. Copying the product or
service requires knowing its terms or components (e.g.,

Table 91.1 Subset of NAICS definition of financial services

Codes Titles No. of US Automation examples
businesses

52 Finance and insurance 471 196

522110 Commercial banking 50 981 Loan scoring

522120 Savings institutions 10 291 Internet banking

522130 Credit unions 11 997 Analytics for customer analysis

522220 Sales financing 1999 Automate teller machines

522291 Consumer lending 13 718 Obopay (mobile payments)

522292 Real estate credit 7707

522293 International trade financing 2163

522298 All other nondepository credit intermediation 12 564

522310 Mort. and nonmort. loan brokers 49 853 Online trading

523110 Investment banking and securities dealing 2267 Big Bang – automation of London

stock exchange

523120 Securities brokerage 25 214 Loan origination systems

523130 Commodity contracts dealing 2339 Program and algorithmic trading

523140 Commodity contracts brokerage 720

523210 Securities and commodity exchanges 331

523920 Portfolio management 6312

523930 Investment advice 19 407

523991 Trust, fiduciary, and custody activities 9268

524113 Direct life insurance carriers 6408 Call center automation

524114 Direct health and medical insurance carriers 3639 Claims processing

524126 Direct property and casualty insurance carriers 5962 Workflow automation

524127 Direct title insurance carriers 4471 Claims fraud analytics

524128 Other direct insurance (except life, health, 2041 Risk management

and medical) carriers

524210 Insurance agencies and brokerages 56 733

524291 Claims adjusting 4404

knowing the terms and structure of a new loan product
or knowing the accounts and limits for a new type of
bank account) and then implementing the processes and
systems required to support the product; for example,
Prudential offers MyTerm a new, immediate-issue term
life insurance product available through the internet to
customers of select banks and other financial institu-
tions [91.5]. This product is available through banks. To
implement it, a bank connects its systems to Prudential’s
systems, so it will be easy for any bank to offer. For
another insurance company to offer a similar product re-
quires similar systems, but they have a model on which
to base them. It would also require an understanding of
the risk, but they would not have to start their analysis
from scratch.

In part due to the ease of product creation and dupli-
cation, at least on the retail side, entry into the financial
services industry is easy. Starting a bank requires only

Part
I

9
1
.1
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US$ 6 million in capital. Starting a credit union requires
less. Becoming a financial planner, in most places, does
not require formal financial education or expertise, so
entering the market is easy and inexpensive. The easy
market entry and low startup costs increase competition,
since it results in a large number of competitors with
both large international players and with small local
firms.

According to NAICS [91.1], there are approxi-
mately 500 000 financial services firms. This includes
over 150 000 insurance agencies and brokerages, 50 000
commercial banks, 25 000 securities brokerages, and
the 7 Federal Reserve banks. These companies range in
size from Citigroup with almost US$ 1.5 trillion is as-
sets [91.2] to the Wanda Michalenko Memorial credit
union with around US$ 30 k in assets [91.3].

Automation plays a central role in financial service
firms. Automation of the capture or transmission of in-

formation improves productivity. This has led banks and
credit unions to automate their core processes, stock
exchanges to automate the matching and execution of
trades, and stock brokerages to implement algorith-
mic (program) trading. These automation projects have
significantly changed the financial services industry.
Banks’ automation of their core systems changed the
industry cost structure and was a key determinant in in-
dustry consolidation [91.6]. Big Bang – the automation
of the London Stock Exchange trading – enabled the
stock exchange to increase trading volume from 20 000
shares a day to over 550 000 shares a day [91.7], and
program trading affects the stock market’s value [91.8]
as well as accounting for over 50% of the trades on the
New York Stock Exchange (NYSE) [91.9]. Table 91.1
lists some of the types of firms that comprise the finan-
cial services industry as well as some of the ways in
which they are using automation.

91.2 Community Banks and Credit Unions

Because of the size and breadth of the industry, the
remainder of this chapter focuses on small commu-
nity banks and on credit unions. These institutions have
unique automation needs. They compete against giant
companies, such as Citigroup and Bank of America.
They need to offer comparable services at competitive
prices, but they do not have the deep pockets to fund
automation projects and innovation.

Community banks, for the purposes of this chapter,
are relatively small, regionally localized banks. There
are thousands of banks with less than US$ 2 billion in
assets and that serve only part of a state or regional
area. Credit unions are nonprofit, cooperative finan-
cial institutions with the motto: not for profit, not for
charity, but for service [91.10]. Each credit union is
chartered to serve a defined membership; for example,
the Houston Texas Fire Fighters Federal Credit Union
only serves fire fighters and their families in Houston,
TX. With such targeted markets, credit unions are small.
The largest credit unions had less than US$ 2.5 billion in
assets in 2005.

Both retail banks and credit unions make their
money on fees charged for their services and on the
spread between the interest they pay and the interest
they earn. To compete, they must offer both competi-
tive rates and competitive services. Some credit unions
and small community banks offer only very limited ac-
counts, loans, and services. Others offer a full range of
accounts, loans, and services.

Banks and credit unions differ in their goals and
objectives. Banks try to minimize their cost of capital
and maximize their risk-adjusted loan rate. Conversely,
credit unions try to maximize their cost of capital
(the interest rates they pay on deposits for members)
and minimize their risk-adjusted loan rate (subject, of
course to maximizing the amount and number of loans
they make to their members). Ultimately, credit unions
are operated for their members, aligning the interests
of owners and customers, while banks are operated for
their shareholders, resulting in maximizing returns for
owners while simply satisficing customer needs.

91.2.1 How a Retail Bank/Credit Union
Works

At the simplest level, banks and credit unions provide
two services. First, they provide a safe and convenient
place for people to store cash and from which to make
payments. Second, they match people with excess cash
with those who need cash and then support the lend-
ing process. Processing these sets of transactions is
complicated and frequently entails substantial automa-
tion [91.11].

Figure 91.1 shows some of the interactions and
some of the detail for processing deposits, payments,
and loans. The key points from Fig. 91.1 are that the
customer interacts with the bank in numerous differ-
ent ways through various channels, and that there is
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a complex set of systems operated by different parties
required to support those interactions.

Customer Deposits
When a customer makes a deposit, the bank records the
deposit and updates the amount it owes the customer. To
make a deposit, a customer can:

1. Take cash to the bank
2. Deposit a check at the bank
3. Have someone (e.g., an employer) make a deposit

via automated clearing house (ACH)
4. Scan a check at their home.

Each of these requires a somewhat different process,
different systems, and potentially different companies
running the systems. When the customer takes cask to
the bank, the teller counts it and enters the amount into
their core system, which updates what the bank owes
the customer.

When the customer deposits a check, the process
is more complicated. The deposited check must be en-
coded by the teller with the amount of the check. Checks
are batched up and sent to item processing. Item pro-
cessing sorts the checks by paying bank and account.
This may be done by the bank or by a third party. The
bank’s core systems are updated with transaction details
and checks are processed for settlement.

Settlement can occur in numerous ways. On-us
transactions are checks written on other accounts at the
same bank. For these, the bank withdraws money from
one of its accounts and deposits it in another (assuming
there is enough money available). This is just process-
ing a set of accounting transactions. When the check
is written on a different bank, the customer’s bank can
settle with the other bank directly, through a clearing
house, or through a settlement (or correspondent) bank.
With direct settlement, the checks are presented to the
check writer or payer’s bank and that bank uses a ser-
vice, such as Fedwire, to transfer funds to the customer
bank (Fedwire is a real-time funds transfer system op-
erated by the Federal Reserve banks). With a settlement
bank or clearing house, the checks and cash letter are
sent and the clearing house nets all of the transaction
for all of the participating financial institutions. It then
uses its own accounts or the Federal Reserve National
Settlement System (NSS) to debit or credit the correct
amounts to each participating institution. Transaction
details are also sent to each institution, so they can debit
or credit the appropriate customer accounts.

For deposits made via ACH, the payer (such as
an employer) provides its bank with instructions for

creating a file with all of the deposits it will make.
The payer’s bank – the originating depository fi-
nancial institution (ODFI) – creates or verifies the
file and sends it to an ACH operator. The ACH
operator routes the files to the payee (customer’s)
bank. It then settles the transactions via the Federal
Reserve.

Customers can also deposit checks from their home
by scanning both sides of the check and submitting the
files. The system supporting this process is either ad-
ministered by the Internet banking service provider or
by yet another service provider. The scanned check be-
comes a substitute check (approved by the Check 21
law) and the electronic information is processed like
a check that has made it through the item processing
stage. This information must be passed from the Inter-
net banking or deposit at-home service provider to the
bank’s system.

Note that in all of these cases, cash is not flowing
from one bank to another. Only information – changes
to account balances – is flowing. Also note that there
are numerous kinks in the flow. The check may be
damaged, requiring manual processing at the item pro-
cessor. The check may be fraudulent or there may be
insufficient funds in the payer’s account which will
prevent settlement and require the customer’s bank to
reverse the deposit. These kinks complicate the infor-
mation flow and require sophisticated automation and
processes.

Payments
When a customer makes a payment, the bank records
the payment and updates the customer’s account. It also
goes through a settlement process to get the appropriate
amount to the payee. To make a payment, the customer
can:

1. Pay with cash
2. Pay with a check
3. Initiate an ACH credit transaction
4. Initiate an ACH debit transaction
5. Pay with debit card
6. Pay with credit card.

To pay with cash, a customer just hands over cash. The
only role the bank plays is providing cash to the cus-
tomer and receiving the cash from the vendor. When
paying with a check, the process is the same as when
the customer deposits the check. The only difference is
that the vendor is depositing the check. In some places,
the vendor scans the check at the time of purchase. This
converts the check to an electronic form and an ACH
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(or electronic funds transfer (EFT)) transaction occurs,
similar to a debit-card transaction.

Bank customers can also use ACH to pay bills. Typ-
ically, this is through either the Internet banking system
or a vendor’s system. When the customer uses the In-
ternet banking system’s bill-pay feature, they can set
up a recurring payment. They tell their bank to with-
draw funds and to pay a certain account. Alternatively,
they can use a vendor’s system and give the vendor
authorization to withdraw money from their account.
This frequently happens with recurring payments such
as mortgages, and insurance premiums. This process is
the same as when they deposit funds via ACH, except
they are the payer instead of the payee.

To pay with a debit card (which is similar to us-
ing an automated teller machine (ATM)), the customer
provides their card and pin (there is also a signature
version). The debit card/ATM system may be driven
by a third party. The transaction is forwarded through
the EFT network to verify that the customer’s funds are
available. If so, the account is debited and an electronic
funds transaction transfers funds to the debit card/ATM
host provider. The debit card/ATM host provider then
uses ACH to transfer funds to the merchant/ATM owner.

To pay with a credit card, the customer provides
their credit card. The transaction information is trans-
mitted through the card association’s (typically Visa
or MasterCard) network to the issuing bank’s system,
where the transaction is approved. An authorization
code is sent to the merchant. The merchant submits
batches of credit-card transactions at the end of the
day to its bank (merchant account). Settlement then oc-
curs between the merchant bank and the issuing bank
through a combination of the card association and ulti-
mately a payment network such as Fedwire.

Loans
A customer can take out a loan (the process is not
shown in Fig. 91.1). There are numerous types of loans,
including mortgage loans, car loans, credit cards, and
installment loans. Taking out a loan requires filling
out an application, which can be done at the bank,
online, and at various loan brokers with whom the
bank has agreements. After the application is complete,
the customer’s credit worthiness is verified. This re-
quires obtaining information from external sources, and
frequently involves credit scoring – using the bank’s
software or acquired from an external service provider.
If the loan is approved, then it must be serviced. This is
another touch point between the customer and the bank,
requiring additional systems and potentially additional
vendors.

A final issue is the generation of statements by the
bank. Typically this requires sorting and printing trans-
action detail and is part of the core banking system. For
some accounts that require specific balance levels and
transaction usage across bank products, at least part of
the process may be handled by an outside vendor. In
these cases, transaction detail is sent to the vendor who
determines if the product requirements were met, and if
not the appropriate fees. This information is sent back
to the bank to be included on the statements.

As is evident, there are numerous types of trans-
actions, requiring interaction among a large number
of organizations. The clearing process is similar or
the same for many transactions. This is facilitated by
standard formats for the required information, which
makes automation both easier and more effective. The
customer-facing portions of the processes are not as
standardized. This causes integration issues that are dis-
cussed later.

91.3 Role of Automation in Community Banks and Credit Unions

It is generally accepted that investments in information
technology (IT) can lead to improved firm performance
and possibly competitive advantage. Research applying
the resource-based view of the firm has shown that firms
with better IT capabilities perform better financially
than similar firms with less capable IT [91.12, 13]. This
is particularly important for the banking industry, which
invests heavily in IT and has increased investment from
6% of revenues in 2000 to 6.5% in 2001 [91.14]. Many
bank chief executive officers (CEOs), however, are un-
sure of IT’s impact [91.15], while others claim that these

investments lead to increased services but decreased
profits [91.16]. The issue is then: what drives successful
automation?

91.3.1 Definition of Success

Examining what drives successful automation in com-
munity banks and credit unions requires defining suc-
cess. Depending on the purpose of the automation, dif-
ferent definitions are appropriate. Under the resource-
based view of the firm, the firm will focus on its
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unique, value-adding activities. Successful automation
will enhance these activities and provide (or enhance)
a competitive advantage. Firms can use IT to enhance
firm value either by lowering costs or leveraging other
firm-specific resources that differentiate the firm from
its competition. Automation is successful here if it low-
ers the bank or credit union’s cost structure or enables
the institution to differentiate its products or services.

Traditional finance theory defines success (for an
investment, such as an automation project) as having
a positive net present value (NPV). Under this approach,
any automation project where (in present value terms)
the expected benefits outweigh the expected cost is suc-
cessful – even if it does not support the bank or credit
union’s strategy.

There are other reasons for automation projects,
including competitive necessity and regulatory compli-
ance. Competitive necessity projects are done to catch
up with the competition. The resulting automation will
not result in a competitive advantage and may not de-
liver a positive NPV (unless the correct baseline is
chosen) but must be done to remain in business. For
these projects, the bank or credit union may go out of
business if the project is not implemented. This should
be the baseline for evaluating the project, not the firm’s
current environment. Likewise, regulatory compliance
projects confer little benefit to the organization. For
these projects, banks and credit unions need to minimize
the cost of the project. The focus of this chapter is on
automation projects that support bank or credit union
strategy.
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Fig. 91.2 Number of credit unions that switched how they sourced
their core systems

As an example, consider SmallTown Credit Union
(they asked that their real name not be used). Small-
Town Credit Union (STCU) is a community credit
union serving its home county and the surrounding
three counties. It is located in rural, western North
Carolina and historically has served blue-collar work-
ers. It has approximately 15 000 members and assets
of US$ 85 million. STCU’s members are neither finan-
cially nor technically sophisticated. They want good,
personal service, high rates on deposits, and low rates
on loans. To serve these members, STCU invests min-
imally in automation. It uses packaged software for its
core processing and was not an early adopter of Inter-
net banking. It limits the services it offers electronically
and adds new ones only when it is certain of demand by
its current members. STCU’s goals from technology are
primarily to keep operating costs low and only second
to offer new services for their members.

91.3.2 Core Processing
and the Role of Sourcing

The core processing systems at banks and credit unions
support their role as depository institutions and their
role in the payment process. The automation includes
demand deposit accounting, savings accounting, certifi-
cate of deposit and loan accounting systems, as well as
the bank’s general ledger system (every deposit or with-
drawal affects the bank’s balance sheet). These systems
are basic transaction processing systems that track, and
account for, each deposit, withdrawal, and loan payment
made by customers. In addition, they calculate interest
and fees. The demand deposit accounting systems are
coupled with item processing systems that sort checks
and deposits and calculate the totals by account. How
these systems are sourced is a critical driver in their
success.

In 2005, 32 new credit unions and 170 new
(de novo) banks were started. Of the more than 8500
credit unions, almost 500 switched their processing
mode (how their core systems are provided, Fig. 91.2).
So, how small banks and credit unions automate their
core processing continues to be of interest and is criti-
cal to their survival. Their ability to meet their strategic
goals depends, to a large degree, on how they automate
their core processing. Although the core systems sup-
port back-of-the-house transactions, they underlie the
bank or credit union’s ability to implement other sys-
tems that enable differentiation.

For banks and credit unions, automation of their
core processing must be linked with their strategic
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goals. This automation will not necessarily reduce costs.
In the 1960s and 1970s when banks started automating
their core systems, processing capacity increased and
profits for the banking industry as a whole fell [91.6].
For credit unions, based on data filed in their annual
call reports, only 38% of the credit unions that auto-
mated their core processing between 1994 and 2002
lowered their operating costs on a cost per share account
basis.

Banks and credit unions have three primary sources
for automating their core systems:

1. Develop it and operate it themselves
2. Purchase packaged software and run it themselves
3. Outsource both the software acquisition and oper-

ation to a third party.

The sourcing choice is linked to the alignment between
a firm’s IT strategy and its business strategy [91.17].
Research on outsourcing has addressed the factors that
result in successful outsourcing as well as what and why
companies outsource [91.18–21]. The practices that de-
termine management’s perception of success are subject
to debate, and different stakeholders have different per-
ceptions of success. The differences are likely tied to
different views of the firm’s strategy and the impact of
IT on that strategy.

Production economics [91.1] advocates outsourcing
if the vendor has a production cost advantage. Trans-
action cost economics [91.1, 22] incorporates the cost
of transacting business, including hold-up costs, and
advises against outsourcing activities that are unique
or require asset-specific resources. The resource-based
view of the firm [91.23] argues that firms should in-
vest in their core competencies and outsource the rest.
For small banks and credit unions with limited IT ca-
pabilities, these theories argue for outsourcing core
systems.

For small banks and credit unions much of the ad-
vice related to outsourcing is wrong. For those that
choose to automate their core processing, how they
choose to source their IT function affects their cost
structure. It is related both to the number of products
they offer and the number of channels through they are
available (ability to differentiate). Finally it is tied to
what they pay deposits (value to customers and mem-
bers). Thus, how small banks and credit unions source
their core systems is linked with key strategic decisions,
such as their product and service offerings, their distri-
bution channels, and their pricing.

Outsourcing core systems at small banks and credit
unions is associated with higher operating costs, not

lower operating costs. This contradicts much of the jus-
tifications given for outsourcing in the trade press and in
prior research (e.g., [91.1]) – to lower costs. The specific
vendor chosen also matters, since some software ven-
dors are associated with significantly lower costs and
others with significantly higher costs.

Instead of cost savings, outsourcing is associated
with more services. Specifically, IT sourcing affects: the
number of channels (both per member and total), the
number of deposit products offered (total), the number
of loan products offered (per member), and the price of
deposits (both per member and total) [91.24].

This is not surprising. The application service
providers (ASPs) have an incentive to develop new
products (electronic channels) and to promote them to
their clients. They are also able to develop the skills and
processes to help their clients more quickly adopt new
technologies, products, and services. Why credit unions
that use packaged software lag those that use custom-
developed systems is unclear. It could be due to skill
development or to the importance that the credit union’s
executives place on using technology.

The higher costs associated with using an ASP (out-
sourcing) appear to be transferred, at least in part, to
the customer through lower interest rates paid on de-
posits. This is understandable since members use more
deposit-related services (and these services more fre-
quently) than loan-product-related services. They are
willing to pay for the additional channels to support
their deposit products, but unwilling to pay higher loan
rates for a product (loan) that they decide on once and
then require minimal ongoing service.

A number of small financial institutions, especially
small credit unions, do their core processing manually.
While manual processing may be considered anachro-
nistic, there are many instances, especially for smaller
organizations, where automation does not make sense
and manual processes are a valid approach. For small
institutions, using manual processes is not more expen-
sive, either in total or on a per-member basis, than using
a computerized system. Identifying the optimal break
point for when to switch from manual to automated
processing is an interesting topic for future research,
but appears to occur by the time an institution acquires
500 members/customers.

Approach
When determining how to successfully automate their
core processing, small banks and credit unions must
first determine the basis on which they want to com-
pete. Those that decide to compete on cost need to
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Fig. 91.3 Sourcing of core information systems by credit union size

minimize their overall cost structure (not just their IT
costs). Given this choice, they need to assess whether
to use manual processes or to automate. If they decide
to automate, they need to decide whether to use pack-
aged software or to custom-develop their own software.
The decision to automate or use manual processing
is tied to institution size. Only small credit unions
with fewer than 1200 member use manual process-
ing, and typically they automate well before reaching
this size (Fig. 91.3). When automating, the trend is to-
wards using packaged systems. Less than 1% of the
credit unions use custom systems, and only 29 have
switched to custom systems between 2003 and 2005.
Once packaged software is chosen, selecting a vendor
is critical. Again, there is a significant difference in op-
erating cost depending on the software package/vendor
chosen.

If the bank or credit union chooses to compete on
service by offering more products and more channels
to deliver these services, then using an ASP is the best
approach. At this point, success becomes a vendor man-
agement issue rather than a technical issue. Choosing
the right vendor and defining the contract are essential.
Different ASP vendors are associated with different cost
structures and number of channels. The same vendor
will charge significantly different prices based on how
well the bank or credit union negotiates the contract.
Getting a good deal when the initial contract is signed
is critical, since switching costs are high and the vendor
will take advantage of this when it is time to renew the
contract.

91.3.3 Internet Banking
and the Role of Adoption

Bank and credit union’s core systems automate the
back-of-the-house. Banks and credit unions also auto-
mate front-of-the-house processes. These systems (such
as ATMs and Internet banking) can possibly lower cost
by replacing teller-based transactions. They also pro-
vide new channels for customers to access bank and
credit union services, and they provide additional con-
venience for customers and members. Customer-facing
systems automation can support either a cost-based or
differentiation strategy.

For customer-facing systems, the key to success is
user adoption. ATMs and Internet banking are classic
examples. ATMs were implemented to enable cus-
tomers to conduct financial transactions without using
the tellers. The bank and credit unions’ goal was to
reduce costs by eliminating the need for tellers. For
this to happen, customers had to be willing to use the
ATMs. The more customers use these channels and the
more transactions they used them for, the greater the
(expected) benefits for the banks.

Internet banking has also been heralded as provid-
ing a competitive advantage and as being a competitive
necessity [91.15,25,26]. Accordingly, banks spent 15%
of their IT dollars on Internet banking in 2002 [91.27].
Yet, many banks question its profitability [91.28]. In
fact, half of all US banks have no plans to offer Internet
banking, with the most common reason given being an
unclear return on investment [91.14].
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Fig. 91.4 Impact of Internet banking on costs, revenues,
and profits

Internet banking is defined as a transaction-oriented
system that enables a bank’s customers to engage in
online banking activities. Internet banking enhances
a bank’s offerings by providing its customers with 24/7
access to many of its services. The services available
through Internet banking vary, but typically include
informational account access (view balances and past
transactions), funds transfers among accounts, bill pay-
ment, bill presentment, and some loan application and
approval.

A Booze et al. study [91.26] claims that Internet
banking has an expense rate that is one-third that of tra-
ditional banking with a per-transaction cost of US$ 0.01
versus US$ 0.27 for ATM transactions versus US$ 1.07
for teller-based transactions. For small banks and credit
unions, this cost advantage is unlikely to occur. In-
stead, there is a stylized piecewise-linear relationship
for costs, revenues, and profits driven by the number
of Internet banking users (Fig. 91.4). An increase in the
level of consumer adoption increases revenues, costs,
and profits until a saturation level is achieved. Addi-
tional adopters in excess of the saturation level do not
add further to profit, revenue or cost until a second
breakpoint is reached. The cost and profit models expe-
rience a change at this second breakpoint, but revenue
does not. In the cost model, after enough customers
adopt Internet banking, a bank’s costs begin to de-
crease. Correspondingly, profits trend upwards after this
point.

The initial cost increase comes form a combina-
tion of more transactions, more accounts, and higher
deposits (and therefore higher interest expense). In
particular, banks with Internet banking have a higher
growth rate in the number of accounts (14% higher for
demand deposit accounts (DDAs) and 32.8% higher for
savings accounts). In addition, Internet banking is as-

sociated with a larger average deposit size per account
of about US$ 800 at a median bank. This indicates that,
while new customers are drawn to the bank, existing
customers also are doing more business with their bank.
This increase in bank activities necessarily increases
costs. Despite this increase in transactions, the actual
volume of transactions performed using Internet bank-
ing relative to more traditional transactions is typically
quite small. Correspondingly, reductions are unlikely in
the fixed infrastructure costs related to traditional trans-
actions (e.g., the number of tellers employed or ATMs
operated) unless a large number of customers adopt In-
ternet banking.

Improved profits initially result from increased rev-
enues despite increased costs. These improved revenues
are the result of an increase in the bank’s interest income
through soliciting new customers and getting more busi-
ness from previous customers as well as more fee-based
bank services being sold. Previous research finds that
consumers who use internet banking (IB) are more
lucrative. They generate above-average revenues and
are more profitable [91.29]. In particular, IB customers
have significantly higher mortgage and loan balances,
and they use twice the number of other financial ser-
vices products [91.14]. The impact of Internet banking
usage on revenue and profit is relatively small and typi-
cally results in an increase of less than 5%.

For the majority of small banks and credit unions
reaching the Internet banking user adoption level break-
points constitutes a major undertaking. For 25% of
the small banks, reaching the breakpoint number of
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adopters requires over half of their customers to adopt
Internet banking. For credit unions, over half do not
have enough members to reach the first breakpoint.
For another 25% of small banks, this requires a cus-
tomer adoption level exceeding 25% of its customer
base (Fig. 91.5). Doing so also takes time – on aver-
age over 1.5 years for those that can and do reach it.
For a larger number of small banks and credit unions
the second breakpoint exceeds their customer base. This
implies that small banks and credit unions have to be
very careful when implementing new customer-facing
technology. To be successful requires getting a signifi-
cant portion of their customer base to adopt.

Approach
When implementing customer-facing automation pro-
jects, banks and credit unions need to take a disciplined
approach. First, they need to determine whether the
project makes sense. This entails assessing the fit with
their strategy. Customer-facing systems will not lower
cost, so the institution must want to differentiate its ser-
vices based on this project. Assuming the project fits
with the strategy, it may still not be feasible if the in-
stitution does not have enough customers or enough
customers who will be interested in using the new ser-
vice. Finally, since the increased revenues come, in part,
from existing customers deepening their relationship
with the bank or credit union, it must offer enough ad-
ditional products and services to take advantage of this
additional business.

If the project fits with the organization’s strategy and
they have a large enough customer base, they will need
to market the new services effectively. This requires
a different strategy for different target markets. If the
new automation requires a significant change in how the
customer uses the bank or credit union services (as was
the case with ATMs and Internet banking), they should
consider paying the customer to use the service. If cus-
tomers will be paid to use the service, it must be done
carefully. Banks and credit unions that paid customers
to use ATMs saw increased adoption. Some banks and
credit unions that paid customers to create Internet bank
accounts saw people create accounts, but not necessarily
use them.

If the automation project is innovative, the cus-
tomers will need to be trained to use the new system.
Younger customers may be able to learn online, but
older customers and those whose primary channel is the
branch will need more personal training, probably at the
branch. Finally, the banks and credit unions need to lis-
ten to their customers who are not using the new service

or channel to determine why, and then to either mod-
ify the service/channel or update their marketing and
training materials.

Even with an effective marketing program and
a good training process, the banks and credit unions will
face a customer adoption process. Customer adoption
will follow an S-curve. Effective marketing and train-
ing may make the curve steeper, but identifying and
supporting early adopters is critical. Early adopters of
an innovation typically have the most interest and will-
ingness to pay for the innovation. Later adopters are
typically less inclined toward the innovation. Relative
to new services, this implies that customers who adopt
them early on are likely to be the most profitable, and as
more and more people adopt, the incremental revenue
per customer will diminish.

Sourcing Impact
As with core systems, Internet banking, and future
customer-facing automation projects, how the automa-
tion project is sourced impacts success. The sourcing
choice changes the cost structure for the service. It
affects the implementation timing and potentially sup-
ports the customer adoption process.

When the banks and credit unions use an Internet
banking service provider, their variable transaction cost
structure is different from that for banks that develop
their own Internet banking system. To implement Inter-
net banking, there is still a fixed, but small, one-time
cost for the system in the US$ 20 000–40 000 range.
Once the system is installed, there is a nominal fixed
monthly fee (less than US$ 1000) plus a fee for each
Internet banking customer as well as fees for various
transactions. The total fee for each customer depends on
the services the customer is signed up for (e.g., bill-pay)
and how much historical information the bank retains
(i. e., it costs the bank more if the bank lets its customers
view deposits and withdrawals from 2 years ago than
if the maximum a customer can go back is 6 months).
This fee can range from US$ 2 to US$ 15 per customer
per month. Additional fees also are charged for most
transactions, including signing up a new Internet bank-
ing customer and for a customer making a payment.
Enquiries are free. This cost structure makes most of
the bank’s costs variable. This lowers the risk of imple-
menting Internet banking, but also makes lowering the
bank’s overall operating costs more difficult. The op-
erational risks typically associated with innovation are
mitigated by the use of a vendor, but banks that use this
service are unable to physically distinguish themselves
from other banks using the same service.
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91.4 Emerging Trends and Issues

There are a number of trends and issues affecting small
banks and credit unions. The US Federal Government
continues to impose additional regulations related to
tracking customers and customer activity. Customers
continue to shift their payments to electronic forms.
New technologies and channels, such as Web 2.0 appli-
cations, continue to emerge, and automation to support
these trends is leading to banks and credit unions using
more vendors, with the accompanying issues involved
in integrating these systems.

91.4.1 Role of Integration

Implementing new products requires new systems.
Implementing new channels requires new systems. Im-
plementing new processes requires automation. Most
community banks and credit unions do not have the
skills to automate this on their own. They are either out-
sourcing their processing to ASPs and other vendors,
or they rely on packaged software. To automate a new
product, channel or process requires identifying the ap-
propriate provider and then implementing the system
and integrating it with the existing systems.

The integration required for basic functionality is
addressed by the vendor; for example, to implement In-
ternet banking requires integrating the Internet banking
software with the bank or credit union’s core processing
system, and that provided by the vendor. When the inte-
gration is not central to the automation project, however,
it is frequently omitted by the vendor and not examined
(at least initially) by the bank or credit union.

Where this has been particularly problematic is with
basic customer information. When a customer changes
their email address in one channel, they expect that it
be changed everywhere in the banks systems. Because
of the numerous systems and vendors, this frequently
is not done. Even when the bank or credit union uses
a single vendor (e.g., FISERV) their products may not
be completely integrated, because they have frequently
purchased the software from another vendor (or pur-
chased the vendor to acquire the software).

This type of integration becomes a vendor manage-
ment issue more than a technical issue. The integration
issues need to be part of the software/vendor selection
and contracting process. Service level agreements cen-
tered around integration are difficult, since the future
systems are not identified. User group pressure, how-
ever, appears to be effective in getting the vendors to
focus on this issue. This implies that, when selecting

a vendor, banks and credit unions need to choose those
large enough to have an effective user community.

91.4.2 Regulation

The US Federal Government is increasingly regulating
financial institutions’ operations. The USA Patriot Act,
the fair and accurate credit transactions (FACT) act plus
additional rules by the Securities and Exchange Comis-
sion (SEC), Financial Accounting Standards Board
(FASB), and others add to the regulatory burden. New
laws, such as H.R. 3012, The Fair Mortgage Practices
Act of 2007, are introduced and existing regulations
change each year. These regulations are disproportion-
ately burdensome for small financial institutions, and
some believe that they will drive small banks out of
business [91.30].

Automation projects to fulfill regulatory require-
ments are difficult, because they usually have a fixed
deadline for implementation, which can be unrealistic.
These automation projects will not provide a competi-
tive advantage. They will not support strategic efforts.
They will not reduce costs (except through penalty
avoidance). Typically, the goal is to get them in as
cheaply as possible. The risk is that this will lead to
higher costs long-run as the capabilities need to be in-
tegrated throughout other systems. This is particularly
true for regulations requiring monitoring suspicious ac-
tivity, where the bank needs to identify and analyze
a picture of a customer’s entire relationship with a bank.

91.4.3 Shift From Paper
to Electronic Payments

The number of paper checks and the value of those
checks are finally decreasing as consumers and busi-
nesses shift to electronic payments. The back-end
settlement infrastructure is largely automated, but new
front-end technologies – new payment channels – con-
tinue to emerge. Using mobile phones for payments has
been available in Japan for a number of years, but is in
its early stages of adoption in the USA. Small banks and
credit unions again face a decision of whether they want
to offer their customers and members a new channel.

The shift to electronic payments, however, is
bypassing person-to-person payments. PayPal allows
person-to-person payments, but has not had a signifi-
cant effect on the number of paper-based transactions.
Mobile technologies offer the possibility of allowing
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individuals to make and receive payments. Citigroup
offers this service through Obopay, and is currently pay-
ing its customers to sign up for the service. Obopay is
similar to a prepaid credit card, but both parties must
use the service.

91.4.4 Emerging Technologies – Web 2.0

Web 2.0 technologies for social networking appear, at
first glance, better suited for enhancing internal bank
and credit union operations. Communities of loan of-
ficers, compliance personnel or packaged systems users
would help each group more efficiently and effectively
carry out their duties. They would provide a place to get
help, gain insights, and kvetch. They could either be op-
erated by the bank or by independent third parties and
would not need to integrate with existing system.

Banks, however, are exploring the use of social
networking as a front-end to customer education and
interaction. Wells Fargo is leading the way, and if it suc-

cessful, it will pressure small banks and credit unions
to follow suit. Wells Fargo initially created a site on
Second Life. The site provided both games and finan-
cial education. To gain more control over the customer
experience, they left Second Life and started their own
virtual world, Stage Coach Island.

On Stage Coach Island, participants can network
with each other and do activities together, such as mo-
torbike racing and parachuting. They can learn about
financial products and services, ostensibly to develop
financial responsibility. Although there is little Wells
Fargo advertising, it has the potential to provide Wells
Fargo with a wealth of information about their cus-
tomers or potential customers.

At the moment, small banks and credit unions most
likely do not have the skill set to duplicate Wells Fargo’s
efforts. Although there is vendor-supplied software for
developing virtual worlds, there are not vendor-supplied
virtual worlds available for banks and credit unions to
brand and customize for their customers and members.

91.5 Conclusions

Small banks and credit unions face unique consider-
ations when automating. They have to keep up with
larger institutions, but do not have the resources to ex-
ecute these projects on their own. This causes them
to rely on external vendors, which raises integra-
tion issues, especially for customer-facing systems.

A changing business environment and new technolo-
gies require that small banks and credit unions continue
to invest in automation, but to be successful they
will need to ensure that these projects support their
strategy and that the approach is appropriate for this
strategy.
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e-Governmen92. e-Government

Dieter Rombach, Petra Steffens

e-Government in its most generic form refers to the
automation of government processes and services
by using modern information and communication
technologies, usually – but not necessarily – in
combination with web technology. The transition
from paper-based administrative workflows to
electronically supported process chains involving
a multitude of stakeholders (in particular, gov-
ernment agencies, citizens or companies) is a key
driver of today’s e-Government policies. Whereas
in their early manifestations, e-Government ef-
forts were primarily geared towards improving
internal administrative performance, today’s focus
is on increasing the overall quality of government
services. The aim is to improve the living condi-
tions of citizens and to create a favorable climate
for business.

This chapter provides a short introduction to
the basic concepts of e-Government, explains how
e-Government evolved over the last 10 years,
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gives an overview of the dimensions on which
the design and implementation of successful
and sustainable e-Government services has to
proceed, and outlines some future challenges for
e-Government.

92.1 Automating Administrative Processes

The 20th century has been the era of digital revolu-
tion. Information and communication technology (ICT)
has deeply affected business processes, service provi-
sioning, production, as well as the private habits and
activities of the citizens in our modern societies. In fact,
ICT has become an integral part of most of today’s
products and services.

ICT has also had a significant impact on the way
in which government agencies perform their tasks. The
standard inventory of government automation today
comprises email, interactive websites, downloadable
forms, and sometimes information upload. However,
for most governments the level of automation and
integration is lagging behind the computerization of
businesses. This can be observed in all kinds of gov-

ernment activities and services: internal workflows
as well as processes between government and its
external partners (citizens and business). Today’s chal-
lenge for government agencies all over the world is
to reach a seamless integration of their own work
processes with those of their internal and exter-
nal partners. This concerns the following types of
collaboration:

• Government-to-government (G2G): interactions in-
side or between government agencies• Government-to-citizen (G2C): services that govern-
ment delivers to its citizens• Government-to-business (G2B): workflows be-
tween government and business.
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1630 Part I Home, Office, and Enterprise Automation

Many modern governments have understood that
through the use of electronic media they can increase
the efficiency, quality, and transparency of their services
and thus increase the attractiveness of their national
economy in a globalized world. Solutions developed
to this end are summarized under the umbrella of
e-Government.

This chapter describes how e-Government evolved
over the last 10 years, provides an overview of the
dimensions which need to be addressed in the de-
sign and implementation of successful and sustainable
e-Government services, and outlines some current chal-
lenges for e-Government.

92.2 The Evolution of e-Government

The beginnings of e-Government were in the late 1990s
when ICT, especially the use of online media, was rec-
ognized as an important means to improve the efficiency
and quality of government services. The use of ICT
was often inspired by achievements made in e-Business,
which demonstrated that doing business online could
help increase the efficiency of business processes in
a company as well as between companies.

Since 1995, Gartner has used the concept of hype
cycle to describe the relative maturity of technologies,
IT methodologies, and management disciplines. Hype
cycles distinguish five phases [92.2]:

e-Government at its peak

Development of master plans Rankings note that administration
is trailing behind

Budgets get slashed

Disillusionment in the IT industry and in
consulting companies

E-government failures
become known

Benefit- and industry-driven
e-Government

Integration of e-Government
and e-Business

Political disillusionment

Online services offered by administration

Customer-oriented e-Government

Invention of e-Government

End of e-Business hype

Expansion of government data networks

ICT as an element of
modernizing administation

Till 2000 2000 2001/2002 2004 2006 2008 2010

Visibility

Maturity

Integration of
e-Government and

e-Business

Slope of
enlightenment

Trough of
disillusionment

Peak of inflated
expectations

e-GovernmentTechnology
trigger

Fig. 92.1 Evolution of e-Government example. Note: The dotted line shows the development line of e-Business
(after [92.1])

1. Technology trigger: The first phase of a hype cy-
cle, which is provoked, e.g., by a product launch
or other event that generates significant press and
public interest

2. Peak of inflated expectations: The second phase,
which is characterized by overenthusiasm and un-
realistic expectations

3. Trough of disillusionment: Technologies fail to
meet expectations and quickly become unfashion-
able

4. Slope of enlightenment: Despite a decrease in public
and press interest, some businesses keep up their in-
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e-Government 92.2 The Evolution of e-Government 1631

terest and experiment to understand the benefits and
practical application of the technology

5. Plateau of productivity: The technology becomes
increasingly stable; its benefits become widely
demonstrated and accepted.

Adapting Gartner’s hype curve to the evolution of
e-Government in Germany, Büllesbach has drawn an
exemplary development line of e-Government [92.1], as
can be observed in analogous forms in many econom-
ically developed countries (Fig. 92.1). Throughout the
1990s, ICT was mainly regarded as a means of mod-
ernizing administration by facilitating communication
and workflows between state agencies. For Europe, this
is illustrated by the e-Government country fact sheets,
which the European Union publishes yearly for 33 Eu-
ropean countries [92.3]. As a consequence of supporting
internal work processes with ICT, new government data
networks were established and the coverage and capac-
ity of existing ones were increased.

By the beginning of the millennium, the concept of
e-Government made its debut, implying a shift in fo-
cus: Turning away from the primarily internal use of
ICT, governments started to perceive benefits in apply-
ing new technologies to offer electronic services to their
clients (e.g., electronic voting machines (Fig. 92.2)).
Early applications developed at that time mainly fo-
cused on citizens and were usually limited to providing
access to information, allowing simple forms of inter-
action such as exchanging e-Mails or using feedback
forms. e-Government projects at the time were often
conducted separately from each other, leading to iso-
lated and incompatible solutions.

To overcome this situation, governments started to
realize the need for a more systematic approach: e-
Government master plans were thus developed that
put existing and planned projects under the um-
brella of a common strategy. With the development
of master plans that gave rise to high expectations,
e-Government also became more visible on the polit-
ical agenda and reached its hype peak. Expectations
were dampened though, when it became clear that of-
ten e-Government lead times were incompatible with
politicians’ striving for timely success and that under-
estimation of a task’s complexity and of the challenges
posed by its political context (e.g., federal structures
with complex decision processes), not only let projects
overrun time and budget but also failed to evoke
acceptance [92.4]. A prominent case in point is the Ger-
man FISCUS (Föderales Integriertes Standardisiertes
Computer-Unterstütztes Steuersystem – federal inte-

a) b)

Fig. 92.2a,b Examples of electronic voting machines from around
the world: (a) Infinity voting terminal (courtesy of Microvote
General Corporation), (b) MV-464 voting station (courtesy of Mi-
crovote General Corporation)

grated standardized computer-supported tax system)
project, which aimed at developing uniform tax soft-
ware for the fiscal administration in Germany, but was
stopped and entirely reoriented after 13 years without
producing the expected results [92.5]. As a conse-
quence, e-Government budgets were cut and failures of
e-Government projects became public. In addition, it
was recognized that citizens, who had so far been the
primary target of e-Government efforts, did not access
e-Government services at a sufficient rate to realize the
expected return on investment.

This political disillusionment was overcome mainly
by two shifts in focus: first, technology as a major
driving force for developing new solutions was re-
placed by the goal of creating customer benefit; second,
companies, which have more frequent and regular re-
lationships with government agencies than citizens,
moved into the focus of attention and became the
main target for e-Government. In Germany, this shift
in focus has occurred under the heading of benefit-
and industry-driven e-Government [92.6]. During this
phase, the integration of government and industry
processes became the main subject of e-Government ef-
forts, ultimately aiming at the seamless integration of
e-Government and e-Business on the ICT as well as on
the process level.

A common way to describe a project’s or even
a country’s maturity with respect to e-Government is
to position it on a scale comprising four phases, each
indicating the degree to which the potential of ICT is
utilized to deliver public services electronically [92.7]:

• Presence. The emphasis in this phase is to offer on-
line static information about government agencies
and their services. In this phase, e-Government ser-
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Fig. 92.3 Interaction site for accessing land parcel information to be used for agricultural subsidy applications in the
German state of Rhineland-Palatinate (http://www.flo.rlp.de)

vices are often limited to a presence on the web,
providing the public with information similar to that
of a brochure or leaflet. Meanwhile most public web
sites have gone beyond this stage.• Interaction. Solutions in this phase typically in-
clude simple forms of interaction; for example,
citizens can ask questions and receive answers
via e-Mail, download forms or search government
databases. The interaction phase is exemplified
by the web-based system FLOrlp – Land Par-
cel Information Online for the German State of
Rhineland-Palatinate, which supports farmers in ap-
plying for agricultural subsidies by providing them
with precise information on the location and size
of their cultivated areas and by allowing them to
visualize areas by means of maps and aerial pho-
tographs [92.8] (Fig. 92.3).• Transaction. Conducting complete transactions on-
line, such as applying for passports, submitting
tax declarations, paying taxes and fees, or sub-
mitting bids for public tenders, are supported by
systems in the transaction phase. These solutions
are considerably more complex because often they
have to address technically challenging issues, e.g.,
concerning security and privacy. For instance, dig-
ital (electronic) signatures or equivalent methods
of identification are necessary to enable legally

binding administrative acts. Often government even
needs to pass new laws to enable paperless trans-
actions. An example of an e-Government solution
requiring authentication of users through digital sig-
natures is the German federal procurement solution
e-Vergabe [92.9]. Additional examples of trans-
actional sites are shown on the following pages
(Figs. 92.4–92.7).• Transformation. Solutions belonging to the transfor-
mation phase represent the most advanced form of
e-Government. They comprise entire process chains
between government and its clients. The services
in the back office are completely integrated so that
boundaries between different tiers of administration
(e.g., federal versus state), departments or agencies
are removed. The solutions are highly complex and
require the governmental bodies to be reorganized
in a new, process- and service-oriented way. This
stage harnesses the benefits of ICT to their fullest
extent. Currently, solutions in the transformation
phase are still rare. However, within the European
Union, a major boost for e-Government projects tak-
ing them to the transformation phase is expected
through the EU Services Directive. By 2010, this
regulation requires all member countries to offer
points of single contact and handle all processes by
electronic means for service companies which want
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Fig. 92.4 Transaction site for paying taxes in the state of Indiana (USA) (courtesy of Government Indiana,
https://secure.in.gov/apps/dor/ifile/2007/)

to set up businesses [92.10]. Also, many countries
already offer comprehensive portals for business
and citizens to access public services, such as the
UK Directgov portal (Fig. 92.7).

In order to secure the success of e-Government devel-
opments, implementation activities need to proceed on
four dimensions. In the following section, we will look
at each of these dimensions in turn.

92.3 Proceeding from Strategy to Roll-Out: Four Dimensions of Action

Benefit-driven e-Government projects beyond the com-
munication phase are characterized by a high level
of complexity. They usually span multiple and of-
ten autonomous organizations (public agencies and
companies), involve heterogeneous IT infrastructures,
and concern numerous target groups and stakehold-
ers. They have to meet conflicting requirements, face
complex technical dependencies, and have to respect
different legal constraints. Similar challenges also have
to be faced in other IT projects. What makes e-
Government projects special though is that they usually
have to cope with a combination of numerous inhibit-
ing factors and that IT strategies and decisions in the
public sector are closely related to political constel-

lations, which in democratic states may change from
one election to the other. For the successful execu-
tion of e-Government projects, it is therefore essential
to:

• Develop a clear view of strategic objectives• Design projects so that tangible results become vis-
ible at an early stage for all parties• Involve users and stakeholders from the onset• Handle architectural tradeoffs in a transparent way• Ensure sustainability of the solution (in terms of
legal aspects, process and technology used)• Manage and minimize risks for all parties involved• Manage change processes for all parties involved.
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Fig. 92.5 Transaction site for requesting property taxes in the city of Bogota (Colombia) (courtesy of Bogota City Hall,
http://enlinea.catastrobogota.gov.co/)

In order to accommodate these aspects, the design
and implementation of benefit-oriented e-Government
should proceed on four dimensions:

• Strategy• Processes and organization• Technology• Project and change management.

We will now look at each of these dimensions.

92.3.1 Strategy

On the strategic dimension, a master plan has to be
created which addresses the following topics.

Political Objectives Pursued by e-Government
There are different objectives that can be the driv-
ing force behind the implementation of e-Government;
for example, e-Government can be used as a way
to enhance a community’s attractiveness for citizens
and business, as a means to increase the transparency

of democratic processes or to increase the efficiency
of the administration. In addition, the way in which
political and administrative institutions on different lev-
els of government interact needs to be spelled out.
In countries which are organized in a centralized
way, a more-or-less top-down approach is feasible,
whereas in countries based on a federal system there
is an obvious need to establish structures that regu-
late the complicated interplay of different stakeholders
and help to resolve controversial issues in a timely
manner.

Targets Addressed by e-Government
Based on the high-level political objectives, the primary
groups which are to be targeted by e-Government can be
determined and prioritized, i. e., government itself, cit-
izens or companies. In order to arrive at an operational
level, these groups need to be broken down further;
for example, if a government decides to put the focus
on citizens, it may put emphasis on subgroups such
as elderly persons, immigrants or families. Similarly,
when targeting business, a decision can be made on the
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Fig. 92.6 Transaction site for registering cars in the state of California (USA) (courtesy of State of California,
http://www.dmv.ca.gov/online/onlinesvcs.htm)

basis of industry sector (e.g., automotive versus chem-
ical), company size (large corporations versus small and
medium enterprises), or significance for the regional
economy.

Technical Infrastructure
and Technological Requirements

In most cases, the existing heterogeneous technical in-
frastructures provide the framework within which new
developments have to be initiated. Therefore, IT in-
frastructures and technologies relevant to e-Government
have to be surveyed and evaluated, and then political
decisions regarding the further development of tech-
nologies in use have to be made. In particular, this
concerns the decision in favor of commercial or open-
source technologies, the decision between custom-made
solutions versus adapting and reusing solutions origi-
nating from other governments, or the decision between
running your own infrastructure versus outsourcing
ICT. In addition, the standards to be followed have to
be specified. This concerns both technological issues,
e.g., system architecture or usability, as well as the

development process itself. An example of a standard
regarding system architecture is the SAGA (Standards
und Architekturen für e-Government-Anwendungen –
standards and architectures for e-Government applica-
tions) standards framework published by the German
federal government. SAGA pursues the following
aims [92.11]:

• Interoperability – ensuring a media-consistent flow
of information between citizens, business, the fed-
eral government, and its partners• Reusability – establishing process and data models
for similar procedures when providing services and
defining data structures• Openness – integrating open standards into applica-
tions• Reduction of costs and risks – considering invest-
ment-safe developments on the market and in the
field of standardization• Scalability – ensuring the usability of applications
as requirements change in terms of volume and
transaction frequency.
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Fig. 92.7 UK e-Government site for a number of different services in the UK (with permission of Crown,
http://www.direct.gov.uk/en/index.htm)

SAGA is meant as a guideline for the design
of e-Government architectures, addressing decision-
makers in public IT management as well as developers
of e-Government solutions.

An example of a standard focusing on the develop-
ment process itself is the lifecycle model V-Modell XT,
which is the recommended standard for the federal
German administration and for defense projects. V-
Modell XT provides a reference process describing
the activities and results that have to be produced
during software development projects. It aims at im-
proving project transparency, project management, and
the probability of project success [92.12].

Focal Application Areas
Prioritization of application areas is essential for the
success of an e-Government project; for example, if the
political objective is to make government more efficient,
a decision has to be made concerning which govern-
ment processes will benefit most, e.g., procurement,
skill development or management of geographic data.
Depending on the focal application areas, the neces-

sary base technologies can be identified (e.g., workflow
applications, geographic information systems, portal
technology).

Roadmap
Based on the focal application areas, highly visible
key projects are identified which promise immediate
benefits and can therefore help in securing further
political support. For further implementation of the
strategy, key projects and the planned enhancements of
infrastructure and of base technologies are plotted on
a roadmap. A roadmap shows the main steps of how to
set these projects on track by defining a schedule, al-
locating financial resources, assigning responsibilities,
and defining critical success factors [92.13]. Roadmaps
are mid- to long-term compared with the short- to mid-
term electoral cycles of politicians; thus, success will
most probably not be reaped by those who initiated the
developments.

Wherever possible, the decisions to be taken on the
dimension of strategy should be based on empirical ev-
idence. This evidence may, for example, come from
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surveys among stakeholders, such as those conducted
by the Fraunhofer Institute for Experimental Soft-
ware Engineering (IESE) or the Technical University
of Munich amongst industrial companies to iden-
tify G2B processes and determine their e-Government
potential [92.14, 15], return on investment analyses
(ROI) [92.16] or quantitative evaluation of technology
acceptance [92.17].

92.3.2 Processes and Organization

Frequently, IT solutions are used to support existing
workflows and their corresponding organizational struc-
tures. This may lead to some gains in efficiency and
quality, but does not lead to the large-scale benefits that
could be achieved if work processes and complex pro-
cess chains involving different organizational units were
truly optimized and reengineered. Take, for example,
procurement processes in a distributed public admin-
istration. As long as IT is only used to support each
agency in their traditional procurement processes, the
economies of scale to be realized from bundling de-
mands cannot be realized. Bundling of demands across
agencies, on the other hand, requires a new setup of
workflows and responsibilities: new units have to be es-
tablished that are responsible for determining demands,
negotiating contracts, and maintaining catalogues.

The identification of process chains which would
yield high benefits for all stakeholders if transformed
into an e-Government solution is done on the basis of
potential analyses and is part of strategy building. Once
process chains have been identified, ranked, and reengi-
neered, they are scrutinized for common building blocks
which require the same functionality. Lately, method-
ological frameworks for process modeling have been
developed, which offer public-sector-specific process
building blocks [92.18].

The challenge of process reengineering in the public
sector is to overcome the boundaries between differ-
ent organizational and functional units and between
government and its clients. This may imply a shift
of responsibilities, the adoption of common technical
platforms and exchange formats, as well as cultural as-
similation. Facing these challenges requires a high level
of motivation and will only succeed if it finds a promi-
nent place on the political agenda.

92.3.3 Technology

At present, IT systems in the public sector (like years
ago in the business sector) are still characterized by het-

erogeneous IT infrastructures, a multitude of different
applications, incompatible data formats, and human–
computer interfaces which are difficult to use. However,
for the realization of process-oriented e-Government it
is essential that data and information can be exchanged
smoothly and securely among agencies and between
government and citizens as well as between government
and businesses. In addition, for economical reasons,
it has to be ensured that software architecture allows
for reuse of legacy applications and promotes reuse of
newly developed components and data.

It is mainly the disciplines of IT architecture, IT se-
curity, and usability which address these technological
challenges. In the remainder of this section, we will look
at recent developments in each of these fields.

Many of the challenges concerning heterogeneous
IT landscapes and redundant services and data are
addressed by the service-oriented approach to IT ar-
chitectures [92.19, 20]. On the level of technology, this
approach can be seen as a counterpart to the process-
oriented approach described in the previous section.
Service-oriented architectures (SOA) stand for a man-
agement concept as well as a comprehensive design
principle for IT infrastructures. They lead to IT infras-
tructures which are able to adapt themselves easily to
the changing requirements of the application domain.
The salient feature of service-oriented architectures
are software building blocks (services) which can be
recombined relatively easily into new or more compre-
hensive solutions in support of new or more complex
business processes. Services communicate via stan-
dardized exchange formats and interfaces. Conformity
with standards ensures that different business processes
which include identical activities can make use of the
same basic building blocks. Thus, redundant develop-
ment efforts can be avoided and the implementation of
modified processes can be accelerated.

Facing an unprecedented ability of modern ICT
to collect, track, and analyze personal data (e.g.,
telecommunication records, flight records, credit-card
payments, or e-Mail communication), many citizens
and companies hesitate to contribute further to their
data trail and therefore avoid e-Government services.
A means to counteract such fears and build trust is pri-
vacy policies for the protection of personal data and
privacy. Examples are the recommendations of the Or-
ganization for Economic Cooperation and Development
(OECD), which cover a large number of organiza-
tional and technical issues, spanning data transparency
to data parsimony [92.21]. Especially in the context of
e-Government, where trust is of utmost importance, in-
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struments are employed which help to ascertain users’
identity (authentication) and to protect private data.

Common instruments used for authentication are
digital signatures and digital certificates [92.22]. In
some countries, including the USA and countries of
the European Union, these provide a legally binding
authentication method for the seamless electronic ex-
ecution of administrative transactions. Usually, they
require special hardware devices (card readers) as well
as a public-key infrastructure (PKI), which comprises
organizational and technical elements to certify the
owner’s identity [92.22]. Despite their technical ma-
turity, digital signatures still lack wide acceptance,
because users shun the necessary organizational and
technical efforts.

Alternative signature mechanisms have therefore
been proposed that do not require a PKI infrastructure.
An example is Pretty Good Privacy’s (PGP) web-of-
trust approach [92.23], which is based on mutual trust
in a community of peers. However, this approach lacks
central control, which is the main reason why govern-
ments are reluctant to adopt it. To facilitate the use
of digital signatures, the integration of common chip
card applications, such as credit cards and health in-
surance cards, with citizen cards is currently pursued.
A positive example for enhancing commonly used chip
cards into devices for personal authentication is the
Austrian citizen card (Fig. 92.8). However, wide accep-
tance of citizen cards will ultimately depend on striking
a balance between costs, efficiency, dependability, and
convenience.

Adequate usability is a minimal requirement for
achieving convenience. Whereas e-Business solutions
usually target specific user groups, most e-Government
solutions, especially those for citizens, must be usable

Fig. 92.8 Austrian e-Card, usable as health insurance and
citizen card

for everyone. Generally, no specific training can be pro-
vided. In fact, governments are often obliged by law
to provide services without discrimination to the pop-
ulation at large and to counteract the danger of digital
divide [92.24, 25]. In particular, accessibility for users
with special needs has become a major requirement of
many national e-Government projects [92.26].

In formulating e-Government policies, master plans,
and project objectives, IT security and accessibil-
ity issues have moved center-stage over the last few
years. However, it is often overlooked that these re-
quirements represent conflicting goals, which have to
be reconciled on the level of software architecture.
A method especially developed to help in this endeavor
is the architecture tradeoff analysis method developed at
Carnegie Mellon University. It has been designed espe-
cially to identify and mitigate potential risks emerging
from conflicting interests with regard to the characteris-
tics of an IT system [92.27].

92.3.4 Project and Change Management

Several project lifecycle models and project man-
agement methods have been proposed, which have
a special focus on the requirements of public-sector
IT projects [92.12, 28]. It is not our intention to pro-
vide a comprehensive account of project management
or software engineering issues here. However, there
are certain aspects of project management which seem
crucial for the success of e-Government projects, for
example achieving consensus among stakeholders and
delivering measurable results at different milestones of
a project. The following aspects of project management
address these issues.

Project Design
Project design refers to the high-level structuring of
a project into phases, milestones, and additional con-
trol points. Splitting a project into phases, e.g., design,
implementation, and testing, belongs to the standard
tasks of a project manager. What is not state-of-the-
practice yet is to perform measuring activities which
assess critical success factors in these phases. Success
criteria can refer to technical requirements such as sys-
tem performance or interoperability, to usage criteria
such as user acceptance, but also to economical aspects
such as financial savings or shortening of processing
time. Success criteria need to be set up consensually
at the beginning of a project and have to be monitored
throughout system operation. Project design ensures
that these critical factors can be validated early enough
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in the project so that adjustments to software design
can also be made early. Depending on the degree of in-
novation, the degree of precision and concreteness of
project objectives, and the degree of user interaction,
phases should be devoted to proof of concept, prototype
building, different field tests with representative users
and stakeholders, and finally a staged roll-out.

Communication Management
The electronic support of complex administrative pro-
cesses usually involves a large number of stakeholders
and users. Often, these groups have divergent inter-
ests, which can lead to considerable friction and project
delays. Managing communication proactively is of
paramount importance to facilitate consensus build-
ing. It is needed (a) to obtain a transparent picture
of stakeholder interests, (b) to establish clear commu-
nication and decision procedures, and (c) to plan for
appropriate actions. Apart from detecting and resolving
potential conflicts, communication management also
aims at ensuring project support by proactively inform-
ing stakeholders, politicians, and the public on project
status and plans. It thus plays a vital role in the process
of creating technology acceptance.

Change Management
Process orientation, which is at the core of many of
today’s e-Government efforts, is often opposed to the
traditional principle of vertical line organization of ad-
ministration. Only if processes, structures, and attitudes
change can the benefits of automating process chains
materialize. Therefore, project management has to put
special emphasis on preparing the ground for change
and on implementing change in a transparent and co-
operative way. There are two instruments which seem
to be key in change management processes: guiding
coalitions and user participation.

Guiding coalitions are groups which are able to di-
rect a change effort. For public-sector projects, guiding
coalitions should be composed of the following individ-
uals.

Political Sponsors. Securing broad support among po-
litical leaders is crucial to ensure financial continuity for
a program, as transformation processes often span elec-
toral cycles. Political support will also be essential if
legislation or regulatory changes are needed.

Line Managers. Line managers are responsible for cor-
rect execution of administrative processes. They have
the power to define how an administrative procedure is
implemented on the operational level. Often they also
have budget responsibility. Usually, they survive elec-
toral cycles and can thus facilitate continuity.

Employee Champions. Employee champions are usu-
ally senior officials with long-standing expertise, who
lend credibility to the cause. They act as early adopters
and thus help to motivate others and reduce fears and
objections. They are least exposed to the changing
winds of electoral cycles.

Independent Advisors. To support complex decision
processes and conflict resolution, independent advisors,
for example, from national research institutions, are an
indispensable part of the coalition. They bring exper-
tise on the levels of strategy, technology (state-of-the-art
and future), legislation, organizational and process anal-
ysis, and redesign. Moreover, externals are open to
promising options that threaten current structures.

In implementing change, the guiding coalition relies
upon a project team which combines technical, organi-
zational, methodical, and legal expertise.

Besides setting up guiding coalitions, users should
be given the opportunity to take part in the change
process; for example, users can be included in project
teams as on-site customers or can contribute to design-
ing and optimizing a solution by piloting it at different
stages in a project. In general, those who are affected by
the change need to be informed on a regular basis and
should be given a chance to express their opinion and
concerns, for example, in web blogs, at regular informa-
tion events or through one-on-one counseling [92.29].

92.4 Future Challenges in e-Government Automation

In the previous sections, we gave an overview of
the evolution of e-Government and explained the ac-
tions necessary to leap forward from political vision
and strategy to practical solutions. However, despite
many inspiring examples and promising approaches,
e-Government development still lags behind the devel-

opment of ICT in business. This is due to the specific
characteristics of the public sector and partly, but to
a minor extent, to technological issues.

In the following, we will look at some of the
issues, which we consider crucial for the transition
from an insular and function-oriented government with
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a high degree of data and systems redundancy to an
ICT-empowered, process-oriented, and cohesive type
of e-Government. We will distinguish two types of
challenges which e-Government initiatives and the tech-
nology sector have to face: political challenges, which
require action on the level of policy and politics, and
engineering challenges, which require the development
of new methods or the adaptation of known approaches.
In the remainder of this section, we will look at each
of these issues in turn. However, we will not look at the
management challenges of applying and enforcing well-
established software engineering practices (see, e.g., the
e-Government manual of the German Federal Office for
Information Security [92.30]).

92.4.1 Political Challenges

In many countries, the landscape of e-Government
solutions is characterized by heterogeneous and in-
compatible approaches and technical solutions. This is
mostly due to the fact that administrative units often act
independently from each other and pursue their own po-
litical agendas. In order to overcome the situation, it is
necessary both to establish standards of technical inter-
operability and to install e-Government representatives,
e.g., national chief information officers (CIOs), who are
equipped with enough political clout and resources to
make these standards mandatory across departmental
boundaries and across different levels of administration
(e.g., community, state, and federal). A country which
has successfully implemented the concept of a national
CIO in charge of e-Government is Austria, which as
early as 2001 installed a national CIO directly reporting
to the chancellor of the federal republic [92.31].

In many cases, e-Government projects span a large
number of years, which may surpass the time during
which a political party is in power. For the realization
of long-term e-Government programs, changes of the
power structure can have a negative impact on current
developments. To ensure continuity, act independently
of interdepartmental power plays, and voice the need
for legislative action, those representing e-Government
should be independent of political agendas and electoral
cycles.

To support complex decision processes and help re-
solve conflicts, independent advisors belonging to the
research community should become an integral part of
the decision-making process. Their task is primarily to
bring in neutral expertise at the levels of strategy, leg-
islation, technology, and organization. Moreover, they

should develop visions and future scenarios that go be-
yond current structures.

Current e-Government efforts address the typical
middle-class family of the Western hemisphere, which
is well-educated, computer-literate, nonhandicapped,
and equipped with the technical means to take ad-
vantage of electronic governmental services. While
computer ownership is relatively common in the de-
veloped countries of the West and Asia, it is less
widespread in the Middle East, and comparatively rare
throughout much of Latin America and Africa. For ex-
ample, while 82% of the Swedish use computers at
work, home or anywhere else, at least occasionally,
only 9% of the Bangladesh population do so [92.32].
The reasons for this are manifold, including wealth,
infrastructure, education, language, age, cultural back-
ground, and political conditions, to name but a few. The
challenge is to overcome these barriers, which cause
the often quoted digital divide [92.24]. A particularly
promising line of action to overcome the digital divide
is to take advantage of the wide distribution and high us-
ability of mobile communication devices, which allow
persons who are illiterate but numerate to use electronic
government services [92.33]. Other promising initia-
tives are underway in different parts of the world (see,
for example, the case studies provided by the World
Bank [92.34]), often promoted by transnational insti-
tutions such as the United Nations (UN) or the World
Bank. As promising as these examples are, systematic
and comparative analysis of the effects of such pro-
grams and of the transferability of the applied approach
is still needed.

92.4.2 Engineering Challenges

In order to secure continuous support and funding for
complex e-Government projects, it is important to pro-
duce visible results and tangible benefits early on. This
can be achieved by breaking up complex projects into
smaller tasks, focusing on quick wins. The concept of
a quick win refers to a change management strategy
which aims to realize projects that have the potential
to yield improvements within a short time. Quick-win
projects can thus help to build acceptance for further
innovation. The key in this endeavor is the business pro-
cess to be supported by IT. Besides serving as the basis
for deriving functional and nonfunctional requirements
for e-Government solutions, it supplies the framework
for establishing an evolution plan for incremental de-
velopment.
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Gradually increasing the complexity of e-Govern-
ment solutions has several advantages: firstly, imple-
menting G2B processes which span an entire end-to-end
process chain requires substantial financial investment;
secondly, by selecting those process steps for which IT
solutions can be provided that do not make heavy re-
quirements on users’ IT skills nor on their technological
equipment, chances are good that users will accept the
new technology; thirdly, through incremental develop-
ment, lessons learned while deploying new technologies
can be fed back into development and provide beneficial
input to more comprehensive solutions. The challenges
here are to identify the right starting point and plan for
the right increments.

In the SOA world, this issue is also discussed under
the concept of focus holistically, act locally. Accord-
ing to this paradigm, it is essential to identify projects
that are small enough to avoid failure, but significant
enough to attract attention from decision-makers. The
software engineering discipline of requirements engi-
neering with its methods for prioritizing requirements
can provide guidance here [92.35]. However, an open
issue is to (a) establish public-sector-specific prioritiza-
tion criteria, (b) provide a comprehensive framework for
applying them to individual process steps or to a com-
bination of process steps, and (c) provide empirical
validation for the criteria.

Besides the question of how to arrive at a pri-
oritization of process steps and at politically and
technologically valid roadmaps for solution develop-
ment, another engineering challenge is to determine the
level of component granularity, which allows one to
maximize reuse potential. While one of the foremost
concerns of the SOA approach is to maximize reuse of
components, most public-sector experiences have been

in small-scale project contexts; little knowledge exists
concerning SOA design on a large scale, spanning dif-
ferent organizational units. In particular, no empirically
validated findings with regard to the right level of com-
ponent granularity are available for the public sector.
Future research is needed here, looking at a variety of
G2B processes, and analyzing them with regard to the
optimal level of reusability.

The SOA approach depends on technical interoper-
ability on one hand, and on semantic interoperability,
on the other. The latter is key to the reuse of com-
ponents across organizational units: there needs to be
a shared terminology for exchanging information and
a standardized way of interpreting it [92.36]. The chal-
lenge here is to define and agree on data exchange
standards and underlying ontologies that allow for
a uniform interpretation. The federal government of
Germany has responded to this challenge and set up
the so-called XöV initiative (meaning XML for public
administration) responsible for developing extensible
markup language (XML)-based technical standards for
electronic data exchange. The initiative aims at facili-
tating the seamless exchange of data between agencies
on the federal, state, and municipal level as well as be-
tween government agencies and their external clients.
So far, XML-based standards have, for example, been
developed for data exchange between welfare and em-
ployment offices (XSozial), and between registry offices
(XMeld) (for an overview of current XöV projects
see [92.37]).

Despite such promising initiatives, considerable
efforts – both in the research community and on
the political level – are still needed to achieve se-
mantic interoperability on national and international
levels.
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Collaborative93. Collaborative Analytics
for Astrophysics Explorations

Cecilia R. Aragon

Many of today’s important scientific breakthroughs
are made by large, interdisciplinary collabo-
rations of scientists working in geographically
distributed locations, producing and collecting
vast and complex datasets. Experimental as-
trophysics, in particular, has recently become
a data-intensive science after many decades of
relative data poverty. These large-scale science
projects require software tools that support not
only insight into complex data but collabora-
tive science discovery. Such projects do not easily
lend themselves to fully automated solutions, re-
quiring hybrid human–automation systems that
facilitate scientist input at key points throughout
the data analysis and scientific discovery process.
This chapter presents some of the issues to con-
sider when developing such software tools, and
describes Sunfall, a collaborative visual analytics
system developed for the Nearby Supernova Fac-
tory, an international astrophysics experiment and
the largest data volume supernova search currently
in operation. Sunfall utilizes novel interactive vi-
sualization and analysis techniques to facilitate
deeper scientific insight into complex, noisy, high-
dimensional, high-volume, time-critical data. The
system combines novel image-processing algo-
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rithms, statistical analysis, and machine learning
with highly interactive visual interfaces to enable
collaborative, user-driven scientific exploration
of supernova image and spectral data. Sunfall is
currently in operation at the Nearby Supernova
Factory; it is the first visual analytics system in
production use at a major astrophysics project.
The chapter concludes with a set of guidelines
and lessons learned about developing software to
support scientific collaborations.

93.1 Scope

Computational and experimental sciences are producing
and collecting ever-larger and complex datasets, often
in large-scale, multi-institution projects. The inability
to gain insight into complex scientific phenomena using
current software tools is a bottleneck facing virtually
all endeavors of science. As scientific datasets explode
at an exponential rate, present-day systems are strug-
gling to capture, process, store, transfer, and interpret
data many orders of magnitude greater than scientists

have seen before. Computational challenges are aris-
ing in unexpected areas, not just in requirements for
processor speed, but in software development, scalabil-
ity, data transfer, and file management. Additionally, it
is not sufficient merely to solve the automation chal-
lenges; scientific insight and decision-making require
human interaction and smooth collaboration with au-
tomated systems. However, there are few guidelines or
examples to support the interdisciplinary developers of
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collaborative scientific analytics systems, which need
to integrate tools and techniques from a broad array
of computing disciplines with highly sophisticated and
rapidly changing domain-specific scientific algorithms,
as well as incorporate effective human–computer inter-
action design for scientists.

Among all the sciences, experimental astrophysics
is undergoing extraordinarily rapid growth in observa-
tional image data captured, at the precise time that new
and tantalizing questions about the nature of the uni-
verse have arisen, the answers to which will require
study of ever-larger areas of the sky in ever-greater de-
tail. As a result, the nature of astrophysics research itself
is changing, and many of the algorithms developed for
processing astronomical data, although well established
for low-volume data capture, do not scale well to to-
day’s high-volume sky surveys and transient searches.

One of the grand challenges in astrophysics today
is the effort to comprehend the mysterious dark energy,
which accounts for three-quarters of the matter/energy
budget of the universe. The existence of dark energy
may well require the development of new theories of
physics and cosmology. Dark energy acts to accelerate
the expansion of the universe (as opposed to gravity,
which acts to decelerate the expansion). Our current un-
derstanding of dark energy comes primarily from the
study of supernovae (SNe).

The Nearby Supernova Factory (SNfactory) [93.1]
is an international astrophysics experiment designed to
discover and measure type Ia supernovae in greater
number and detail than has ever been done before.
These supernovae are stellar explosions (Fig. 93.1) that
have a consistent maximum brightness, allowing them
to be used as standard candles to measure distances to
other galaxies and to trace the rate of expansion of the
universe and how dark energy affects the structure of
the cosmos.

In order to facilitate the astrophysics search and data
analysis process and enable scientific discovery for ob-
servational astrophysicists, an interdisciplinary group of
computer scientists, software engineers, and astrophysi-
cists developed the Supernova Factory Assembly Line
(Sunfall), a collaborative visual analytics system for the
Nearby Supernova Factory that has been in production
use since 2006 [93.2]. Sunfall incorporates:

Fig. 93.1 Hubble Space Telescope image of supernova
SN1994D in galaxy NGC4526, observed 1994

• Novel astrophysics image-processing algorithms
running in parallel on a 300 node cluster• Machine learning capabilities including boosted de-
cision trees and support vector machines• A specialized data transfer mechanism that not only
manages a large amount of data on a 24/7 basis,
but also robustly handles the error-free transfers of
a large number of small files• Highly interactive visual interfaces to enable collab-
orative, user-driven scientific exploration of super-
nova image and spectral data.

The remainder of this chapter is structured as fol-
lows. Section 93.2 describes the science background for
supernova detection and spectral analysis, including the
SNfactory project data flow. Section 93.3 contains in-
formation on previous work, including systems built for
other supernova experiments and other scientific work-
flow systems. Section 93.4 discusses the Sunfall design
approach, and Sect. 93.5 describes the Sunfall archi-
tecture in detail, including its four major components:
Search, Workflow Status Monitor, Data Forklift, and
Supernova Warehouse. Section 93.6 discusses lessons
learned and presents our conclusions and their poten-
tial impact on the fields of astronomy and cosmology,
as many more such large-scale surveys are planned for
the future as physicists attempt to unravel the mystery
of dark energy.

93.2 Science Background

The discovery of dark energy is primarily due to ob-
servations of type Ia supernovae at high redshift (up

to z = 1, or a lookback time of about 8 billion years)
[93.3, 4]. This supernova cosmology technique hinges
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on the ability to reliably compare luminosities of high-
redshift events to those at low redshift, necessitating
detailed study of low-redshift events. Large-scale digital
sky surveys are now being planned in order to constrain
the properties of dark energy. These studies typically
involve high-volume, time-constrained processing of
wide-field charge-coupled device (CCD) images, in or-
der to detect type Ia SNe and capture detailed images
and spectra on multiple nights over their lifespans.

A stellar explosion resulting in a type Ia SN will oc-
cur on average only once or twice per millennium in
a typical galaxy of 400 billion stars, and then will re-
main visible for only a few weeks to a few months.
Additionally, the maximum scientific benefit is obtained
if the supernova is discovered as early as possible be-
fore it attains peak brightness. To further add to the
challenge, the imaging data from which SNe must be
detected are extremely noisy, corrupted with spurious
objects such as cosmic rays, satellite tracks, asteroids,
and CCD artifacts such as diffraction spikes, saturated
pixels, and ghosts.

The SNfactory was designed to accumulate the
largest homogeneously calibrated spectrophotometric
(containing both images and spectra) dataset ever stud-
ied of type Ia SNe in the nearby redshift range
(0.03 < z < 0.08, or about 0.4–1.1 billion light years
distant) [93.1]. On a typical night, 50–80 GB of
data (approximately 30 000 images containing 600 000
potential supernovae) are received by SNfactory
image-processing software. These data are processed
overnight; the best candidates are selected each morn-
ing by humans for further follow-up measurements.
Likely candidate supernovae are sent to a dedicated
custom-built spectrograph for follow-up imaging and
spectrography. The resulting spectra typically each con-

a) b) c)

Fig. 93.2a–c Example supernova images. (a) Reference image of galaxy, (b) new image of galaxy plus new bright spot,
(c) subtracted image reveals new supernova

tain 2000–3000 data points of flux as a function of
wavelength. The SNfactory database will be released
to astronomers worldwide and become a definitive re-
source for measurements of dark energy. This program
is the largest data volume supernova search currently in
operation.

The SNfactory obtains wide-field imaging data
from the Near-Earth Asteroid Tracking Program
(NEAT) [93.5] using the 112 CCD QUEST II camera
of the Mt. Palomar Oschin 1.2 m telescope [93.6], cov-
ering 8.5 square degrees per exposure. (For comparison,
the full moon covers 0.2 square degrees.)

Images are transferred from Mt. Palomar via the
High-Performance Wireless Research and Education
Network (HPWREN) to the High-Performance Stor-
age System (HPSS) at the National Energy Research
Scientific Computing Center (NERSC) in Oakland,
California. Each morning, SNfactory search software
running on NERSC’s 300 node computing cluster, the
Parallel Distributed Systems Facility (PDSF), matches
images of the same area of the sky, processes them to re-
move noise and CCD artifacts, then performs an image
subtraction from previously observed reference images
on each set of matched images (Fig. 93.2) [93.7–10].

Supernova candidates are identified from among
the over 600 000 objects processed per night by a set
of image features including object shape (roundness
and contour irregularity computed from Fourier contour
descriptors) [93.7, 11], position, distance from nearest
object, and motion. These features are used as input to
machine learning algorithms that select candidates to
be sent to humans for scanning and vetting [93.8, 9].
Promising SN candidates that pass the human scan-
ning and vetting procedure are sent for confirmation and
spectrophotometric follow-up by the Supernova Integral
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Field Spectrograph (SNIFS) [93.12] on the University
of Hawaii 2.2 m telescope on Mauna Kea, Hawaii.

Candidates are imaged through a 15 × 15 microlens
array on SNIFS and the spectral data are saved to
a database in France. The SNIFS observing process
is challenging. The telescope is operated remotely, via
a text-based legacy control system. Astronomers must
be able to analyze and evaluate a large amount of data
and make cognitively demanding calculations under
time pressure (in some cases in as little as 45 s), while
at the same time being fully aware of changing weather
conditions, the approach of daylight, and other safety
issues. They must focus on individually demanding and
precise tasks while maintaining an overall understand-

ing of a large amount of dynamic data affecting the
telescope’s operation and safety.

Understanding type Ia SNe through their spec-
tra is important because it places constraints on their
presupernova evolution and the immediate stellar en-
vironment of the event, and provides clues that can
expose correlations between peak brightness and the
physics of the explosion. With a better understanding
of the physics of type Ia SNe through their spectra,
it is believed that their utility as standardized can-
dles for cosmological distance measurements can be
refined for their use in future precision cosmology
experiments such as the Joint Dark Energy Mission
(JDEM) [93.13].

93.3 Previous Work

We discuss related work in the areas of astronomical
applications, specifically software developed for large-
scale supernova searches, and more generally including
astronomical calculations and visualizations, and visual
analytics systems developed for cognitively loaded or
time-pressured users. We also briefly touch on scien-
tific analytics and situation awareness research, as the
development of situation awareness at the telescope dur-
ing observation is critical for astrophysics experiment
success.

Since the discovery of dark energy via studies of
type Ia supernovae nearly a decade ago [93.3, 4], astro-
physicists have developed several large-scale supernova
searches to collect as much data as possible on these
rare events. These searches typically rely on custom
image subtraction software containing highly complex,
hand-tuned heuristics and cuts to extract supernova
candidates. They are often plagued by large numbers
of false positives, which must then be screened out
by humans in a labor-intensive process. For example,
the 2005 Sloan Digital Sky Survey II (SDSS) super-
nova program generated approximately 4000 objects
per night which needed to be visually checked by hu-
mans for verification [93.14]. The Equation of State:
Supernovae Trace Cosmic Expansion (ESSENCE) and
Supernova Legacy Survey (SNLS) supernova searches
both resulted in 100–200 objects to scan per night
with a significantly smaller input data load than the
SNfactory [93.15]. Techniques used in these surveys
will not scale to future, much larger data sets.

In 2005, the SNfactory pioneered the use of machine
learning algorithms to replace cuts for supernova object

detection [93.9], and since then, such techniques have
been utilized by other supernova searches, including
SDSS and SNLS [93.14, 15]. The SDSS autoscanner
uses a combination of heuristics and a naive Bayes
classifier to filter out non-SN objects, but they do
not provide a comparison of the efficacy of any other
types of machine learning algorithms for supernova
search. SNLS uses multinight data and an artificial neu-
ral net to screen candidates; however, their techniques
are not applicable to large-scale, rapid transient alert
pipelines.

After supernova data have been collected, they are
typically stored in a database accessible via a web-based
interface. These websites display information in tabular
form, listing the supernova coordinates and providing
links to images. They are designed to provide all the
necessary information for astronomers to observe su-
pernovae with their own telescopes. Examples are the
SNLS and SDSS web sites [93.16,17]. In [93.14], Sako
et al. describe the SDSS software tools for supernova
search and follow-up. They include sets of scripts that
perform functions similar to parts of Sunfall, but require
human intervention at numerous stages during the su-
pernova search and follow-up process. None of these
groups has built a complete scientific analytics system
that enables human–automation collaboration and en-
compasses the entire data search, analysis, and scientific
discovery process.

The astronomical calculations in the Sky visual-
ization used in Sunfall Data Taking are derived from
SkyCalc, originally written by Thorstensen [93.18, 19].
Previously, astronomers would run SkyCalc from the

Part
I

9
3
.3



Collaborative Analytics for Astrophysics Explorations 93.4 Sunfall Design Process 1649

command line at the telescope, inputting their observa-
tory parameters, observing date, and target lists. This
would provide times of sun and moon rise/set and
hourly tables of the elevations of each target. The as-
tronomer would then try to collate this information, but
would have to re-input many parameters to examine
a slightly different what–if scenario. Visual wrappers
to SkyCalc have been developed before, including
Thorstensen’s SkyCalc GUI and SkyCalcDisp [93.18,
19]; however, the former is simply a graphical version
of the command-line interface and the latter contains
a three-dimensional projection of object positions that
does not facilitate prediction of target motion. On the
other hand, the Sky visualization in Sunfall Data Tak-
ing was designed specifically to help the astronomer
balance the above-described constraints in a visually in-
tuitive way – often during a nighttime observing session
– at the click of a button.

The Sky differs from other astronomy visualiza-
tion programs in that many of them are after-the-fact
image-processing programs, designed to enhance faint
or low-contrast image data, rather than to provide an
operational simplification to aid in time-constrained
observational decisions [93.20–22]. Astronomers fre-
quently use tools such as SAOImage ds9 (Smithsonian
Astrophysical Observatory Image ds9) [93.23] for de-
tailed viewing of their images, or Image Reduction and

Analysis Facility (IRAF) [93.24] for spectral visual-
ization. However, neither of these is integrated into an
observing package as is Sunfall data taking.

In the field of scientific visualization for astronomy,
software such as Li et al.’s scalable World-In-Miniature
(WIM) [93.25] focuses on the ability to browse
a large-scale three-dimensional model of the universe.
However, this technique is not designed for use under
time pressure.

There has been much recent work in the develop-
ment of systems designed for first responders and other
cognitively loaded users, including several systems to
visualize time-varying data [93.26–29], noting the con-
straints of updating time-critical visual information on
a low-resolution device. Other efforts to develop mobile
systems for emergency response include the Measured
Response Project of the Purdue Synthetic Environment
for Analysis and Simulation [93.30].

Related efforts involve approaches to visualizing
time-varying geographic data, such as [93.31–33], and
Tesone and Goodall have developed a visual analytics
technique, smart aggregation, specifically to aid with
situation awareness [93.34]. There is a large body of
literature on situation awareness in general, and a full
description of such literature is beyond the scope of
this chapter. The book by Endsley and Garland [93.35]
provides an excellent survey of the work in this area.

93.4 Sunfall Design Process

In order to design an effective collaborative visual an-
alytics system for the SNfactory, we first conducted,
in mid-2005, an extensive, 2 month evaluation of the
existing SNfactory procedures and environment. Data
sources used for evaluation included individual inter-
views, observation of team members performing typical
project tasks, review of existing source code, litera-
ture reviews, examination of other supernova search
projects, and consultation with physicists and computer
scientists with relevant experience building similar sci-
entific software systems.

We conducted over 100 h of interviews with
Lawrence Berkeley National Laboratory (LBNL) sci-
entists, postdoctoral researchers, and students, and
SNfactory collaboration members outside LBNL. This
included 19 current and former team and collaboration
members, and 12 scientists with relevant experience
outside the SNfactory collaboration. We also performed
a detailed software review of over 150 000 lines of

SNfactory legacy code in C++, Interactive Data Lan-
guage (IDL), Perl, and shell scripts.

We established the following requirements for the
Sunfall software framework: It must encompass the
entire scientific data capture, processing, storage, and
analysis process, enable collaborative, time-critical sci-
entific discovery, and incorporate SNfactory legacy
code (custom astronomical image-processing algo-
rithms). It must reduce the number of false positives
sent to humans and improve the quality of the subtrac-
tion image processing. It must automate repetitive data
transfers and other manual tasks to leverage domain ex-
perts’ unique processing and image-recognition skills to
the maximum extent.

The Sunfall user interface was designed and im-
plemented using participatory and iterative design
techniques; for example, interactive prototypes were
used to evaluate areas where existing interfaces did
not support scientists’ workflow. Scientists’ feedback
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sometimes led to major redesigns of the interface. The
system was implemented from the beginning with this
possibility in mind, so that changes were easily made

and accepted as an appropriate part of the development
process [93.36]. Sunfall has been in operation at the
SNfactory since 2006.

93.5 Sunfall Architecture and Components

Sunfall consists of four major components: Search,
Workflow Status Monitor, Data Forklift, and Supernova
Warehouse (Fig. 93.3). This section will describe each
component’s structure in detail.

The Search component handles image processing
and subtraction, and includes machine learning algo-
rithms and novel Fourier contour descriptor algorithms
to reduce the number of false-positive SN candidates.
The Workflow Status Monitor is a web-based dash-
board that facilitates collaboration and improves project
scientists’ situational awareness of the data flow by
displaying all relevant (search pipeline) status data on
a single site.

The Data Forklift is a middleware mechanism con-
sisting of a coordinator and a suite of services to
automate astronomical data transfers in a secure, re-
liable, extensible, and fault-tolerant manner. The Data
Forklift also provides the middleware for the other
three components, transferring data between heteroge-
neous systems, databases, and formats securely and
reliably.

Sunfall
Supernova
Warehouse

SNwarehouse
DB

PostgreSQL

= Data Forklift

Vetting,
data taking,

spectral
analysis

Image storage
(tape, disk)

Search

Workflow Status Monitor Warehouse GUI

SNF DB

NEAT
(Near Earth
asteroid tracking
images)

Fig. 93.3 Sunfall architecture diagram depicting the four components (Search, Workflow Status Monitor, Data Forklift,
and Supernova Warehouse) and data flow between the components

The Supernova Warehouse (SNwarehouse) is
a comprehensive supernova data management, work-
flow visualization, and collaborative scientific anal-
ysis tool. The SNwarehouse contains a PostgreSQL
database, Forklift middleware, and a graphical user in-
terface implemented in Java.

93.5.1 Search

The supernova search component of Sunfall is an ex-
ample of analytic discourse, defined by Thomas and
Cook in Illuminating the Path [93.37] as “the inter-
active, computer-mediated process of applying human
judgment to assess an issue”, applied to the realm of
astrophysics. Sunfall search has increased efficiency of
supernova detection and enabled more effective human
intervention by reducing the number of false-positive
candidates by nearly an order of magnitude [93.8, 9]
and, through the use of intelligent interfaces, by in-
creasing human efficiency in evaluating candidates by
a factor of four [93.2, 36].
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The legacy search software computed 19 photomet-
ric and geometric features on each of over 600 000 SN
candidate subimages per night and applied threshold
cuts to each of these features. Subimages that satis-
fied all thresholds (1094 on a typical night in October
2005, before the new software was put into production)
were sent to human scanners who selected potential SN
candidates for follow-up study. The majority of subim-
ages that passed the thresholds were false positives that
humans had to manually reject. These manually tuned
thresholds were brittle and often resulted in both missed
SNe and too many false positives for human scanners to
evaluate daily. The process of scanning on the order of
1000 subimages took 6–8 people several hours per day.

We first developed a set of new features for im-
proved image detection, including the use of a very
efficient (O(k), where k is the pixel diameter of a super-
nova candidate) Fourier contour analysis algorithm for
determining the shape of an object, described in more
detail in the section on fast contour descriptor algorithm
for supernova image classification [93.7].

Machine learning algorithms, including support
vector machines and boosted trees, were evaluated for
incorporation into the search software. By replacing
simple threshold cuts on the image features with clas-
sifiers of the high-dimensional data in the feature space,
we reduced the number of false positives by a factor
of ten while increasing our rate of supernova detection.
We applied several different classification algorithms,

a) b) c) d)

e) f) g) h)

Fig. 93.5a–h Visual scanning interface. Top row: three new images (a–c), (d) reference image. Bottom row: three
subtractions (e–g), (h) negative subtraction

0 0.2

Original threshold cuts
Support vector machine
Random forest
Boosted tree

0.4 0.6 0.8 1

False-positive rate

True-positive rate (signal efficiency)

100

10–1

10–2

10–3

10–4

10–5

Fig. 93.4 Comparison of boosted trees (solid line), ran-
dom forest (dashed line), and support vector machines
(dotted line) for false-positive identification fraction ver-
sus true-positive identification fraction. The square shows
the performance of the original threshold cuts. The lower
right corner of the plot represents ideal performance (af-
ter [93.8])

including boosted trees, random forests, support vector
machines, and combinations of the above. All clas-
sifiers provided significantly better performance over
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the conventional threshold cuts. Boosted trees pro-
duced the best classification performance overall [93.8]
(Fig. 93.4) and significantly decreased scientists’ work-
load by reducing the number of false positives by an or-
der of magnitude (from 1094 to 113 on typical nights in
2005 and 2006). This resulted in labor savings of nearly
90%, where the process of scanning now takes one per-
son a couple of hours each day [93.2, 9]. Additionally,
system tests determined that the new algorithms had
a true-positive ratio equal to or better than the original
algorithm (in other words, they did not miss any more
actual supernovae). The data are depicted in Fig. 93.4.

Currently, of the approximately 100 visually
scanned subimages per night, about 10–30 are flagged
as containing potential supernova candidates. These
candidates (about 0.001–0.01% of the objects originally
imaged) are sent to the SNIFS spectrograph for spec-
trophotometric screening and follow-up. Typically two
to five of the objects examined by SNIFS will finally
be determined to be supernovae, of which (on average)
about one per night is the sought-after type Ia super-
nova. Thus, of the objects originally imaged, some-
where near 0.0002% prove to be type Ia supernovae.

For confirmation and selection of promising super-
nova candidates, the scanners use a visual interface
to view and analyze the candidates (Figs. 93.5 and
93.6). This visual scanning interface was redesigned to
increase interactivity and allow humans to focus exclu-

Fig. 93.6 Visual interface for managing image subtraction workflow

sively on the imagery itself. Previously, scientists spent
much of their time cutting and pasting long filenames,
pausing the scanning process to look up data on sev-
eral different external web sites, and waiting for image
data to be retrieved from tape storage. Formerly, this
process took 2 min per candidate on average; with this
interface and other Sunfall tools, a decision could be
made within 30 s.

By applying intelligent algorithms to the search
data, and by developing intelligent visual interfaces to
view the data, we were able to leverage the unique
human abilities that enable the final detection of true su-
pernova candidates, and not only minimize the number
of false positives, but also increase the efficiency of the
spectroscopic follow-up. Techniques such as these are
critical for successful human–automation collaboration
in scientific experiments. As an example of an algorithm
we developed to maximize the effectiveness of human
visual pattern-recognition ability by screening out bad
supernova candidates before they are presented to users,
we now describe our fast contour descriptor algorithm
in more detail.

A Fast Contour Descriptor Algorithm
for Supernova Image Classification

Fourier descriptors are an established method for
parameterizing the outer contour of an object by
decomposing it in terms of complex exponential func-
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tions [93.11]. However, Fourier-transform-based meth-
ods were initially considered infeasible, due to their
computational complexity, for the high-throughput re-
quirements of the Supernova Factory. We devised an
extremely fast contour descriptor implementation that
meets the processing budget of the application. Noting
that the lowest-order descriptors (F1 and F−1) convey
the circular or elliptical aspect of the contour, our fea-
tures are based on those two terms and the total variance
or power in the contour. The features are thus equipped
to detect eccentric or irregular objects, classes to which
the poor candidates generally belong.

Our fast contour descriptor algorithm was applied
to 600 000 candidate objects in 50–80 GB of supernova
image data per night. Our shape-detection algorithm
reduced the number of false positives generated by
the supernova search pipeline by 41% while produc-
ing no measurable impact on running time. Because the
number of Fourier terms to be calculated is fixed and
small, the algorithm runs in linear time, rather than the
O(n log n) time of a fast Fourier transform (FFT). Con-
straints on object size allow further optimizations so that
the total cost of producing the required contour descrip-
tors is about 4n addition/subtraction operations, where
n is the length of the contour.

Because transform-based image analysis methods
are often avoided in high-throughput applications due
to their computational cost, it is important to distinguish
the contour Fourier descriptor from other Fourier-based
methods. For a two-dimensional image of diameter D
pixels, the processing time for a Fourier transform of
the image can scale as severely as D4. In fortunate
cases where the Cooley–Tukey FFT [93.11, 38, 39] can
be used, the processing still scales as D2 log(D2). The
contour Fourier descriptor operates not on the object
image but on its outer contour, which is essentially
a one-dimensional (albeit complex-valued) sequence, of
length proportional to object diameter D. Since we cal-
culate a fixed number of terms rather than requiring
a full discrete Fourier transform (DFT), the calculation
time is actually proportional to D.

Algorithm Overview. We compute two new features (or
scores) on each subimage containing an object, and add
them to the set of features already calculated in the su-
pernova search pipeline. These two features are: R1,
which measures the roundness or eccentricity of the
candidate object, and R2, which measures the amount
of irregularity in the object contour.

Our approach inserts the following steps into the
processing pipeline for candidate supernova objects:

1. Find the outer contour of the object and store it as
a sequence of (x, y) points.

2. Calculate the lowest Fourier descriptor terms F1 and
F−1 on the contour point sequence.

3. Form two roundness-related features: R1 measures
the eccentricity of the object (0 is a circle, 1.0 is
a line, and intermediate values are ellipses); R2
measures the amount of irregularity in the object
contour

R1 = ‖F1‖2

‖F−1‖2
,

R2 =

∑
|k|>1

‖Fk‖2

∑
k 
=0

‖Fk‖2
.

The features R1 and R2 are added to the list of thresh-
olds or cuts applied to image objects, so that objects
with too high R1 or too high R2 are rejected as super-
nova candidates, and are not sent for human scanning.

Algorithm Results. For testing, the fast contour de-
scriptor algorithm was implemented and incorporated
into the existing supernova search pipeline software.
The new scores R1 and R2 were added to the exist-
ing image feature set, without yet setting thresholds, but
with diagnostic output to permit analysis of the distri-
bution of scores. First, we examined the scores within
the class of good candidates, using a validation set of
90 supernovae. For the first roundness feature, all of the
supernovae in the validation set yielded R1 ≤ 0.08 (and
frequently much closer to zero). For the second feature,
nearly all (89 of 90) gave R2 < 0.1.

A second evaluation was performed on a much
larger data set representing both classes (good and bad

Table 93.1 Graph and table of image rejection rate versus R1
threshold

0.6 0.70 0.1 0.2 0.3 0.4

Fraction of images
rejected (%)R1

< 0.1
< 0.15
< 0.2
< 0.25
< 0.3
< 0.5

37
27
20
15
12
6

0.5

Fraction of scanning eliminated

R1 threshold

0.4

0.3

0.2

0.1

0
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candidates), to determine appropriate threshold values
for R1 and R2. The goal was to reduce the scanning load
(remove the bad candidates) as far as possible without

a) b) c)

Fig. 93.7a–c Supernova found in November 2006 by the Nearby Supernova Factory: SNF20061117-000. (a) Reference
image of galaxy, (b) new image of galaxy plus bright spot, (c) subtraction revealing new supernova

a) b) c)

Fig. 93.8a–c Example of a bad subtraction. (a) Reference image, (b) new image, (c) subtraction (the images were
misaligned, leaving the subtraction with a meniscus-shaped object). This object is screened out by R1

a) b) c)

Fig. 93.9a–c Example of a bad subtraction. (a) Reference image of empty space, (b) new image with edge of bright
object present, (c) subtraction with an object that is not round and has an irregular contour. This object is screened out by
R2

sacrificing any good candidates (possible supernovae)
at all. The algorithm was run on a test set of approxi-
mately 35 000 subtracted images, of which 1094 would
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have been sent to a human for evaluation under the old
parameters. The fraction of those 1094 which would be
rejected (i. e., not sent for human scanning) under vari-
ous settings of R1 was calculated; the results are shown
in Table 93.1.

A similar test was then performed for R2. On the
basis of the combined results, thresholds for R1 and R2
were chosen at 0.1 and 0.15, respectively. At those set-
tings, the number of images passing the thresholds and
sent to human scanners decreased to 647 (versus 1094
under the old criteria). This is a scanning load reduc-
tion of 41%, representing a saving of ≈ 6 h of manual
scanning labor each day.

Figures 93.7–93.9 show examples of subimages
viewed during this process. Each figure depicts a triplet
of reference/new/subtraction images (the reference im-
age is from before the supernova explosion, the new
image is the current one including the supernova, and
the subtraction depicts the new bright spot alone). All
of these subimages were passed by the search software
before our new roundness features were added. The
first figure (Fig. 93.7) depicts a good candidate (note
the compact circular form), but the next two figures
(Figs 93.8 and 93.9) display bad subtractions which
should have been culled out. After our algorithm had
been implemented (features R1 and R2 added to the
threshold criteria), Fig. 93.8 failed the R1 cut and would
not have been passed for human scanning. Figure 93.9
failed the R2 cut and likewise would not have been
passed.

93.5.2 Workflow Status Monitor

The Workflow Status Monitor is a web-based dashboard
application, designed to improve project scientists’ sit-
uational awareness of the data flow by synthesizing
diverse information flows from various systems and dis-
playing critical workflow status data on a single site
(Fig. 93.10).

The supernova search software is highly paral-
lelized as 30 000 images are queued for processing in
a multistage pipeline that runs on NERSC’s 300 node
computing cluster, the Parallel Distributed Systems
Facility (PDSF). Nodes frequently go down or jobs
fail, and failures must be detected promptly and jobs
resubmitted quickly due to the time-critical nature
of the search. Detection of such failures was chal-
lenging and time-consuming before the deployment
of the Workflow Status Monitor. The monitor dis-
plays graphs and visual displays of job completion
times on PDSF, job queues, PDSF node uptimes,

and disk vault loads. The interface was prototyped,
evaluated for efficacy by project scientists, and imple-
mented via Hypertext Preprocessor (PHP) on a web-
site hosted on an SNfactory server running SuSE
Linux.

The dashboard also displays date and time infor-
mation at project locations, in several formats relevant
to astronomers. Computer scientists developing a sta-
tus monitor for the Mars exploration rovers [93.40]
demonstrated that apparently minor features, such as
a clock that displayed the time on Mars and at var-
ious project locations on Earth, yielded tremendous
improvements in scientists’ situational awareness and
may very well have prevented critical errors. Additional
information displayed includes telescope scheduling,
supernova candidates found, and current operational
status of telescopes, spectrographs, and cameras used
in processing SNfactory data.

93.5.3 Data Forklift

Each night, over 50 GB of heterogeneous, distributed
supernova data arrive at the SNfactory and need to be
processed, managed, analyzed, queried, and displayed
– all within a time period of 24 h or less (ideally 12 h).
The data are distributed over wide geographic distances;
some of it is hosted on systems outside the SNfactory’s
control, and some on unreliable systems with frequent
downtime.

To solve these data management problems, we
designed and implemented the Sunfall Data Forklift,
a suite of services for automated data retrieval, storage,
movement, querying, and staging for display. The Data
Forklift consists of a coordinator and a set of individ-
ual services, each customized for its particular task, but
having key attributes in common.

The Data Forklift supports different place, asyn-
chronous collaborative scientific work by facilitating
data and information transfer amongst a geographically
separated team. Due to the time-critical nature of the
data collection (telescopes must be operated at night
and are located in different time zones), tasks must take
place at distinct, specified times.

All Data Forklift services share the following prop-
erties:

• The mechanism resides at a central location (an
SNfactory server), but processes data remotely from
widely separate geographic locations, including
making connections to external machines not under
the SNfactory’s control.
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Fig. 93.10 Sunfall Workflow Status Monitor. This web-based dashboard presents a single-page overview of many
relevant information flows from multiple systems and, according to project scientists, increases operator efficiency
significantly

• All data transfers are secure, utilizing encrypted
channels and authentication.• The Forklift services and coordinator are reliable
and self-restarting. The Forklift coordinator restarts
itself if its process dies or if the server is rebooted.• The mechanism is fault tolerant; services detect un-
reliable connections and recover from errors in data
transfer. Partially transferred files are detected and
retransferred, and the process restarts the transfer at
the point of failure.• The mechanism is extensible (new tasks can easily
be added). The Forklift coordinator was designed so

that new services can easily be added to a central
table.• The Data Forklift enables data retrieval from ex-
ternal sources. Many astronomical databases are
web-based, and designed for interactive rather than
automated retrieval. Forklift services handle such
interactions in a fault-tolerant manner. SNfactory
spectral data are stored at a central processing
database in France, and must be retrieved according
to external requirements.• User actions can trigger Data Forklift requests.
For example, whenever a supernova candidate is
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saved to the Supernova Warehouse (SNwarehouse)
database, several Forklift services are automatically
started, retrieving related image data from tape stor-
age, accessing external web-based asteroid, galaxy,
and other astronomical databases, converting im-
age files into display format, and staging data for
display.• Forklift services act as middleware for the SNware-
house, retrieving data from internal and external
databases, performing program logic, and staging
data for display by the SNwarehouse GUI.

Fig. 93.11 SNwarehouse overview table. The sky visualization at the top plots declination versus hour angle (astronom-
ical sky coordinates) in a view preferred by domain experts. The green lines represent air mass (the thickness of the
atmosphere) at particular coordinates at the specified time

• The Data Forklift is written in Perl, and runs under
SuSE Linux 9.3 on an SNfactory server.

93.5.4 Supernova Warehouse

The SNwarehouse is a comprehensive supernova data
management, workflow visualization, and collaborative
scientific analysis application. It consists of a Postgre-
SQL database hosted on a dedicated SNfactory database
server running SuSE Linux 9.3, Data Forklift services as
middleware, and a graphical user interface (GUI) writ-
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ten in Java. SNwarehouse supports collaborative remote
asynchronous work in several different ways.

Collaboration members can access the GUI from
any networked computer worldwide via a Forklift re-
mote deployment mechanism. Security is provided via
password authentication and encrypted communica-
tion channels. SNwarehouse furnishes project scientists
with a shared workspace that enables easy distribution,
analysis, and access of data. Collaboration members
can view, modify, and annotate supernova data, add
comments, change a candidate’s state, and schedule
follow-up observations from work, home, while observ-
ing at the telescope, or when attending conferences.
This access is critical due to the 24/7 nature of
SNfactory operations. All transactions are recorded in
the SNwarehouse database, and the change history and
provenance of the data are permanently stored (records
cannot be deleted in order to maintain the change his-
tory) and continuously visible to all authenticated users.

SNwarehouse centralizes data from multiple sources
and supports task-oriented workflow. Project members
perform well-defined tasks, such as vetting, scheduling,
and analyzing targets, which collectively accomplish
the goal of finding and following type Ia supernovae.
Typically, an individual or small group performs a given
task, and the results of the task provide inputs for the
next task in the workflow, often performed by another
set of group members. Thus, the inputs and outputs of
any task must be well defined and easily recognizable.

SNwarehouse Overview
SNwarehouse facilitates five major tasks: overview,
supernova candidate vetting, observation scheduling
(determining the order of observation of targets for
a single night), data taking (capturing spectral data at
the telescope with SNIFS), and post mortem (spectral
data analysis and classification). These are each de-
scribed in more detail in the sections ahead.

SNwarehouse’s interaction design takes the ap-
proach of overview, filter, and drill down to details. The
main overview page (Fig. 93.11) displays two tightly
coupled representations of the list of targets registered
in the database. The top visualization plots the targets
in the sky; below is a sortable, tabular representation of
the same data. From here one can drill down as needed
based on the desired task.

Supernova Candidate Vetting
Vetting involves a process of scientific analytic dis-
course where the scientist must quickly decide, based
on limited data, how to allocate scarce and expensive

telescope time to the night’s supernova candidates. At
this point, before spectra are taken, it is often unknown
whether a target candidate is a supernova, so the sci-
entist must gather as much relevant data as rapidly as
possible to make an informed prediction. This task in-
volves retrieving any available images of the target’s
location in the sky prior to discovery and querying sev-
eral external astronomical databases.

Once a target is saved as a candidate supernova, the
target name will appear in the SNwarehouse overview
table, color-coded in red, indicating that the target is
newly discovered. On a rolling basis, a background pro-
cess checks if previous data products exist on disk.
If found, these data products are registered with the
database, and an exclamation mark appears next to the
target name, a flag signaling newly found images. The
combination of these two visual clues allows the scien-
tist to quickly see which targets need evaluation. Once
this determination is made, the vetter will then open the
details view for the target (Fig. 93.12).

At this stage, the vetter is trying to determine
whether this target is potentially a type Ia supernova,
based on how consistently the magnitude is rising in
comparison with standard type Ia supernovae. The de-
tails view helps the vetter make this determination in
two ways. First, a visualization of the magnitudes of
all target observations against a standard type Ia light
curve (Fig. 93.13) allows the vetter to determine quickly
if the magnitudes are rising like those of a typical type Ia
supernova. In addition, the vetter can compare the dis-
covery image with prior images taken at this particular
set of coordinates in the sky (Fig. 93.14).

Observation Scheduling
Prior to follow-up observation at the telescope, a sched-
ule is made based on the vetter’s assessments to order
and allocate telescope time. In SNwarehouse, the sched-
uler starts by filtering for only those targets with
observation requests. With this list, the scheduler must
order and assign exposure times for each target using
a variety of techniques. Exposure times are automat-
ically determined using a lookup table based on the
phase and redshift of the target. Considering these expo-
sure times, the scheduler must also order the target list
according to when the target will be visible in the sky
by the telescope. A custom visualization offers insight
for this task.

The Sky visualization (Fig. 93.15) depicts the posi-
tions of targets in the sky at a given time and ground
location. The green lines represent air mass (atmosphere
thickness) for target coordinates at the specified time.
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Fig. 93.12 SNwarehouse details view. Comparison with standard light curve is in upper right-hand corner. The five rows
at the bottom were imaged on different dates; note that the target supernova is visible at the time of discovery but not on
prior dates

Fig. 93.13 Supernova light curve. Here, we see how the
rise in magnitude of this target (squares) compares with
the light curve of a standard type Ia SN (curve) �

The blue line is the horizon, and the red halo around the
moon is the lunar exclusion zone, where light cast by the
moon makes it difficult to view faint targets. The yel-
low circle depicts the sun. Major telescope names and
corresponding latitudes and longitudes are displayed on
a drop-down menu so the visualization can be used
worldwide. The time can be changed so the viewer can
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Fig. 93.14 The target is visible at the time of discovery but not visible on a prior date

Fig. 93.15 The Sky visualization shows the target’s position in the sky, the air mass (thickness of the atmosphere) at the
location, and the positions of the sun and moon. The visualization plots declination versus hour angle (astronomical sky
coordinates) in a view preferred by domain experts. The green lines represent air mass at particular coordinates at the
specified time, the yellow circle is the sun, and the red circle is the lunar exclusion zone

plan observations for the remainder of the night. If the
target appears within the blue horizon lines, it is visible
to the telescope, assuming good weather. The scheduler
must note the rise and set times of each target when
creating the schedule for the night.

It can be challenging for humans to imagine and
visualize the path of astronomical objects over time,
as they appear to move along the inside of the hemi-
sphere of the night sky. Further, even an astronomer
skilled in the art of visualizing celestial coordinates can
have difficulty predicting the paths of several objects in
the night sky, accurately estimating which of them will
avoid clouds, and calculating when they will reach the
optimal position for observing.

The key idea in the Sky visualization is the mapping
of the spherical night sky to a two-dimensional rectilin-
ear projection, where astronomical objects’ paths over
time move linearly from left to right. Although there
is some spatial distortion (similar to that of a Mercator

projection of the Earth [93.41]), it is much easier for ob-
servers to predict the future position of objects moving
along a linear path in a plane.

The Sky visualization is used throughout SNware-
house, and is especially helpful for the spectral data
collecting component of SNwarehouse, Data Taking.

Data Taking
During each night of spectral observations with SNIFS
at the University of Hawaii 2.2 m telescope, an observer
needs to point the telescope at each scheduled target
in order. In the event of weather or mechanical prob-
lems, a rescheduling decision must be made quickly
and efficiently. The Sunfall data-taking interface facil-
itates this process. Much of the observation procedure
is automated, allowing the observer to concentrate
on troubleshooting, rescheduling, and determining the
success of each target observation (Fig. 93.16). Nev-
ertheless, human input is crucial during the telescope
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Fig. 93.16 SNwarehouse data-taking window. The observer can follow the targets on the Sky visualization, take notes on
the success or failure of each observation, telescope status and weather conditions, and reschedule targets if necessary

observing process, as the scientists must evaluate large
amounts of dynamic data and make time-critical deci-
sions that cannot be automated, often in as little as 45 s.
Participatory design was a natural choice for Sunfall
Data Taking, especially given that expert domain
knowledge was needed to define the use cases. Scien-
tists were involved in the design process from the start,
helping to define the problem space and outlining the
necessary functions. The design of the data-taking GUI
went through several prototypes prior to release, in-
cluding low-fidelity paper prototypes and high-fidelity
semifunctional prototypes. Each prototype was evalu-
ated by the scientists, who provided feedback on areas
where the interface was confusing or too tedious to use
(i. e., too many steps to perform a particular task).

Since telescope observation procedures are one of
the key elements of SNfactory science, and thus Data

Taking is an important component of SNwarehouse, we
will discuss this component’s design, implementation,
and use in the system in greater detail in the next few
Subsections.

Telescope Observing Procedures
Each night of spectral observations with SNIFS at the
University of Hawaii 2.2 m telescope requires a com-
plex set of procedures involving collaboration among
a geographically distributed team, and the operation of
legacy software telescope controllers driving one-of-a-
kind hardware.

The scientist performing the night’s observations
is known as the shifter. The shifter may be located
anywhere in the world, although SNfactory collabora-
tion members attempt to distribute the operational tasks
among time zones so as to minimize nighttime work.
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Additional members of the team include a telescope
operator physically located in the Hilo, Hawaii, oper-
ations room, and senior scientist experts who may be
physically located on the other side of the Earth from
the current shifter. At the end of the shift, another sci-
entist evaluates each night’s set of observations using
a slightly different view of the same data.

Legacy Software Interface
The telescope interface is complex, involving a number
of shell scripts which must be run from the command
line at various times. Functions of the interface include
data monitoring as well as telescope control. The scripts
interface directly with the telescope and spectrograph
device drivers. There are several systems that directly
control the telescope.

The telescope control system (TCS) user interface
was written using curses, a Unix terminal control li-
brary originally developed in 1977 [93.42]. When TCS
was originally written, space was at such a premium on
the screen that the developers were forced to use every

Fig. 93.17 VNC telescope control window with chat client

possible shortcut; for example, the Scottish word hie is
used to describe the state of one of the mirrors when it
is moving between two positions.

There are also two directors, which monitor a large
amount of information from three CCD cameras, the
SNIFS instrument itself, as well as the TCS. These five
information streams are piped into two windows, result-
ing in an extremely rapid flow of information past the
eye. The display is filled with blinking and scrolling
text, as numeric values are dynamically updated and
various internal program status messages rapidly scroll
across several text windows (Fig. 93.17). High-priority
error messages are printed in red to distinguish them
from lower-priority status messages; however, all the
flickering and movement on the screen can be dis-
tracting, especially since relatively unimportant status
messages are continuously scrolling past the window.

To start the night’s observing, the shifter must first
establish an secure shell (SSH) tunnel to the Mauna Kea
summit computer (a Dell Dimension PC running Red
Hat Linux), then connect to a virtual network comput-
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ing (VNC) server on the summit machine, opening two
local windows to establish the interface. Two other ma-
chines at the summit are custom-built, possessing Tyan
motherboards that each enable operation of two cam-
era Peripheral Component Interconnect (PCI) interfaces
simultaneously. The shifter must also connect to a pre-
arranged chat room where all scientists involved in the
observation participate, ask questions, provide advice,
and use an informal protocol to transfer positive control
of telescope operation.

To a novice user, the telescope interface is daunt-
ingly complex. The learning curve is extremely steep
at the beginning of training. The scientists concluded
that it was critical to reduce the shifter’s decision-
making load. They initially decided that the best method
of doing this was to create an autopilot, an auto-
mated instrument control program that would run the
entire observing process without human intervention.
However, unexpected hardware interactions as well as
operational changes ensured that the automated in-
strument control program could not run autonomously
throughout the night. Additionally, it proved impossibly
complex to modify the program to reliably compensate
for the plethora of unexpected events that could oc-
cur during a night’s observing; human intervention was
consistently required.

Based on this initial experience, it was determined
that the shifters needed a decision support system to
supplement the automation. Although some level of au-

Fig. 93.18 The Visible Time display depicts object visibility and exposure times

tomation was necessary to reduce drudgery and lighten
the shifter’s workload, it became clear that a system was
needed that combined automation with a visual inter-
face that facilitated human intervention. The scientists
instituted various protocol changes, and the data-taking
system was designed and implemented by an interdisci-
plinary team of computer scientists and astrophysicists,
alleviating many sources of shifter error. Tasks that the
shifters performed with data taking included viewing
spectral images, exploring data, keeping a standard-
ized notebook on sky and instrument conditions, and
decision-making. The intent was to have the shifters al-
locate their attention to higher-level tasks, in particular:
evaluating their rate of performance on the schedule, de-
termining whether or not conditions sufficed to perform
lower-priority observations, and assessing data quality.

Data-Taking Components
The data-taking GUI is depicted in Fig. 93.16. This
interface runs as a separate window on the summit com-
puter and is intended to augment rather than supplement
the existing telescope control interface. Operational
constraints during software development precluded
a complete redesign of the entire telescope control inter-
face, although incremental improvements were made.

The automated instrument control program was left
in place; if nothing goes wrong during the night, it
will automatically slew the telescope to each target in
turn, start an exposure of the correct length, record the
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data, and move on to the next target. However, in the
event of weather or mechanical problems, quick and ac-
curate decision-making is required. Data Taking was
designed to support such decisions, with the express
goal of improving the shifter’s situational awareness. To
this end, a number of components were designed to pro-
vide supplemental information about critical observing
conditions, as well as provide predictive tools to en-
able the shifter to make scheduling decisions easily and
correctly.

Since the shifter is operating the telescope remotely,
they may be unaware of deteriorating weather con-

Fig. 93.19 SNwarehouse details view depicting spectral data observations. The small postage stamp images on the left-
hand side of each observation subwindow indicate the accuracy and signal strength of the received data

ditions or the approach of sunrise. A software agent
running in the chat room broadcasts key astronomical
events such as sunrise, and provides information on cur-
rent telescope operation, including the current exposure
or the process of slewing to new coordinates [93.43].

Prior to each night’s observation at the telescope,
a schedule is made in order to allocate telescope time
to each target. In SNwarehouse, the scheduler starts
by filtering for only those targets with observation re-
quests. With this list, the scheduler must order and
assign exposure times for each target using a variety
of techniques. Exposure times are automatically deter-
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mined using a lookup table based on the phase and
redshift of the target. To assist the scheduler in plan-
ning the night’s observations, the Visible Time tool was
implemented (Fig. 93.18).

Visible Time Display
The Visible Time plot visually depicts the night’s sched-
ule by displaying at a given hour what targets are visible
in the sky. In addition, the plot shows the start times
and the length of the exposure scheduled for each tar-
get. The exposure is color-coded according to the type
of observation, a spectrum, a photometric screen, or a fi-
nal reference. Green bars indicate supernovae that the
project is following, i. e., an interesting object where
a series of spectra have been obtained over time, and
more are desired. Blue indicates a spectroscopic screen-
ing is desired, because the type of the object has not
yet been discovered. A marker on the plot (the zero line
above) indicates the current time, which along with the
visual representation of the schedule, helps the shifter
keep track of events. Feedback from scientists showed
that the visibility chart aided in decision-making, eas-
ing decisions to cancel an exposure or to insert an extra
observation in the schedule.

Post Mortem
Once observation at the telescope is complete, the data
products (images and spectra) from the telescope are
registered with the database and marked with an excla-
mation mark in the SNwarehouse overview page. The
next task is spectral processing and analysis, known as
the post mortem process. The scientist performing post
mortem filters for targets with new data products that are
being followed (highlighted in green and blue, depend-
ing on the type of follow-up) and opens up the details
view to evaluate the telescope results (Fig. 93.19).

The raw data from the SNIFS spectrograph is com-
plex and requires a significant amount of processing to
yield meaning to the scientist. A visual depiction of
the accuracy of the telescope aim and signal strength
provides more information more quickly than tables of
numeric data. The two small images (postage stamps)
on the left-hand side of each observation subwindow
(Fig. 93.16) are a custom visualization designed by sci-
entists to indicate whether the telescope is accurately
pointed at the target and whether a good signal was
received by the spectrograph.

The data taken by SNIFS consists of two channels,
blue and red. A channel produces a spectral decomposi-
tion of each sample of a 15 × 15 pixel image of a 6′′ × 6′′
square of the sky. Thus, each channel produces an x by

y (position) by λ (wavelength) datacube. To make the
SNwarehouse postage stamps, the datacube is collapsed
(averaged) along the λ-axis, leaving an x by y image.
Since this image averages over many wavelengths, it is
more accurate than a single wavelength slice, roughly
as (Nslices)1/2, where Nslices is the datacube dimension
in the wavelength direction. The program that performs

Fig. 93.20 A successful spectral observation. The bright
spot in the center represents the supernova, and indicates
that the target was centered by the spectrograph and the
signal was good

Fig. 93.21 A failed observation. No obvious target appears
visible, so no useful spectral data was captured. This could
happen due to a telescope pointing mishap, say the dome
closed due to a humidity spike

a) b)

Fig. 93.22a,b A marginal observation. In (b) a blue halo
surrounds the bright dot in the center, indicating that too
much noise from the supernova’s host galaxy has been
picked up, skewing the spectral results
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Fig. 93.24 Spectrum of the same type Ia supernova at 10 days af-
ter peak brightness. Note the different profile of the spectrum. To
a domain expert, each of the peaks and troughs has meaning

Fig. 93.23 A spectrum from a very early type Ia super-
nova, 15 days before peak brightness. The green and blue
plots indicate the spectral data. The spiky grey lines in the
background depict the background sky spectrum. This su-
pernova is just starting to show the features that define it as
type Ia �

this operation is run as part of the real-time SNIFS
pipeline that is run after each spectrum is read out.

Color-coding and position indicate the accuracy and
signal strength of the received data. If there is a bright
dot in the center of both squares, that is a clear indicator
of a good pointing (Fig. 93.20).

A failed observation contains no clear bright cir-
cle in the center of the image Fig. 93.21. A marginal
observation may contain a blue halo, indicating that
too much background noise from the supernova’s host
galaxy is present, and that the spectral data may be
skewed (Fig. 93.22).

Supernova scientists, like many domain experts,
demonstrate strong visual pattern-recognition ability
in their field of expertise. They can take a single
glance at a picture of a complex spectrum, and in-
stantly determine its type, age in days before or
after peak brightness, and whether it exhibits any un-
usual properties. An early type Ia supernova (captured
well before peak brightness) will display a certain
pattern in its spectral plot (Fig. 93.23). A later super-
nova (imaged a few days past peak brightness) will
show other characteristic spectral lines and features
(Fig. 93.24). The spectral data are displayed in opti-
mal form in order to facilitate domain experts’ visual
pattern-recognition ability. Spectral data are plotted in
green and blue. The spiky grey lines depict the spec-
trum of the background sky. The broad grey bands
represent areas of atmospheric absorption. Due to the
complexity of the data (thousands of points of flux
versus wavelength for each observation) and the ne-
cessity to make rapid, accurate decisions in order to
maximize the use of limited, expensive telescope time,
visualization provides the most efficient solution to
the problem. The scientist can also access the raw
numeric data by clicking on any of the images or
spectra.

93.6 Conclusions

Sunfall, a collaborative visual analytics system in
operation in a large-scale astrophysics project, has
demonstrated that such systems can have a positive

impact on data-intensive science. In July 2005, at the
commencement of the Sunfall project, the SNfactory
had discovered no supernovae. As of November 2008,
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the SNfactory has discovered over 1000 supernovae, of
which some 600 are spectroscopically confirmed and
nearly 400 of which are the critical type Ia SN so useful
for cosmological research. By focusing on improve-
ments in automation, Sunfall has led to more efficient
data processing and significant labor savings for project
scientists, enabling them to concentrate on physics re-
search, including supernova discovery and analysis, and
scientific publications, rather than on repetitive tasks.
See Table 93.2 for supernova search data processing im-
provements, and Table 93.3 for details on labor savings
(over five full-time equivalent staff per year) realized
by the SNfactory project since the development of
Sunfall.

Additionally, the framework architecture, efficient
visual interfaces, and algorithms developed for Sunfall
may be transferable to future large-scale automated
transient alert pipelines such as the Joint Dark Energy
Mission (JDEM) [93.13] or the Large Synoptic Survey
Telescope (LSST) [93.44].

Sunfall search and the Sunfall status monitor, by in-
corporating sophisticated image-processing algorithms
and machine learning capabilities with a usable, highly
interactive visual interface designed to facilitate col-

Table 93.2 SNfactory supernova search data rates before
and after improvements

Oct. 2005 Oct. 2006
(before search (after search
improvements) improvements)

Square degrees of sky 215 725

processed per night

Processing time < 24 h < 24 h

Supernova selection 60% 75%

efficiency

Objects scanned 1094 113

by humans per day

Table 93.3 SNfactory labor rates in full-time equivalent
staff (FTE) by task before and after Sunfall implementation

Tasks 2005 (FTE 2007 (FTE
before Sunfall) after Sunfall)

Search 1 0.2

Scanning 3 0.25

Vetting 1 0.15

Scheduling 0.5 Automated

Postmortem 0.5 0.15

Total 6 FTE 0.75 FTE

laborative decision-making, reduced the number of
false-positive supernova candidates by a factor of ten
and reduced scientist scanning workload by 90%.

Sunfall data taking, the visual analytics subsystem
for astrophysicists collaboratively operating a large tele-
scope for time-critical supernova observation, demon-
strated the effectiveness of a simplifying visualization,
projecting three-dimensional data to a rectilinear two-
dimensional format, in enabling users to synthesize
large amounts of streaming data and make critical
decisions under time pressure. This confirms previ-
ous studies [93.26, 28, 45] on the value of simplifying
visualizations in interfaces designed for cognitively
overloaded users. Furthermore, we demonstrated that
the cultivation and maintenance of users’ situation
awareness, a concept first studied in the field of avia-
tion and cockpit management, is crucial in other fields
where time-critical decisions involving large, dynamic
data sets must be made [93.2, 46].

SNfactory astrophysicists are currently using Sunfall
and the Supernova Warehouse regularly for their sci-
entific work. We have documented numerous favorable
comments on the interface, and noted in user observa-
tions that less time is spent on routine tasks [93.2, 43].
Perhaps the most revelatory critique is that the scientists
have ceased using all other legacy tools that SNware-
house was intended to replace, and they continue to use
the Sunfall framework even though the software devel-
opers have moved on to other projects [93.2, 36].

Finally, perhaps one of the most important lessons
to be learned from this case study is the importance
of forming closely integrated, interdisciplinary teams
where members from all fields are involved in the par-
ticipatory design process from the beginning of the
project. Designing effective interfaces for complex,
time-critical scientific decision-making requires both
domain expertise and software expertise, and the two
must be closely intertwined for the ultimate success of
the project. Computer scientists and physicists all par-
ticipated in both the scientific research and the software
development process, which included regular group
meetings and informal code reviews, thus facilitating
the marriage of sophisticated science algorithms with
software engineering best practices. Sunfall is highly
usable software that has received praise from project
scientists and has increased user satisfaction, efficiency,
and productivity. Most important of all, Sunfall has fa-
cilitated the production of scientific data, results, and
publications – the bottom line of science.
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93.6.1 Future Research Directions

Since many scientists prefer to develop their own soft-
ware, and indeed, find writing code a requirement
to accomplish their scientific work, the scientific do-
main has characteristics that are very distinct from the
world of commercial software development. In previ-
ous decades, scientists have written their own code,
frequently developing software individually and for
their own use. However, as the complexity and volume
of scientific data sets continue to explode, process-
ing requirements have been growing too intricate for
single-user development. As a result, teams of computer
scientists and software engineers have been brought in
to implement software packages according to scientists’
specifications. Nonetheless, due to the nature of scien-
tific research and the uncertainty of the final structure
of science data sets, there have still been pitfalls in
this approach. One challenge is that specifications are
constantly evolving, and some scientific needs cannot
be articulated before the scientists are actually working
with the data.

Because of this, tightly coupled communication and
feedback are becoming more and more necessary, and
participatory design can yield substantial benefits. The
scientists we worked with believe that interdisciplinary
teams of software developers will become more com-
mon in future data-intensive science projects. There was
agreement that computer scientists should be embed-

ded as full collaborators in science projects, so that my
problems become your problems. At the same time, par-
ticipatory design allows scientists to be an active part of
the design process and gives them a sense of ownership
of the software.

As scientific projects are being deluged with ex-
ponentially growing quantities of increasingly complex
and dynamic data, there has been a corresponding
acceleration in the rate of change in the scientific cul-
ture of software development. The escalating pace of
scientific discovery is being accompanied by new, inter-
disciplinary approaches to scientific computation, with
a resulting influx of paradigms from relatively young
disciplines such as human–computer interaction and us-
ability engineering.

Although scientists have typically not ranked us-
ability as a major concern in software design, we
believe that is changing. We would like to see fur-
ther case studies of large-scale scientific projects as
they take usability into account throughout the design
and implementation of their computing frameworks.
We believe study of the human interface to sci-
entific software will become especially critical for
data-intensive science projects as the gap between
the exponential growth of scientific data and the
relatively unchanging nature of human cognitive ca-
pacity continues to expand. We call for continued
research into the area of scientist–computer interac-
tion.
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Appendix. Part J The concluding part of this Handbook contains figures and tables with statistical information
and summaries about automation applications and impacts in three main areas: industrial automation; service
automation; and financial and e-Commerce automation. A rich list of associations and of periodical publications
around the world that focus on automation in its variety of related fields is also included for the benefit of readers
worldwide.
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Automation S94. Automation Statistics

Juan D. Velásquez, Xin W. Chen, Sang Won Yoon, Hoo Sang Ko

This chapter contains automation information col-
lected from many different sources around the
world, among them the US Census Bureau, the In-
ternational Federation of Automatic Control (IFAC),
the American Automatic Control Council (AACC),
the American Bankers Association, World Robotics,
and many more. Section 94.1 introduces automa-
tion statistical data according to its application
domain, such as: financial and e-Commerce, in-
dustrial, healthcare, and the service industries. In
Sect. 94.2 a list of worldwide automation, control,
and robotics associations is provided. Section 94.3
provides the reader with a list of automation labs
around the world and lastly, in Sect. 94.4 a list of
automation related journals and publications is
presented.

The statistics, organizations, and journals
included in this chapter open a window into the
current and emerging state of automation. While
attempting to be comprehensive, because of the
broadness of automation, the authors recognize
that there may be additional relevant items, but
none were omitted intentionally. The scope of

94.1 Automation Statistics ............................ 1674
94.1.1 Financial

and e-Commerce Automation ........ 1674
94.1.2 Industrial Automation .................. 1677
94.1.3 Automation in Service

and the Healthcare Industry .......... 1680
94.1.4 Service Automation ...................... 1682

94.2 Automation Associations ....................... 1685

94.3 Automation Laboratories
Around the World ................................. 1693

94.4 Automation Journals
from Around the World ......................... 1696
94.4.1 Automation-Related Journals ........ 1698

the information is meant to highlight and ex-
pose the broad span, applications, concerns
and benefits of automation, and clearly, can-
not completely include all areas of automation
influence. Beyond this chapter, other chapters
in this handbook provide additional statis-
tical data directly related to their specific
topic.

Automation continues to enable individuals, companies,
and governments to innovate and compete in a fast-
changing world. Companies of all sizes throughout the
world in virtually all industries have embraced automa-
tion as one of the most powerful strategic advantages to
stay competitive. For instance, in robotic automation it
is expected that over 1 million robots will be installed
worldwide by 2011, a significant gain from the 400 000
that were installed in the early 1990s. Japan, the USA,
and Germany will continue to supply the majority of
robots, while automotive parts and motor vehicles will
continue to demand the greatest number of robots by
industry.

It has not only been companies that are taking ad-
vantage of automation; individuals have also embraced

automation as a way to enhance their everyday lives.
It is expected that, by 2012, consumers’ most used
payment form will be electronic transfers, followed by
credit cards. More than 50% of all travel reservations
made in the USA are now done by consumers directly
via the Internet rather than by travel agencies. Like-
wise, the number of online buyers continues to climb,
with over 50% of Americans having bought at least one
product online in 2007. It is projected that in the USA
alone e-Commerce will grow from US$ 282.7 billion in
2007 to US$ 658.4 billion by 2010, almost a threefold
increase in 3 years.

What does the future hold for automation? Au-
tomation’s influence on microsystems, nanosystems,
and systems-of-systems will explode, as will bioin-
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spired automation and bioinspired collaborative control.
There are many grand challenges as identified by
the US National Academy of Engineering for which
automation is essential (i. e., make solar energy eco-
nomical, advance personalized learning, engineer better

medicines). For instance, virtual reality will signifi-
cantly influence healthcare, engineering, entertainment,
and education and training as its worldwide market
grows from US$ 2 billion in 2002 to over US$ 8 billion
in 2010.

94.1 Automation Statistics

94.1.1 Financial
and e-Commerce Automation
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Fig. 94.1a,b Business-to-consumer
e-Commerce (a) revenue by service
and retail sectors for 2000–2007 in
US$. (b) Projected revenue by ser-
vice and retail sectors for 2007–2012
in US$ (source: US Department of
Commerce, US Census Bureau)
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Fig. 94.2a–c e-Commerce payments.
(a) Estimated share of US personal
consumption by credit cards, elec-
tronic payments, and paper from
2003–2012 (projected) (source: US
Department of Commerce, US Cen-
sus Bureau), note: paper includes
cash, check, money orders, etc. Cards
includes both credit and debit pur-
chase volume. Electronic includes
pre-authorized, recurring payments,
payments made via telephone, and
payments initiated via the Internet
(b) Total Number of consumer to busi-
ness recurring payments by industry
in the US from 2002 to 2010 in US$
(source: Celent and Bearing Point
Analysis) (c) Non-cash payments
per-capita in five selected economies
in 2000, 2003 and 2006. The Euro-
pean Monetary Union is made up of
Austria, Belgium, Finland, France,
Germany, Greece, Ireland, Italy, Lux-
emburg, The Netherlands, Portugal,
and Spain. Cyprus, Malta, and Slove-
nia joined the EMU after 2006 and
were not included in calculations
(sources: European Central Bank
(2007), Bank for International Settle-
ments (2008), Federal Reserve Board)
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Fig. 94.3 Merchant wholesale trade
e-Commerce sales in the US: 1998–
2006 (source: US Census Bureau)
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Fig. 94.4 Retail sales per capita
and e-Commerce retail sales per
capita from 2000 to 2012 (pro-
jected) (source: US Department
of Commerce, US Census Bureau
(2000–2007); population growth es-
timated by Cogitamus Consulting;
sales per capita figures estimated by
Package Facts)
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machines (ATMs) in the US from
1996 through 2006 (source: American
Bankers Association, 2007 ATM Fact
Sheet, with permission)
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94.1.2 Industrial Automation
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Fig. 94.6 Figures (a–d) illustrate
growth in industrial automation.
(a) Estimated and projected world-
wide operational stock of industrial
robots. (b) Estimated yearly supply
of industrial robots by regions of the
world from 2005 to 2007. (c) Es-
timated yearly supply of industrial
robots by selected countries (source:
World Robotics, 2008)
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Fig. 94.6 (d) Estimated yearly supply
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implementation areas (source: World
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Fig. 94.7 Current and projected installations and stock of
service robots for professional use up to 2006 and projected
sales for the period 2008–2011 (source: World Robotics,
2008)
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Fig. 94.9a–c Development of pro-
cess automation market (a) by
industries for the year 2000 and pro-
jected for 2010 (source: N. Schroeder
Process Automation Markets 2010
– Important Findings of the New
International Market, Strategy, and
Technology Report, Intechno Con-
sulting (2003))
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Fig. 94.8 Process automation in the world (source: ZVEI,
Zentralverband Elektrotechnik- und Elektronikindustrie
e.V., Frankfurt)
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Fig. 94.9 Development of process automation market (b) by regions, and (c) by products and services for the year
2000 and projected for 2010 (source: N. Schroeder Process Automation Markets 2010 – Important Findings of the New
International Market, Strategy, and Technology Report, Intechno Consulting (2003))
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94.1.3 Automation in Service
and the Healthcare Industry
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Fig. 94.11 (a) Households’ access to broadband Internet, 2003–2007 (source: OECD Information Technology
Outlook 2008 Highlights) (b) Asymmetric digital subscriber line (ADSL) connections per 100 inhabitants
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c)  Huge potential unfolding
 RFID revenues, worldwide (EUR bn)
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Fig. 94.13a–c Role of RFID (a) Number of RFID tags in the retail segment in millions (source: RFID
chips are on everyone’s lips) (source: VDC, 2005; http://www.dbresearch.com/PROD/DBR_INTERNET_EN-PROD/
PROD0000000000204263.pdf) (b) RFID by field of application; % of projects covered by survey in Germany (source:
IIG Freiburg and http://www.dbresearch.com/PROD/DBR_INTERNET_EN-PROD/PROD0000000000236797.pdf)
(c) RFID worldwide revenues in European Euros (billions) (source: DB research, 2009 (http://www.dbresearch.com/
PROD/DBR_INTERNET_EN-PROD/PROD0000000000236797.pdf))
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94.1.4 Service Automation
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Implement an EMR
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Promote patient safety

Connecting IT at hospital
and remote locations

Process/Workflow redesign

Implement wireless systems

Replace/Upgrade inpatient
clinical systems
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Design/Implement strategic
IT plan

Business continuity and disaster
recovery

Integrate systems in multi-vendor
environments

Improve IS departmental services
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b)

Electronic medical record

Computerized practitioner
order entry (CPOE)

Bar coded medication
management

Clinical data repository

Enterprise-wide clinical
information sharing

Point-of-care decision
support system

Digital picture archiving

Ambulatory systems

Clinical information systems

Evidence based medicine at
point-of-care

Point-of-care data collection

Fig. 94.14a–d Percentage of health-
care facilities information technology:
(a) priorities (EMR – emergency
medical record, IS – information sys-
tem, IT – information technology);
(b) most important applications
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%

2007
2006
2005

c)

Speech recognition

Bar code technology

Single sign on/
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Handheld PDAs
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Wireless Information appliances

VoIP

Computers on wheels

High speed networks

Intranent

Document imaging

Tablet Computers
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%
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d)

Wireless information systems

High speed networks

Intranet

Computers on wheels

Interface engines

Client server systems
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Bar coding technology

Fig. 94.14 (c) adoption (VoIP – voice
over Internet protocol, PDA – per-
sonal digital assistant); (d) current
use (source: 17th Annual HIMSS
Leadership Survey sponsored by ACS
Healthcare Solutions, February 13,
2006; 18th Annual HIMSS Lead-
ership Survey sponsored by ACS
Healthcare Solutions, April 10, 2007)
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Fig. 94.15 (a) Top importers of
Information and Communications
Technology, 1996–2007 (source:
OECD Information Technology Out-
look 2008 Highlights)
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1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

b)  Exports of ICT goods (×109 US$ in current prices)
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Fig. 94.15 (b) Top exporters of In-
formation and Communications
Technology, 1996–2007 (source:
OECD Information Technology Out-
look 2008 Highlights)
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Fig. 94.16 (a) Percentage of Americans who have bought or made travel reservations online from 2000 to 2007.
(b) Percentage of all American adults who have ever bought a product online (source: J. Horrigan: Online
Shopping. Pew Internet & American Life Project, January, 13 (2008), http://www.pewinternet.org/pdfs/PIP_Online
%20Shopping.pdf, accessed on November 11, 2008)
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Fig. 94.17 Usage of e-Government
services in 2003 (DK – Denmark,
FI – Finland, SG – Singapore, CA
– Canada, US – United States, DE
– Germany, UK – United Kingdom,
JP – Japan) (source: DB research
(http://www.dbresearch.com/PROD/
DBR_INTERNET_EN-PROD/
PROD0000000000188264.pdf))
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94.2 Automation Associations

Asoc. Argentina de Control Automático – AADECA
Argentina

URL: www.aadeca.org

Australian Robotics and Automation Association Inc. (ARAA)
Australia

Website: http://www.araa.asn.au/

The Institution of Engineers
Australia

URL: www.engineersaustralia.org.au/

Adelaide ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
Australia

URL: http://www.siggraph.org/members/adelsig

IICA – Institute of Instrumentation Control and Automation
Australia

president@iica.org.au

Institut für Flexible Automation (INFA)
Technische Universität, Gusshausstrasse 27–29 / E361

1040 Wien

Austria

E-mail: sekretariat@flexaut.tuwien.ac.at

International Federation of Automation Control (IFAC)
Austria

Website: http://www.ifac-control.org/

Oest. Ges. f. Automatisierung and Robotertechnik – OeGART
Austria

URL: www.ihrt.tuwien.ac.at/oegart

Belgian ACM SIGCHI – Special Interest Group on Computer–Human Interaction
Belgium

De Regenboog 11

Mechelen, Belgium 2800

European SIGOPS ACM Chapter – Special Interest Group on Operating Systems
Belgium

URL: http://www.eurosys.org/

Fédération IBRA/BIRA
Belgium

URL: www.ibra-control.be

Brazil ACM SIGCHI – Special Interest Group on Computer–Human Interaction
Brazil

URL: http://ead.unifor.br/brchi

Sociedade Brasileira de Automatica – SBA
Brazil

URL: www.sba.org.br

Bulgarian ACM Chapter
ul. Studentska 1

TU-Varna

Varna, Bulgaria 9010
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Federation of the Scientific Engineering Unions in Bulgaria
Bulgaria

URL: www.fnts-bg.org/

Montreal ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
Canada

URL: http://montreal.siggraph.org

Ottawa ACM SIGCHI – Special Interest Group on Computer–Human Interaction
Canada

URL: http://www.capchi.org/

Vancouver ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
Canada

URL: www.siggraph.ca

Continental Automated Building Association (CABA)
Canada

Website: http://www.caba.org/

IFAC – Canada
Canada

URL: www.ifac-canada.ca

Asociacion Chilena de Control Automatico – ACCA
Chile

Universidad de la Frontera Chile

Avda Francisco Salazar, Casilla 54 D 01145 Temuco

ACM China SIGMOD – Special Interest Group on Management of Data
Dept. of Systems and Engineering Management,

Chinese University

Hong Kong, China

Hong Kong ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
China

Dept. of MIT

IVE (Tsing Yi),

20 Tsing Yi Road, Tsing Yi Island.

N.T., Hong Kong

Chinese Society of Automation
1001, No. 293 Song Chiang Rd.

Taipei, Taiwan

Chinese Association of Automation
China URL: caa.gongkong.com

IFAC NMO of Hong Kong, China
China

URL: www.hkie.org.hk/

Bogota ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
Colombia

URL: www.bogota.siggraph.org

KoREMA
Croatia

URL: www.korema.hr/

Red de Automatica de Cuba – RAC
Cuba

URL: www.cujae.edu.cu/clca/principal.htm
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Czech ACM Chapter
URL: hpk.felk.cvut.cz

Czech Society for Cybernetics and Informatics
Czechoslovakia

URL: www.utia.cas.cz/

Danish Automation Society
Denmark

URL: www.dau.dk

Institution of Electrical Engineers, Estonia
Estonia

URL: www.elin.ttu.ee/EEU-Elec/OtherOrg/EIL/EiL.htm

Finnish Society of Automation
Finland

URL: www.automaatioseura.fi

Finland ACM SIGCHI – Special Interest Group on Computer–Human Interaction
URL: http://www.sigchi.fi

French ACM SIGAPP – Special Interest Group on Applied Computing
URL: http://sigappfr.acm.org/

French ACM SIGOPS – Special Interest Group on Operating Systems
URL: http://www.sigops-france.fr/

Société de l’Electricité, de l’Electronique et des Technologies de l’Informationet de la Communication
France

URL: www.see.asso.fr

VDI/VDE – Gesellschaft Mess- und Automatisierungstechnik
Germany

URL: www.vdi.de/gma/gma.htm

German ACM Chapter
URL: http://www.informatik.org

Technical Chamber of Greece
Greece

4 Karageorgi Servias Street

10248 Athens

Hungarian ACM Chapter
Arpad ter 2.

P.O. Box 652, Szeged 6720, Hungary

IFAC NMO of Hungary
Hungary

Computer and Automation Research Institute, HAS

P.O. Box 63

1518 Budapest, Hungary

Bangalore ACM Chapter
India

URL: http://bangaloreacmchapter.tripod.com

Instrumentation Society – HimII
Indonesia

Engineering Physics Dept., Jahlah Ganesha No. 10

Bandung 40132
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Irish Systems and Control Committee
Ireland

National University of Ireland, Maynooth, Dept. of Electronic Engineering

Maynooth, Co. Kildare

Ireland ACM SIGCHI – Special Interest Group on Computer–Human Interaction
Dept. of Computer Science

Trinity College

Dublin 2, Ireland

gavin.dohety@cs.tcd.ie

Central Israel ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
URL: http://central-israel.siggraph.org

Israel Association of Automatic Control
Israel

URL: iaac.technion.ac.il/

CNR Commissione IFAC
Italy

DSI, Università di Firenze

Via Santa Marta, 3

50139 Florence, Italy

Italian ACM SIGCHI – Special Interest Group on Computer–Human Interaction
URL: http://hcilab.uniud.it/sigchi/

ITIA Istituto di Tecnologie Industriali e Automazione
Italy

Website: http://www.itia.cnr.it/

SIRI – Associazione Italiana di Robotica
20092 – Viale Fulvio Testi,128, Cinisello Balsamo (MI)

Italy

Science Council of Japan
Japan

URL: www.scj.go.jp

Japanese Association for Clinical Laboratory Automation (JACLA)
Y.U. Bldg. 6F Hongou 3-19-6, Bunkyou-ku

113-0033 Tokyo

Japan

ACM Japan Chapter
URL: http://www.acm-japan.org

ACM SIGMOD Japan – Special Interest Group on Management of Data
URL: http://www.sigmodj.org/

Korea ACM SIGCHI – Special Interest Group on Computer–Human Interaction
URL: http://www.hcikorea.org

Institute of Control, Robotics, and Systems – ICROS
Korea

URL: www.icros.org

IFAC NMO of Lithuania – LINO
Lithuania

Kaunas University of Technology

Donelaicio 73 44029 Kaunas
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ETAI of Macedonia
Macedonia

Fac. of Electronic Engineering, SS. Cyril and Methodius University. Karpos 2 B.B., P.O. Box 574

1000 Skopje

Malaysia Center for Robotics and Industrial Automation
c/o Universiti Sains Malaysia (Perak Branch Campus)

Seri Iskandar, 31750 Tronoh

Perak

Malaysia

Asociacion de México de Control Automático – AMCA
Mexico

Dept. De Ingenieria Electrica, CINVESTAV

A.P. 14-740,

07000 Mexico D.F.

Mexico ACM SIGCHI – Special Interest Group on Computer–Human Interaction
Universidad Michoacana

Morelia, Mich., Mexico 58000

The International Association for Automation and Robotics in Construction (IAARC)
The Netherlands

Website: http://www.iaarc.org/

Royal Institution of Engineers
The Netherlands

URL: www.ingenieurs.net

Rotterdam ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
Netherlands

P.O. Box 1272

3000 BG Rotterdam

Rotterdam, The Netherlands

siggraph@wdka.hro.nl

New Zealand ACM SIGCHI – Special Interest Group on Computer–Human Interaction
URL: http://www.acm.org/chapters/sigchi nz/

New Zealand Chapter of ACM URL: http://www.acm.org/chapters/acm nz/

Norsk Forening for Automatisering – NFA
Norway

URL: www.nfaplassen.no/

Karachi ACM Chapter
Pakistan

URL: acm.szabist.edu.pk

POLSPAR
Poland

Warsaw University of Technology, Inst. of Radioelectronics

Nowowiejska 15/19

00 665 Warsaw

Poland ACM Chapter
URL: httt://www.ii.uni.wroc.pl/˜acm

Associação Portuguesa de Controlo Automatico – APCA
Portugal

URL: www.apca.pt/
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Societatea Romana de Automatica si Informatica Tehnica – SRAIT
Romania

Automation and Computers Faculty

Splaiul Independentei 313, sector 6,

77206 Bucharest

Romania ACM SIGCHI – Special Interest Group on Computer–Human Interaction
URL: http://www.ici.ro/chi-romania/

Central Russia ACM SIGCHI – Special Interest Group on Computer–Human Interaction
URL: http://sigchi.ru/

Moscow ACM SIGMOD
Russia

URL: http://www.ipi.ac.ru/sigmod/

Moscow ACM SIGPLAN
Russia

URL: http://mossigplan.acm.org

National Committee of Automatic Control of Russia
Russia

Profsojuznaja ul. 65

Moscow 117806 GSP 312

Singapore Industrial Automation Association (SIAA)
Singapore

Website: www.esiaa.com/

Instrumentation and Control Society
Singapore

P.O. Box 2008, Tanglin Post Office

Singapore 912499

Singapore ACM Chapter
Blk. 998 Toa Payoh North, #07-18/19

Singapore, Singapore 318993

acm@inmeet.com.sg

Singapore ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
URL: http://www.siggraph.org.sg

Slovak IFAC NMO
Slovakia

Dept. of Process Control, CHTF STU, Radlinskeho 9

812 37 Bratislava

Automatic Control Society of Slovenia
Slovenia

University of Maribor

Fac. of Electrical Engineering & Computer Science

Smetanova ulica 17

2000 Maribor

Slovenia ACM Chapter
URL: http://www.acm-si.si/

South Africa Council of Automation and Computation
South Africa

URL: www.ee.up.ac.za/main/en/index
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Comite Español de la IFAC
Spain

URL: www.cea-ifac.es

Kommitten Svenska IFAC
Sweden

Dept. of Electrical Engineering, Linkoping University

58183 Linkoping

Schweizerische Gesellschaft fuer Automatik – SGA
Switzerland

URL: www.sga-asspa.ch

Swiss ACM SIGCHI – Special Interest Group on Computer–Human Interaction
Switzerland

URL: http://www.usabilitynet.ch

Bangkok ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
Thailand

URL: http://bangkok.siggraph.org

Thailand ACM Chapter
Srisakdi Charmonman IT Ctr

Assumption University Banga

Bangna-Trad Km. 26, Bang Sao Thong

Samutprakarn, Thailand 10540

Turkish National Committee of Automatic Control
Istanbul Technical University, Mechanical Engineering Faculty

34437 Gumussuyu – Istanbul

Bilgi SIGACT Chapter – Special Interest Group on Algorithms and Computation Theory
Turkey

Istanbul Bilgi University

Dept. of Computer Science,

Kurtulusderesi Cad. No. 47

Dolapdere Sisli-Istanbul, Turkey 34440

Bilkent Turkey ACM SIGART – Special Interest Group on Artificial Intelligence
URL: http://goto.bilkent.edu.tr/sigart

Ukrainian ACM Chapter
Pecherskii uzviz 10, apt 42

Kyiv, Ukraine 01133

Ukrainian Association of Automatic Control – UAAC
Ukraine

40, Acad. Glushkov Prospekt

03680 Kiev 187

UK Automatic Control Council – UKACC
UK

URL: www.ukacc.org.uk

Manchester ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
UK

URL: http://manchester.siggraph.org

GAMBICA - Association for Instrumentation, Control, and Automation Ltd.
UK

Website: http://www.gambica.org.uk/
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The Association for High Technology Distribution (AHTD)
USA

Website: http://www.ahtd.org/

Association for Laboratory Automation (ALA)
USA

Website: http://www.labautomation.org/

Control and Information Systems Integrators Association (CSiA)
USA

Website: http://www.controlsys.org/

Measurement Control and Automation Association (MCAA)
USA

Website: http://www.measure.org/

Process Equipment Manufacturers’ Association (PEMA)
USA

Website: http://www.pemanet.org/

Robotic Industries Association (RIA)
USA

Website: http://www.roboticsonline.com/

Special Interest Group Design Automation (SIGDA)
USA

Website: http://www.sigda.org/

Fieldbus Foundation (FF)
USA

Website: http://www.fieldbus.org/

American Automatic Control Council (AACC)
USA

URL: www.a2c2.org

ISA – Instrumentation, Systems, and Automation Society
USA

67 Alexander Drive

P.O. Box 12277

Website: http://www.isa.org/

The Automation Federation
USA

pgoodson@automationfederation.org

OMAC – The Organization for Machine Automation and Control
USA

67 Alexander Drive,

Research Triangle Park, NC 27709, USA

E-Mail: info@OMAC.org

MCAA – Measurement Control and Automation Association
USA

URL: http://www.measure.org/

Modbus-IDA: The Architecture for Distributed Automation
USA

P.O. Box 628

Hopkinton, MA 01748

e-mail: info@modbus-ida.org
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WBF – World Batch Forum
The Forum for Automation and Manufacturing Professionals
USA
URL: http://www.wbf.org/
Venezuelan Association of Automatic Control
Venezuela
Av. Alberto Carnevally, Fac. de Ingenieria
3er Piso, Ala Sur, La Hechicera
Merida 5101
Caracas ACM SIGGRAPH – Special Interest Group on Computer Graphics and Interactive Techniques
Venezuela
URL: caracas.siggraph.org
Vietnam Science and Technology Association for Automation
Vietnam
Inst. of Information Technology
18 Hoang Quoc Viet Street
Nghia Do Cau Giay, Hanoi

94.3 Automation Laboratories Around the World

Assembly Automation Laboratory (Tampere University of Technology)

http://pe.tut.fi/aal/

Automation Research Centre (University of Limerick)

http://www.ul.ie/˜arc/

Automation & Robotics Laboratory (Aristotle University of Thessaloniki)

http://control.ee.auth.gr/index.html

Automation & Robotics Research Institute (The University of Texas at Alrington)

http://arri.uta.edu/

Automation Technology Laboratory (Helsinki University of Technology)

http://automation.tkk.fi/

Berkeley Automation Science Lab

http://automation.berkeley.edu/

Biologically Inspired Robotics Laboratory and Case Western Reserve University

http://biorobots.cwru.edu/

BUPAM – Bogazici University Pattern Analysis and Machine Vision Laboratory

http://www.bupam.boun.edu.tr/

Business Automation Laboratory (The Hong Kong Polytechnic University)

http://www.ise.polyu.edu.hk/centre&lab/mesc/cf403.htm

BYU Neural Networks and Machine Learning Laboratory

http://axon.cs.byu.edu/homepage.php

Caltech Robotics Group

http://robotics.caltech.edu/

Center for Automation Research (University of Maryland)

http://www.cfar.umd.edu/

Design Automation Laboratory (Arizona State University)

http://asudesign.eas.asu.edu/index.html

Design Automation Laboratory (University of Notre Dame)

http://www.nd.edu/˜nddal/
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Design Automation Laboratory (Seoul National University)

http://poppy.snu.ac.kr/english/

Distributed Information & Automation Laboratory (University of Cambridge)

http://www.ifm.eng.cam.ac.uk/automation/

e-Automation Laboratory (University of Liverpool)

http://www.liv.ac.uk/e-automation/

Electronics Design Automation Laboratory (University of Ljubljana)

http://fides.fe.uni-lj.si/edalab/welcome.html

Embry-Riddle Machine Vision Lab

http://vision.pr.erau.edu/

Georgia Tech Mobile Robot Lab

http://www.cc.gatech.edu/ai/robot-lab/

Human Automation Integration

http://human-factors.arc.nasa.gov/ihi/index.php

Industrial Automation Laboratory (UBC)

http://www.researchcentre.apsc.ubc.ca/ialweb/index.htm

Intelligent & Distributed Enterprise Automation Laboratory (Simon Fraser University)

http://www2.ensc.sfu.ca/research/IDEA/

ISMV – Image Science and Machine Vision Group, Oak Ridge National Laboratory

http://www.ornl.gov/sci/ismv/

Laboratory for Automation and Robotics (University of Patras)

http://www.lar.ee.upatras.gr/

Laboratory for Manufacturing and Sustainability (University of California Berkeley)

http://lma.berkeley.edu/

Laboratory of Mechanical Automation and Mechatronics (University of Twente)

http://www.wa.ctw.utwente.nl/

Laboratory of Process Control and Automation (Helsinki University of Technology)

http://kepo.hut.fi/

LPAC – Laboratory for Perception, Action, and Cognition, Penn State

http://vision.cse.psu.edu/

Machine Learning at Columbia University

http://www.cs.columbia.edu/learning/

Machine Learning and Inference at George Mason University

http://www.mli.gmu.edu/

Machine Vision Laboratory, (University of Ljubljana, Slovenia)

http://vision.fe.uni-lj.si/

Manufacturing Automation Laboratory

http://www.mech.ubc.ca/∼mal/

Manufacturing Systems and Automation Laboratory (University Of Texas at San Antonio)

http://engineering.utsa.edu/˜saygin/msa.html

Mechatronics & Automation Laboratory (National University of Singapore)

http://mchlab.ee.nus.edu.sg/

Medical Automation Research Center (University of Virginia)

http://marc.med.virginia.edu/index.php

MIT Field and Space Robotics Laboratory

http://robots.mit.edu/

MIT Humans & Automation Laboratory (MIT)

http://web.mit.edu/aeroastro/labs/halab/index.html
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Old Dominion University Vision Lab

http://www.eng.odu.edu/visionlab/

Oxford University Computing Laboratory

http://www.comlab.ox.ac.uk/activities/machinelearning/

Production, Robotics, and Integration Software for Manufacturing and Management (PRISM)

http://cobweb.ecn.purdue.edu/˜prism

Robotics & Automation (POSTECH)

http://tau.postech.ac.kr/index.html

Robotics & Automation Laboratory

http://www.mie.utoronto.ca/labs/ral/index.html

Robotics & Automation Laboratory (Florida International University)

http://www.eng.fiu.edu/mme/robotics/

Robotics Lab at UMass Lowell

http://robotics.cs.uml.edu/

Robotics and Vibration Control Laboratory at UNH

http://www.ece.unh.edu/robots/rbt home.htm

Sheffield Hallam University, Microsystems and Machine Vision Laboratory

http://www.shu.ac.uk/research/meri/mmvl/

Stochastic Mechanical Systems & Automation Laboratory (University of Patras)

http://www.smsa.upatras.gr/index.php

The Bioimaging and Machine Vision Laboratory at the University of Maryland

http://www.bre.umd.edu/BioImageLab/LabwebPage/index.htm

The Center for Information and Systems Engineering (Boston University)

http://www.bu.edu/systems/research/automation/index.html

The Harvard Robotics Laboratory

http://hrl.harvard.edu/

The Machine Learning Lab – The Hebrew University

http://www.cs.huji.ac.il/labs/learning/

The Machine Vision Laboratory, Bristol Institute of Technology

http://www.uwe.ac.uk/cems/research/groups/mvl/index.html

The Robotics and Automation Laboratory (Michigan State University)

http://www.egr.msu.edu/ralab/Pages/Overview.htm

The Stanford Artificial Intelligence Laboratory (SAIL)

http://ai.stanford.edu/

UC Berkeley Robotics and Intelligent Machines Lab

http://robotics.eecs.berkeley.edu/wiki/pmwiki/pmwiki.php

UCI Robotics & Automation Laboratory (University of California, Irvine)

http://mae.eng.uci.edu/robotlab.html

UMass Machine Learning Laboratory

http://www-lrn.cs.umass.edu/

University of Cambridge Computational and Biological Learning Lab

http://learning.eng.cam.ac.uk/

University of London, Queen Mary Vision Laboratory

http://www.dcs.qmul.ac.uk/research/vision/

USC Robotics Research Lab

http://www-robotics.usc.edu/

Verification Automation Laboratory (National Taiwan University)

http://val.ee.ntu.edu.tw/e index.htm
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94.4 Automation Journals from Around the World
Table 94.1 Classification of automation journals by type and subject
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Table 94.1 (cont.)
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94.4.1 Automation-Related Journals

Although not dedicated to providing information au-
tomation, the following journals often carry information
on automation development and research.

Australia
Australian Machinery and Production Engineering

Australian Robot Association Newsletter

Australian Welding Journal

Electrical Engineer

Journal of the Institution of Engineers

Metals of Australia

Robotic Age

Austria
Schweisstechnik

Diagram

Belgium
Manutention Mécanique et Automation

Revue M (Mecanique)

Bulgaria
Mashinostroene

Problemi Na Tekhnicheskata Kibernetika I Robotika

(Problems of Engineering Cybernetics and Robotics)

Teoretichna i Prilozhnaa Mekhanika

Canada
Canadian Institute for Advanced Research

in Artificial Intelligence and Robotics

Canadian Machinery and Metalworking

Robotronics Age Newsletter

Czechoslovakia
Slévárenstvi

Strojinrenska Vyroba

Techmeká Práce

Finland
Konepajamies

France
Axes Robotique

Energie Fluide, Hydraulique, Pneumatique Asservissements,

Fondeur Aujourd’hui

lubrification

Journal de la Robotique et Informatique

Kompass Professional Machines

L’Usine Nouvelle

Machine Moderne

Machine-outil

Manutention

Métaux Déformation

Nouvel Automatisme
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Soudage et Techniques Connexes

Productique-Affaires

Germany
Automobil Industrie

Biological Cybernetics

Blech Rohre Profile

Der Plastverarbeiter mit Sonderdruck

Die Computerzeitung

Die Maschine

Die Wirtschaft

DVS-Berichte

Elektronik

Elektronikindustrie

Elektrotechnische Zeitschrift

Feingerätetechnik

Feinwerktechnik und Messtechnik

Fertigungstechnik und Betrieb

Flexible Automation

Fördern und Heben

Hebezeuge und Fördermittel

Industrie-Anzeiger

Kunststoffe

Lecture Notes in Computer Science

Maschinen-Anlagen + Verfahren

Maschinenbautechnik

Maschinenmarkt + Europa Industrie Revue

Maschine und Werkzeug

Messen-Steuern-Regeln

Metallverarbeitung

Praktiker

Production

Regelungstechnik

Regelungstechnische Praxis

Roboter

Schweissen und Schneiden

Schweisstechnik

Seewirtschaft

Siemens Energietechnik

Sozialistische Rationalisierung in der

Elektrotechnik/Elektronik

Technische Gemeinschaft

Technisches Zentralblatt für die Gesamte Technik

VEM-Elektro-Anlagenbahn

VDI

Werkstatt und Betrieb

Werkstattstechnik

Wissenschaftliche Zeitschrift der Technischen

Hochschule Ilmenau

Zeitschrift für Angewandte Mathematik und Mechanik

ZIS-Mitteilungen

Zeitschrift für Wirtschaftliche Fertigung

Hungary
Automatizálás

Bányászati és Kohászati Lapok Öntöde Az Orzágos Magyar

Bányászati és Koháztáti Egyesület Lapja

Gépgyartástechnológia

Ipargazdaság

Mérés és Automatika

Israel
Technologies: Israeli Journal for Advanced Technologies

HiTech

Information Week

Nir ve’Telem (Automation in Agriculture)

Automation and Technology

Galileo (Science, Automation and Robotics)

Italy
Automazione Oggi

La Tecnica Professionale

Maccine

Rivista de Meccanica

Tecniche Dell’Automazione e Robotica

Transport Industriali

Japan
Chemical Engineering

Chino Ido Robotto Shinpojumu Shiryo (Intelligent Robot

Symposium Proceedings)

Hydraulics and Pneumatics

International Conference on Advanced Robotics Proceedings

Japan Economic Journal

Japan Light Metal Welding

JARA Robot News

Journal of Robotics and Mechatronics

Journal of the Institute of Electrical Engineers of Japan

Journal of the Instrumentation Control Association

Journal of the Japan Welding Society

Kensetsu Robotto Shinpojumu Ronbunshu (Symposium

on Construction Robotics in Japan, Proceedings)

Mechanical Automation

Mechanical Design

Mechanical Engineering

Mitsubishi Denki Giho

Nihon Robotto Gakkai Robotto Shinpojumu Yokoshu

(Robotics Society of Japan, Preprints of Robotics Symposium)

Nihon Robotto Gakkai Gakaujutsu Loenkai Yokoshu

(Robotics Society of Japan, Preprints of the Meeting)

Nihon Robotto Gakkaishi (Robotics Society of Japan Journal)

Promoting Machine Industry in Japan
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Robotikusu Mekatoronikusu Koenkai Koen Ronbunshu

(Annual Conference on Robotics and Mechatronics)

Robotpia

Robotto (Robot)

Robotto Sensa Shinpojumu Yokoshu (Robot Sensor

Symposium, Preprints)

Sangyoyo Robotto Riyo Gijutsu Koshukai Tekisuto (Text

of Lectures on Utilization Techniques of Industrial Robots)

Science of Machine

Specifications and Applications of Industrial Robots

in Japan: Manufacturing Fields

Specifications and Applications of Industrial Robots

in Japan: Non-manufacturing Fields

Toshiba Review

Transactions of the Institute of Electronics

and Communication Engineering

Transactions of the Society of Instruments

and Control Engineers

Welding Technique

Netherlands
Advanced Robotics

Advances in Design and Manufacturing

Artificial Intelligence

Autonomous Robots

Conference on Remote Systems Technology, Proceedings

Ingenieur

International Journal of Production Economics

Iron Age Metalworking International

Journal of Intelligent and Robotic Systems

Metalbewerking

Polytechnisch Tijdschrift

Robotics and Autonomous Systems

New Zealand
Automation and Control

People’s Republic of China
Jiqiren/Robot

Precise Manufacturing and Automation

Control Engineering of China

Automation Panorama

Poland
Archives of Control Sciences

Automateka Kolejowa

Biuletyn Informacyjiny Institutu Maszyn Matematyeznyh

Mechanic

Przeglad Mechaniczny

Przeglad Spawalnietwa

Wiadomosci Elektrotechniezne

Zeszyty Naukowe

Romania
Constructia de Masini

International Journal of Informatics

Russia and the Former Soviet Republics
Avtomatika i Telemekhanika

Avtomatizatsiya Proizvodstvennykh Protssov

v Mashinostroenii i Priborostroenii

Avtomatizatsiya Tekhnologicheskikh Protsessov

Avtomatizirovannyy Elekropivod

Elektrotekhnika

Vestnik Mashinostroeniya

Voprosy Dinamiki i Prochnosti

Izvestiya Akademii Nauk SSSR

Isvestiya Vysshikh Uchebnykh Zavedeniy

Izvestiya Leningradskogo

Kuznechno-stampovochnoye Proizvodstvo

Mashinovedeniye

Mashinostroitel

Mekhanizatsiya i Avtomatizatsiya Proizvdstva

Mekhanizatsiya i Elektrifikatsiya Sel’skogo Khozyaystva

Priborostroeniye

Promyshlennyy Transport

Svarochnoye Proizvodstvo

Stanki i Instrument

Stroitel’nyye i Dorohnyye Mashiny

Sudostroeniye

Turdy Vsesoyuznogo Nauchnoissledovatel’skogo Instituta

Ugol’nogo Mashinostroeniya

Trudy Leningradskogo Politekhnicheskogo Instituta

Trudy Moskovskogo Energeticheskogo Instituta

Spain
Automatica and Robotica

Automatizacion Integrada y Revista de Robotica

Resulación y Mando Automatico

Sweden
IFR Robotics Newsletter

World Robot Statistics

Switzerland
CIRP Annals

Elektroniker

Management Zeitschrift Ind. Organis.

Schweisstechnik/Soudure

Schweizerische Technische Zeitschrift

Technica

Technische Rundschau

Zeitschrift Schweisstechnik

United Kingdom
Assembly Engineering

Automatic I.D. News Europe
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Automotive Engineer

Automotive Engineering

British Foundryman

Business Ratio Report: Industrial Robots

Control and Instrumentation

Design Eng. Materials and Components

Electrical Review

Engineer

Foundry Trade Journal

Hydraulic Pneumatic Mechanical Power

Industrial News

Industrial Robot

International Journal of Man–Machine Studies

International Journal of Production Research

Machinery and Production Engineering

Manufacturing Engineer

Materials Handling News

Mechanism and Machine Theory

Metals and Materials

Metalworking Production

New Electronica

New Scientist

Pattern Recognition

Plastics in Engineering Robot News International

Robotics and Computer-Integrated Manufacturing

Sensor Review

Service Robot

Sheet Metals Industries

Welding and Metal Fabrication

USA
AI Today

American Machinist

American Metalmarket

ASHRAE (American Society of Heating, Refrigerating, and

Air-Conditioning Engineers) Transactions

ASME Transactions on Dynamics, Measurement, and Control

ASPDAC (Design Automation Conference Asia

and South Pacific)

Assembly Engineering

Automatic Machining

Automotive Design and Production

Automotive Industries

Automotive Manufacturing and Production

Automotive News

Bibliography of Robotic and Technical Resources

Biomedical Engineering

Compressed Air

Computer Graphic and Image Processing

Design News

Electronics

Embedded Systems Programming

Hydraulics and Pneumatics

IEEE Spectrum

IEEE Transactions on Industrial Electronics

and Control Instrumentation

IEEE Transactions on Power Apparatus and Systems

IEEE Transactions on Systems, Man, and Cybernetics

IIE Transactions

Industrial Engineering

Industrial Robots International

Information and Control

International Journal of Computer and Information Science

International Journal of Robotics Research

International Robotics Product Database

Iron Age

Journal of Machinery Manufacture and Reliability

Journal of Manufacturing Systems

Journal of Robotic Systems

Machine and Tool Blue Book

Manufacturing Engineer

Material Handling Engineering

Mechanical Engineering

Military Robotics Newsletter

Modern Material Handling

Plating and Surface Finishing

Precision Machinery

Product Engineering

Production

Progress in Robotics and Intelligent Systems

RIA Quarterly Statistics Report-Robotics

Robot Explorer

Robot Times

Robotics and Expert Systems

Robotics and Manufacturing

Robotics Review

Robotics World

Tooling and Production

Welding Design and Fabrication

Welding Engineer

Welding Journal

Yugoslavia
Automatika
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of Valenciennes, France, in 2003. He has also worked at the French National Institute
for Transport and Safety Research. He is currently an Associate Professor at the École
Nationale Supérieure des Mines de Saint-Etienne. His research interests concern the
optimization of production and transport systems.

Alexandre Dolgui Chapter D.35

Ecole Nationale Supérieure des Mines
de Saint-Etienne
Department of Industrial Engineering
and Computer Science
Saint-Etienne, France
dolgui@emse.fr

Alexandre Dolgui received his PhD degree from the Academy of Sciences
of Belarus (USSR) and Dr. hab. degree from the University of Technology
of Compiègne, France. His research focuses on manufacturing line design,
production planning, and supply-chain optimization. He is the author of
five books, 117 journal articles and 250 conference papers.
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Alkan Donmez Chapter A.7

National Institute of Standards
and Technology
Manufacturing Engineering Laboratory
Gaithersburg, MD, USA
alkan.donmez@nist.gov

Alkan Donmez is the Group Leader of the Machine Tool Metrology
Group as well as the Program Manager of the Science-Based Manufac-
turing program at the National Institute of Standards and Technology
(NIST). He received his BS degree in Mechanical Engineering from
the Middle East Technical University in Turkey and his MS and PhD
degrees from Purdue University.

Francis J. Doyle III Chapter H.75

University of California
Department of Chemical Engineering
Santa Barbara, CA, USA
frank.doyle@icb.ucsb.edu

Dr. Francis J. Doyle III holds the Duncan and Suzanne Mellichamp Chair in Process
Control in the Department of Chemical Engineering at University of California, Santa
Barbara. He received his BSE from Princeton (1985), C.P.G.S. from Cambridge
(1986), and PhD from Caltech (1991), all in Chemical Engineering. His research
interests are in systems biology, network science, modeling and analysis of circadian
rhythms, drug delivery for diabetes, model-based control, and control of particulate
processes.

Yael Edan Chapter G.63

Ben-Gurion University of the Negev
Department of Industrial Engineering
and Management
Beer Sheva, Israel
yael@bgu.ac.il

Yael Edan is a Professor in the Department of Industrial Engineering and Management.
She holds a BSc in Computer Engineering and MSc in Agricultural Engineering, both
from the Technion-Israel Institute of Technology, and a PhD in Engineering from
Purdue University. Her research is robotic and sensor performance analysis, systems
engineering of robotic systems; sensor fusion, multi-robot and telerobotics control
methodologies, and human–robot collaboration methods with major contributions in
intelligent automation systems in agriculture.

Thomas F. Edgar Chapter D.31

University of Texas
Department of Chemical Engineering
Austin, TX, USA
edgar@che.utexas.edu

Thomas F. Edgar is Professor of Chemical Engineering at the University
of Texas at Austin and holds the George T. and Gladys Abell Chair in
Engineering. Dr. Edgar received his BS in chemical engineering from the
University of Kansas and a PhD from Princeton University. His research
is in process modeling, control, and optimization.

Norbert Elkmann Chapter G.70

Fraunhofer IFF
Department of Robotic Systems
Magdeburg, Germany
norbert.elkmann@iff.fraunhofer.de

Dr. techn. Norbert Elkmann graduated in Mechanical Engineering
in 1993 (Bochum, Germany) and received his doctoral degree in 1999
(Vienna, Austria). From 1993 to 1997 he worked as Research Manager at
the Fraunhofer IFF in Magdeburg. Since 1998 he has been the Manager
of the institute’s Business Unit Robotic Systems. His current research
interests are mobile robots, inspection robots and safe human–robot
interaction.

Heinz-Hermann Erbe (Δ) Chapter E.41

Technische Universität Berlin
Center for Human–Machine Systems
Berlin, Germany

Heinz-Hermann Erbe (1937–2008) studied Aircraft Construction at Hamburg Uni-
versity of Applied Sciences, was Engineer at Focke Wulf GmbH (later Vereinigte
Flugtechnische Werke), and studied Engineering Mechanics at TU Berlin. He received
his PhD in Engineering Mechanics, was Head of Research Group at the German
Federal Institute on Material Research, Berlin (1980–1986), Professor at Bremen Uni-
versity, and from 1986–2002 and member of the Research Center for Human–Machine
Systems at TU Berlin. Professor Erbe was active for many years as leader and member
of IFAC. He retired in 2002 but remained active. A favorite subject of his interest was
cost-effective energy generation by windmills in remote regions.
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Mohamed Essafi Chapter D.35

Ecole des Mines de Saint-Etienne
Department Centre for Industrial
Engineering and Computer Science
Saint-Etienne, France
essafi@emse.fr

Mohamed Essafi received his Engineer Degree in Industrial Engineering from the
Ecole Nationale d’Ingnieurs de Tunis, Tunisia, and his MSc from the University Paul
Verlaine of Metz, France. He is a PhD student at the Ecole des Mines de Saint-Etienne,
France. His research focuses on reconfigurable manufacturing-line design.

Florin-Gheorghe Filip Chapter D.36

The Romanian Academy
Bucharest, Romania
ffilip@acad.ro

Florin-Gheorghe Filip received his MSc and PhD in control engineering
from the T.U. “Politehnica” of Bucharest in 1970 and 1982, respectively.
He has been with the Institute for Informatics, Bucharest since 1970.
In 1991 he was elected as a member of the Romanian Academy whose
vice-president he has been since 2000. His main scientific interests are
hierarchical control and decision support systems. He (co)authored some
200 papers and six monographs.

Markus Fritzsche Chapter G.70

Fraunhofer IFF
Department of Robotic Systems
Magdeburg, Germany
markus.fritzsche@iff.fraunhofer.de

In 2003 Markus Fritzsche graduated as Electrical Engineer from the
University of Applied Sciences in Leipzig, Germany and the MEng
degree in Biomedical Engineering from the University in Halle in 2005.
He is currently a research associate at the Fraunhofer Institute for
Factory Operation and Automation (IFF). His research activities enclose
mobile robotic systems and human–robot interaction.

Susumu Fujii Chapter F.48

Sophia University
Graduate School of Science
and Technology
Tokyo, Japan
susumu-f@sophia.ac.jp

Professor Fujii received Master of Engineering from Kyoto University and a PhD from
University of Wisconsin, Madison, in 1967 and 1971, respectively. He is a Professor
Emeritus of Kobe University and since 2006 Professor at Sophia University. His
research interests include automation of manufacturing systems and system simulation,
production management and control. He has been Honorary member of The Institute
of Systems, Control and Information Engineers, and Fellows of JSME, and the Society
of Precision Engineering and Operations Research Society of Japan.

Christopher Ganz Chapter A.8

ABB Corporate Research
Baden, Switzerland
christopher.ganz@ch.abb.com

Christopher Ganz is Program Manager for the global control and optimization program
at ABB corporate research. Before he held various R&D and product management
positions in ABB’s power generation business unit. He holds a doctor degree and
a diploma in Electrical Engineering from ETH Zurich, Switzerland.

Mitsuo Gen Chapter C.29

Waseda University
Graduate School of Information,
Production and Systems
Kitakyushu, Japan
gen@waseda.jp

Mitsuo Gen received BE and ME in Engineering from Kogakuin Uni-
versity in 1969, 1971 and 1975, respectively and the PhD degree in
Informatics from Kyoto University in 2006. His research interests are ge-
netic and evolutionary computation and applications to network design
and optimization for manufacturing scheduling and logistics systems. He
published three books with Dr. R. Cheng and Dr. L. Lin.
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Birgit Graf Chapter I.84

Fraunhofer IPA
Department of Robot Systems
Stuttgart, Germany
birgit.graf@ipa.fraunhofer.de

Birgit Graf received her degree in Computer Science in 1999 and
completed her PhD in mobile robot navigation in 2008, both at Stuttgart
University, Germany. Since 1999 she is working at Fraunhofer IPA
where she is Manager of the Domestic and Personal Robots Group since
2008. Main target of her group is the development of new service robot
applications and technologies.

John O. Gray Chapter F.60

Istituto Italiano Di Tecnologia
Department of Advanced Robotics
Genova, Italy
John.Gray-2@manchester.ac.uk

John O. Gray is a visiting Professor at the Control Systems Centre, University of
Manchester, and the Department of Automatic Control and Systems Engineering,
University of Sheffield. His research interests include robotics, nonlinear control
systems, precision electromagnetic instrumentation, and robotic systems for the
food industry. Gray received a PhD from the University of Manchester in Control
Engineering.

Rudiyanto Gunawan Chapter H.75

National University of Singapore
Department of Chemical
and Biomolecular Engineering
Singapore
chegr@nus.edu.sg

Rudiyanto Gunawan received the PhD degree from University of Illinois Urbana
Champaign in 2003. He joined University of California Santa Barbara in 2003
as a Postdoctoral Fellow. Since 2006, he has been an Assistant Professor in the
Department of Chemical and Biomolecular Engineering, National University of
Singapore. His research interests are in the model identification and analysis of
biological systems.

Juergen Hahn Chapter D.31

Texas A&M University
Artie McFerrin Dept. of Chemical
Engineering
College Station, TX, USA
hahn@tamu.edu

Juergen Hahn received his PhD from the University of Texas at Austin
in 2002 and joined the Chemical Engineering Department at Texas A&M
University in 2003 as an Assistant Professor. Dr. Hahn’s research deals
with process systems engineering with special emphasis on systems
biology.

Kenwood H. Hall Chapter C.28

Rockwell Automation
Department of Advanced Technology
Mayfield Heights, OH, USA
khhall@ra.rockwell.com

Kenwood H. Hall is a Cleveland Native and a graduate of Cleveland State
University’s Fenn College of Engineering. He has led the development
of many of Rockwell Automations large controller systems including
the new LOGIX family of integrated controllers, is one of the founding
members of the Ohio ICE consortium and a member of the board for the
new third frontier Wright center for Sensor Systems Engineering. He
has issued 14 Patents with 50 pending applications.

Shufeng Han Chapter G.63

John Deere
Intelligent Vehicle Systems
Urbandale, IA, USA
hanshufeng@johndeere.com

Shufeng Han received his PhD in Agricultural Engineering from University of Illinois
at Urbana-Champaign in 1993. He is currently an Engineering Scientist at John Deere
Intelligent Vehicle Systems. His research interests include field robotics, vehicle
automation, sensors and precision agriculture. He has received 10 patents.
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Nathan Hartman Chapter D.37

Purdue University
Computer Graphics Technology
West Lafayette, IN, USA
nhartman@purdue.edu

Nathan Hartman is Associate Professor of Computer Graphics Technology at Purdue
University. Research activities include applications of 3-D modelling, automated
geometry creation, and 3-D data interoperability. He received the Doctor of Education
degree in Technology Education from North Carolina State University. Professor
Hartman is a Co-Director of the Purdue Product Lifecycle Management Center of
Excellence.

Yukio Hasegawa Chapter A.1

Waseda University
System Science Institute
Tokyo, Japan
yukioh@green.ocn.ne.jp

Yukio Hasegawa is Professor Emeritus of the System Science Institute
at Waseda University, Tokyo, Japan. He has been enjoying construction
robotics research since 1983 as Director of Waseda Construction Robot
Research Project (WASCOR) which has impacted automation in con-
struction and in other fields of automation. He received the prestigious
first Engelberger Award in 1977 from the American Robot Association for
his distinguished pioneering work in robotics and in Robot Ergonomics
since the infancy of Japanese robotics. Among his numerous international
contributions to robotics and automation, Professor Hasegawa assisted,
as a visiting professor, to build the Robotics Institute at EPFL (Ecole
Polytechnic Federal de Lausanne) in Switzerland.

Jackson He Chapter C.24

Intel Corporation
Digital Enterprise Group
Hillsboro, OR, USA
jackson.he@intel.com

Jackson is lead architect of the Intel Digital Enterprise Group. He
received his PhD and MBA degrees from the University of Hawaii. He
represented Intel at OASIS, RosettaNet, and DMTF driving industry
standard definitions. He published more than 20 papers on advanced
enterprise solutions, service orientation, and platform manageability.
Recently he co-authored a book on virtualized service-oriented grids.

Jenő Hetthéssy Chapter B.10

Budapest University of Technology
and Economics
Department of Automation and Applied
Informatics
Budapest, Hungary
jhetthessy@aut.bme.hu

Jenő Hetthéssy received his PhD degree in 1975 from the Technical University of
Budapest, Faculty of Electrical Engineering. He received his CSc degree in 1978
from the Hungarian Academy of Sciences with a thesis on the theory and industrial
application of self-tuning controllers. He spent several years as a visiting professor at
the Electrical Engineering Department of the University of Minnesota, USA and has
published more than 70 papers.

Karyn Holmes Chapter I.90

Chevron Corp.
Covington, LA, USA
kholmes@chevron.com

Karyn Holmes received a computer science degree and an MBA, both from Louisiana
State University (LSU). While at LSU, her research interests included enterprise
systems, with a focus on enterprise resource planning systems and their use in
education. She currently works in Information Management at Chevron Corporation.

Clyde W. Holsapple Chapter I.89

University of Kentucky
School of Management, Gatton College
of Business and Economics
Lexington, KY, USA
cwhols@email.uky.edu

Clyde W. Holsapple, Rosenthal Endowed Chair at the University of
Kentucky. His books include Foundations of Decision Support Systems,
Decision Support Systems – A Knowledge-based Approach, Handbook on
Decision Support Systems, and Handbook on Knowledge Management.
His research focuses on multiparticipant systems, decision support
systems, and knowledge management.
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Petr Horacek Chapter G.65

Czech Technical University in Prague
Faculty of Electrical Engineering
Prague, Czech Republic
horacek@fel.cvut.cz

Petr Horacek received the MS and PhD degrees in Electrical Engineering
from Czech Technical University in Prague, Czech Republic (CTU) in
1976 and 1985, respectively. He is currently an Associate Professor
of Control Engineering at CTU. His research and industrial project
activities include process modelling, simulation and optimization,
process control and control applications in power systems.

William J. Horrey Chapter D.39

Liberty Mutual Research Institute
for Safety
Center for Behavioral Sciences
Hopkinton, MA, USA
william.horrey@libertymutual.com

William Horrey received his PhD in Psychology from the University of Illinois at
Urbana-Champaign in 2005. He is currently a research scientist in the Center for
Behavioral Sciences at the Liberty Mutual Research Institute for Safety in Hopkinton,
MA. His research interests include divided and selective attention, transportation
human factors and automation.

Justus Hortig Chapter G.70

Fraunhofer IFF
Department of Robotic Systems
Magdeburg, Germany
justus.hortig@iff.fraunhofer.de

Justus Hortig graduated in Mechanical Engineering from the Technical University of
Darmstadt in 1999 and has been working in the Business Unit Robotic Systems at
Fraunhofer IFF in Magdeburg since then. His focus lies on the use of service robots
for façade cleaning.

Chin-Yin Huang Chapter H.80

Tunghai University
Industrial Engineering and Enterprise
Information
Taichung, Taiwan
huangcy@thu.edu.tw

Chin-Yin Huang received the PhD degree from Purdue University in 1999.
He is an Associate Professor in the Department of Industrial Engineering
and Enterprise Information at Tunghai University, Taiwan. He also serves
as the Director for Program for Health Administration. His research
interests include applications of data mining techniques, biomedical
informatics, and distributed intelligent manufacturing systems.

Yoshiharu Inaba Chapter C.21

Fanuc Ltd.
Yamanashi, Japan
inaba.yoshiharu@fanuc.co.jp

Yoshiharu Inaba graduated from Mechanical Engineering Department
of Tokyo Institute of Technology in 1973 and joined Fanuc Ltd. in 1983.
He assumed the position of director in 1989 and the position of President
and CEO in 2003. He received his doctoral degree in engineering from
the University of Tokyo in 1999 and is the recipient of the 22nd Award
of the Japan Society for Precision Engineering (2000) and the Nicolau
Award of CIRP (2007).

Samir M. Iqbal Chapter H.81

University of Texas at Arlington
Department of Electrical Engineering
Arlington, TX, USA
smiqbal@uta.edu

Samir M. Iqbal is an Assistant Professor at the University of Texas at Arlington in the
Department of Electrical Engineering. He is also affiliated with the Nanotechnology
Research and Teaching Facility and Department of Bioengineering. He directs the
Nano-Bio Lab with focus on chip-based early diagnosis modalities, bio-inspired rapid
nano-fabrication and functionalized microfluidics. He is a senior member of IEEE.

Au
th

ors



1718 About the Authors

Rolf Isermann Chapter C.19

Technische Universität Darmstadt
Institut für Automatisierungstechnik,
Forschungsgruppe Regelungstechnik
und Prozessautomatisierung
Darmstadt, Germany
risermann@iat.tu-darmstadt.de

Rolf Isermann served as Professor for Control Systems and Process Automation at the
Institute of Automatic Control of Darmstadt University of Technology from 1977–
2006. Since 2006 he has been Professor Emeritus and head of the Research Group for
Control Systems and Process Automation at the same institution. He has published
several books and his current research concentrates on fault-tolerant systems, control
of combustion engines and automobiles and mechatronic systems. Rolf Isermann has
held several chair positions in VDI/VDE and IFAC and organized several national and
international conferences.

Kazuyoshi Ishii Chapter I.85

Kanazawa Institute of Technology
Social and Industrial Management
Systems
Hakusan City, Japan
ishiik@neptune.kanazawa-it.ac.jp

Kazuyoshi Ishii received his PhD in Industrial Engineering from Waseda
University. Dr. Ishii is a board member of the IFPR, APIEMS and the
Japan Society of QC, and a fellow of the ISPIM. His interests include
production management, product innovation management, and business
models based on a comparative advantage.

Alberto Isidori Chapter B.9

University of Rome “La Sapienza”
Department of Informatics and Sytematics
Rome, Italy
albisidori@dis.uniroma1.it

Alberto Isidori is Professor of Automatic Control at the University
of Rome since1975 and, since 1989, also affiliated with Washington
University in St. Louis. His research interests are primarily in analysis
and design of nonlinear control systems. He is the author of the book
Nonlinear Control Systems and is the recipient of various prestigious
awards, which include the “Georgio Quazza Medal” from IFAC, the
“Bode Lecture Award” from IEEE. He is Fellow of IEEE and of IFAC.
Currently he is President of IFAC.

Nick A. Ivanescu Chapter G.64

University Politechnica of Bucharest
Control and Computers
Bucharest, Romania
nik@cimr.pub.ro

Nick Andrei Ivanescu graduated as an Automation Engineer and received his PhD
degree in Automated Systems from the University Politehnica of Bucharest in 2000.
His research activities include process control, industrial automation, microcontrollers
and robotics. Since 2001 he has been lecturer in the Control and Computers faculty of
the University Politehnica of Bucharest.

Sirkka-Liisa Jämsä-Jounela Chapter F.57

Helsinki University of Technology
Department of Biotechnology
and Chemical Technology
Espoo, Finland
Sirkka-l@tkk.fi

Dr. Sirkka-Liisa Jämsä-Jounela is Professor of Process Control at Helsinki University
of Technology. Before joining the university she gained practical experience in
working for a number of companies in the Finnish process industry. Her research
activities include process modelling, simulation, monitoring and fault diagnosis as
well as production control in mineral and metal processing. Prof. Jämsä-Jounela has
served IFAC as Vice President among others. She is currently the Chair of the Nordic
Process Control Group and a member of the Finnish Academy of Technologies.

Bijay K. Jayaswal Chapter E.45

Agilenty Consulting Group
Minneapolis, MN, USA
bijay.jayaswal@agilenty.com

Bijay K. Jayaswal is the CEO of Agilenty Consulting Group, LLC.
He has held senior executive positions for the last 25 years. He has
taught engineering and management at the University of Mauritius and at
California State University, Chico and has directed MBA and Advanced
Management programs. He has helped introduce corporate-wide initiatives
in re-engineering, Six Sigma, and Design for Six Sigma. He is a recipient
of the ASQ Crosby Medal for 2007 for his book (together with Peter C.
Patton) Design for Trustworthy Software.
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Wootae Jeong Chapter C.20

Korea Railroad Research Institute
Uiwang, Korea
wjeong@krri.re.kr

Wootae Jeong earned a PhD from Purdue University in 2006 and joined
the PRISM Center since 2003. He is currently a senior researcher
at Korea Railroad Research Institute and adjunct Professor at the
University of Science and Technology. His research interests are in
measurement and control of automation and production systems.

Timothy L. Johnson Chapter E.42

General Electric
Global Research
Niskayuna, NY, USA
johnsontl@nycap.rr.com

Dr. Johnson served on the MIT Electrical Engineering Faculty from 1972–1980, as
a Senior Scientist at BBN, Inc., from 1980–1984, and as a Manager and technical
contributor at GE Research from 1984–2008, when he retired. His research interests
include automation, diagnostics and service processes, and discrete event systems. He
is an AACC Eckman Award recipient and an IEEE Fellow.

Hemant Joshi Chapter E.47

Research, Acxiom Corp.
Conway, AR, USA
hemant.joshi@acxiom.com

Hemant Joshi graduated with PhD in May 2007 from the University of Arkansas at
Little Rock, USA. He has published 8 papers and 2 technical reports. He currently
works as Researcher at Acxiom Research Labs. His research interests are information
extraction, machine learning, data mining and automated data acquisition.

Michael Kaplan Chapter G.72

Ex Libris Ltd.
Newton, MA, USA
michael.kaplan@exlibrisgroup.com

Michael Kaplan received his PhD from Harvard University (1977). After
20 years at Harvard University and 2 years as Associate Dean at Indiana
University Libraries, he has since 2000 been with Ex Libris, Ltd. He is the
editor of 2 books on library automation. In 1998 he received the LITA/
Library Hi-Tech Award for Outstanding Communication in Library and
Information Science.

Dimitris Kiritsis Chapter E.43

Department STI-IGM-LICP
Lausanne, Switzerland
dimitris.kiritsis@epfl.ch

Dr. Dimitris Kiritsis earned his Diploma (1980) and PhD (1987) in
Mechanical Engineering from the University of Patras, Greece. Since
1989 he is with the Computer-Aided Design and Production Laboratory
(LICP) of the Swiss Federal Institute of Technology in Lausanne
(EPFL). His research is in the domain of modeling methods and
techniques for integrated product-process-resource planning, product
lifecycle information modeling and transformation to knowledge.
Dr.Kiritsis is the initiator and scientific coordinator of the FP6-IP-
507100 PROMISE.

Hoo Sang Ko Chapter J.94

Purdue University
PRISM Center and School of Industrial
Engineering
West Lafayette, IN, USA
ko0@purdue.edu

Hoo Sang Ko received his BS in 1999 and MS in 2003 in Mechanical Engineering
at Seoul National University, South Korea. After graduation he worked for Samsung
Electronics. His research interest is in computer-supported collaboration and protocol
design. He is currently a doctoral candidate in the School of Industrial Engineering
and a Senior Researcher in PRISM Center at Purdue University.
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Naoshi Kondo Chapter G.63

Kyoto University
Division of Environmental Science
and Technology, Graduate School
of Agriculture
Kyoto, Japan
kondonao@kais.kyoto-u.ac.jp

Naoshi Kondo received the MS degree and Dr. Agr. from Kyoto University in 1984 and
1988, respectively. He joined the Department of Agricultural Engineering, Okayama
University as an Assistant Professor in 1985 and became an Associate Professor in
1993. He worked for Ishii Co., Ltd. as a manager in 2000 and entered Ehime University
as a Professor in 2006. Since 2007 he has been a Professor at the Graduate School of
Agriculture, Kyoto University. His research interests are automation, instrumentation
and information in agriculture.

Peter Kopacek Chapter G.74

Vienna University of Technology
Intelligent Handling and Robotics –
IHRT
Vienna, Austria
kopacek@ihrt.tuwien.ac.at

With a cum-laude Doctors degree from Vienna University of Technology,
Professor Kopacek is Head of the Institute for Handling Devices and
Robotics and President of the Austrian Society for Systems Engineering
and Automation. He has Doctor hc degrees from several Universities and
is Corresponding member of the Saxon Academy of Sciences, Member of
the German Academy of Technical Sciences, a Senior member of IEEE,
and the Recipient of the Engelberger Robotics Award.

Nicholas Kottenstette Chapter B.13

Vanderbilt University
Institute for Software Integrated Systems
Nashville, TN, USA
nkottens@isis.vanderbilt.edu

Nicholas Kottenstette, a Research Scientist, holds a MS from the
Mechanical Engineering Department at MIT and a PhD in Electrical
Engineering from The University of Notre Dame. He holds 11 US
patents related to the design and control of (networked) embedded
systems. His current research interests are in high-confidence embedded
system design and the science of cyber physical systems.

Eric Kwei Chapter H.75

University of California, Santa Barbara
Department of Chemical Engineering
Santa Barbara, CA, USA
kwei@engineering.ucsb.edu

Eric Kwei is a graduate student of Chemical Engineering at the University of
California, Santa Barbara. His interests are in mathematical modeling and systems
analysis of insulin signal transduction networks.

Siu K. Kwok Chapter F.49

The Hong Kong Polytechnic University
Industrial and Systems Engineering
Kowloon, Hong Kong
mfskkwok@inet.polyu.edu.hk

S.K. Kwok received the Bachelor of Engineering and a Doctorate in Manufacturing
Engineering from The Hong Kong Polytechnic University in 1991 and 1997, re-
spectively. He is currently a Lecturer at The Hong Kong Polytechnic University. His
research interests include artificial intelligence, industrial and systems engineering, in-
formation and communication technologies (ICT), logistics enabling technologies and
mobile commerce.

King Wai Chiu Lai Chapter F.53

Michigan State University
Electrical and Computer Engineering
East Lansing, MI, USA
kinglai@egr.msu.edu

Dr. King Wai Chiu Lai received his PhD and MPhil degree in Automation
and Computer-Aided Engineering from The Chinese University of Hong
Kong in 2005 and 2002. Currently, he is the Manager of the Nano
Manufacturing Laboratory at Michigan State University. He is conducting
various research projects, such as design, fabrication and application
of nanooptical detectors and solar cells and development of automated
micro/nanofluidic manipulation system.
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Dean F. Lamiano Chapter G.67

The MITRE Corporation
Department of Communications
and Information Systems
McLean, VA, USA
dlamiano@mitre.org

Mr. Dean F. Lamiano is a Principal Communications Engineer and
Associate Program Manager at MITRE’s Center for Advanced Aviation
System Development (CAASD), engaged in the research and system
engineering for air traffic control communications systems. Dean is
a member of IEEE and has a BS in Electrical Engineering from the
SUNY at Buffalo, and an MSEE from the Johns Hopkins University.

Steven J. Landry Chapter G.68

Purdue University
School of Industrial Engineering
West Lafayette, IN, USA
slandry@purdue.edu

Steven J. Landry is an Assistant Professor in the School of Industrial Engineering at
Purdue University. He received his MS in Aeronautics and Astronautics from MIT, and
his PhD in Industrial and Systems Engineering from Georgia Tech. He has over 2500
heavy jet flight hours as a USAF C-141B pilot. His research interests are in aviation
systems engineering and human factors.

John D. Lee Chapter C.25

University of Iowa
Department Mechanical and Industrial
Engineering, Human Factors Research
National Advanced Driving Simulator
Iowa City, IA, USA
jdlee@engineering.uiowa.edu

John D. Lee graduated with degrees in psychology and mechanical engineering from
Lehigh University and owns a PhD in mechanical engineering from the University of
Illinois. He is a Professor in the Department of Mechanical and Industrial Engineering
at the University of Iowa. His research focuses on the safety and acceptance of
human-machine systems by considering how technology mediates attention.

Tae-Eog Lee Chapter F.52

KAIST
Department of Industrial and Systems
Engineering
Daejeon, Korea
telee@kaist.ac.kr

Tae-Eog Lee is Professor in the Department of Industrial and Systems
Engineering and Director of the Center for Modeling and Simulation Tech-
nology Research at KAIST. His interests include automated equipment
scheduling and control and software engineering for semiconductor man-
ufacturing, and discrete event system modelling and control. He graduated
from Seoul National University (KAIST) and Ohio State University.

Wing B. Lee Chapter F.49

The Hong Kong Polytechnic University
Industrial and Systems Engineering
Kowloon, Hong Kong
wb.lee@polyu.edu.hk

W.B. Lee received his Master of Technology from Brunel Univer-
sity in 1976 and the Doctorate from the University of Hong Kong
in 1986. He is the Cheng Yick-chi Chair Professor of Manufacturing
Engineering, the Director of The Advanced Technology Manufactur-
ing Research Centre as well as the Knowledge Management Research
Centre of The Hong Kong Polytechnic. His research interests include ad-
vanced manufacturing technology, materials processing and knowledge
management.

Mark R. Lehto Chapter D.39

Purdue University
School of Industrial Engineering
West Lafayette, IN, USA
lehto@purdue.edu

Dr. Mark R. Lehto is an Associate Professor in the School of Industrial Engineering
at Purdue University, where he is Co-chair of the Interdisciplinary Graduate Program
in Human Factors. Dr. Lehto’s research and teaching interests are in the areas of
hazard communication and decision support. He is particularly interested in methods
of increasing the effectiveness of information provided to consumers and workers.
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Kauko Leiviskä Chapter D.36

University of Oulu
Control Engineering Laboratory
Oulun Yliopisto, Finland
kauko.leiviska@oulu.fi

Kauko Leiviskä received a Diploma degree in Engineering in Process Engineering
in 1975 and the Doctor of Technology in Control Engineering in 1982, both from
University of Oulu. He is Professor of Control Engineering and Dean of Faculty of
Technology. His research interests are in applications of soft computing methods. He
is (co)author of more than 200 publications.

Mary F. Lesch Chapter D.39

Liberty Mutual Research Institute
for Safety
Center for Behavioral Sciences
Hopkinton, MA, USA
mary.lesch@libertymutual.com

Mary F. Lesch holds a PhD in cognitive psychology from the University
of Massachusetts – Amherst. She completed post-doctoral training in
neuropsychology at Rice University in 1999. Since then, she has been
a Research Scientist at the Liberty Mutual Research Institute for Safety
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– programming (CP) 255, 975, 976
– satisfaction 253
– soft 1369
– solver 640
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789
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– sensor 1257
contact angle measurement 1437
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(CVT) 720
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– process 741, 1520
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– sliding mode 200
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454
control application integration 922
control area 1143
control area network (CAN) 242,
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Su
b
ject

In
d

ex



1784 Subject Index

control engineering 64
control hierarchy 592
control issues and related studies on

MHA 973
control loop for
– hydraulic press 1020
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control scheme 1458
control software 919
control strategy
– cascaded 1085
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controlled variable (CV) 537
controller 148, 534
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– performance 214
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– workload 1202
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Cooley–Tukey FFT 1653
cooperation 1550
cooperation requirement planning

(CRP) 1562, 1565
coordinate measurement 850
coordinate measuring machine
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– control 357
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510
cost
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– model 395
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(CCMP) 1557
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– processing 1617
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management) 21
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cry-wolf effect 681
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customer-oriented system 953
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– technique 1429
data model
– building 1090
database
– object-oriented 1426
– PostgreSQL 1650
– public-use 1431
– relational 1426
database (DB) 761, 1426
datacube 1665

Su
b
ject

In
d

ex



Subject Index 1785
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– approach 507
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– method 1346
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– system (DCS) 1016
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– software 605
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– e-Learning 1507
– product automation 546
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model 1584
demand limiting scenario 1087
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(DHS) 1203
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departure process 1207
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dependable system 735
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653, 656, 860, 1066, 1072
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– flow 658
– guide 802
– intent 640
– model 199
– objective 175
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– principle 1562, 1569
– procedure 325
– process 1521, 1649
– project 586
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– strategy 593
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665
design for safety 593

design issues and related studies on
MHA 971

design methodology for MHA 971
design of IMHS 972
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design of work system 1513
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automation 1073
designing a man–machine interface
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desktop printing (DTP) 1273
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989
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developer productivity 1277
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DeviceNet 344, 987
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diabetes 1339, 1340, 1370
diagnostics 506, 510, 1088
– with solid-state chips 1434
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dialogue system 590
dielectrophoretic (DEP) 927
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– force 938
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differential GPS (DGPS) 1097
difficult-to-quantify 704
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digital
– document workflow 34
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– load cell 336
– manufacturing 860, 864, 867
– photo processing 29
– radiography (DR) 903
– signal processor (DSP) 551, 556,
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– subtraction angiography (DSA)
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– technology 64
digital asset management (DAM)
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digital communication fundamentals

238
digital compositing 650
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digital document workflow 31
digital hierarchy
– synchronous 993
digital identity 1282
digital imaging and communication

in medicine (DICOM) 1424,
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Digital Library Foundation (DLF)
1294

digital literacy 84
digital modulation 246
digital puppetry 648
digital repository 1293
digital subscriber line (DSL) 1579
digitally reconstructed radiograph

(DRR) 1460
digital-to-analog converter (DAC)

533
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DigiTool 1293
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direct
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discrete element method (DEM)
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– engineering 728
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distributed control system (DCS)
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distributed optimization 1089
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execution method (DPIEM) 1564
distributed process control (DPC)

1057
distributed sensor network (DSN)

339
distributed signal detection theoretic

(DSDT) model 683
distribution
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disturbance 147
– band-limited white noise 215
disturbance control standard (DCS)

1152
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disturbance variable (DV) 537
division of work 76
DNA between electrodes 1439
DNA conductance 1441
DNA conductivity 1440
DNA folding effect in nanopore

1446
DNA microarray 1362
DNA sequencing
– low-cost 1446
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– charge modulation 1444
DNA-nanopore 1442
DNA-templated assembly

1436

document workflow
– digital 34
document-driven DSS 1542
DOHELIX mechanism 1497
domain name system (DNS) 1578
domain-configurable planner 258
domain-specific design language

(DSDL) 308, 794
domain-specific language (DSL)

308, 370
domain-specific planner 257
double hill function 1412
double-helix shape 1498
downtime cost 718
drawing interchange format (DXF)

646
Drebbel 54
Dresser-Rand Co. 28
drive 552
– technology 1496
driver assistance systems (DAS)

1168
drive-time restriction 393
droop control 1147
drug delivery 21
dry-ice cleaning system 1261
DSpace 1293
dual laser beam welding 1030
duality 184
Duffing forced oscillation system

213
Duke Annual Robo-Climb

Competition (DARC) 1326
dwelling-time 202
dynamic
– model 131
– optimization 391
– output feedback 162, 166
– perturbation 471
– programming 189
– reconfiguration 471
– supply chain 401
– transportation 391
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dynamic case study scenario (DCSS)

1303
dynamic environment 1308
dynamic matrix control (DMC)
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dynamics 1345
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ease of application 716
eBay website 1591
e-Business 1608
– application framework 1551
echelon 623
e-Collaboration 50
e-Commerce 1550, 1673, 1674
– 5C activity framework 1582
– activity view 1580
– definition 1580
– effects view 1580
– emerging issues 1592
– emerging trends 1591
– framework 1581
– generic framework 1582
– information exchange view 1580
– integrated microeconomic

framework 1583
– legal considerations 1577
– market-oriented framework

1583
– metalevel framework 1582
– model and application 1585
– success parameters 1583
– trading view 1580
– user trust 1577
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e-Ethics 810
effective and efficient service

563
effector 647

efficiency 824
– economic 97
– elasticity 98
– energy 1082
– flight 1203
– technical 97
– unit 98
eGovernance 1282
e-Government
– benefit- and industry-driven 1631
– challenge 1633, 1639
– evolution 1630
– hype cycle 1630
– incremental development 1641
– master plan 1631, 1634
– maturity level 1631
– potential analysis 1637
– process chain 1632
– roadmap 1636
– strategy 1634
– success factor 1633
– target group 1629, 1634
e-Health 1592
eigenvalue–eigenvector

decomposition (EVD) 183
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– future development 1523
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electricity market 1141, 1143
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– modeling 1151
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electrocardiogram (ECG) 1428
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electron beam (EB) 473
– lithography 1443
– welding (EBW) 1030
electronic
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electronic data interchange (EDI)

951, 1578
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– system-level design 657
– technique 657
electronic flight instrument system

(EFIS) 1194
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724
electronic recording machine
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(ERM) 1294
electronic software delivery (ESD)
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electronic system-level (ESL) 657
electronically centralized aircraft

584
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– manipulation 624
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– production automation 32
ELV information 762
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– information device 749
embedded system 554
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– stop 1257
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equipment engineering system (EES)

925
equipment integration architecture
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e-Readiness 85
ergonomic work design
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– model 514
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– application 518
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– theory 518
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e-Seal 399
e-Service 19, 730
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392, 400
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– Technology Group (ETG) 990
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Ethernet PowerLink Standardization
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– case 815
– conflict 816
– dimension 812
ethics 72, 87, 810
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– automation challenge 810
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– case study 814
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– code 817
– concerns with automation 812
– definition 810
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– dimension 811
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– framework 825
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– privacy 815
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evaluating
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evaluation procedure 701
event simulation 1056
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evolution strategy (ES) 488
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– multiobjective optimization (EMO)

490
– programming (EP) 488
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– theory 1552
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explicit and tacit knowledge 1523
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exponentially-weighted moving
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extended project estimation and
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extended service set (ESS) 970
extended subset of APT (EXAPT)

838
extensible markup language (XML)

923
extraction process 1133
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fab management 924
fabrication
– semiconductor 914
– wafer 912
facade
– vertical 1261
facility description language-conflict

resolution (FDL-CR) 520
fact constellation scheme 1426
factory
– digital 402
– multirobot 18
– virtual 272
factory automation (FA) 487
failure 505
failure localization 742
failure mode, effects and criticality

analysis (FMECA) 684, 738, 739
failure rate 737
FAL service protocol machine

(FSPM) 989
fall arrester system 1255
false alarm (FA) 1224
Faraday’s law 334
Farcot 57

fastening machine
– C-frame 906
fault 505
– collaborative tolerance 1566
– detection and classification (FDC)

924
– detection and diagnosis (FDD)

629
– functional 509
– isolation 742
– monitoring 1476
– tolerance 341, 1090
– tolerance sensor integration

algorithm (FTSIA) 341
– tolerant control (FTC) 1011
– tolerant time-out protocol (FTTP)

344
– tree 739
– tree analysis (FTA) 685
FDD in building system 1088
feature form 640
Federal Aviation Administration

(FAA) 690, 1184, 1222
federation object coordinator (FOC)

628
Federation of International

Robot-Soccer Associations (FIRA)
1327

Fedora 1293
fee-based information delivery

1592
feed plant
– automated 1129
feed rate 1006
feedback 23, 59, 174
– connection 157
– control 23, 53, 1083
– control loop 1218
– controller 1418
– linearization 193–195
– loop 148
– of cutting information 849
– stabilization 160
feed-forward PID (FPID) 1099
feeding system 1137
fiber-optical current sensor 549
Fiduccia–Mattheyses (FM)

660
field machinery 1096
field message specification (FMS)

919
field of view (FOV) 648
field robot 719
fieldbus 721
fieldbus application layer (FAL)

989
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field-emission scanning electron
microscope (FESEM) 1445

field-programmable gate array
(FPGA) 557, 655

filament winding (FW) 902
final approach fix (FAF)

1190
final approach spacing tool (FAST)

1209
financial
– engineering 770
– intermediary 1614
– mathematics 770
– services industry 1613
financial service industry

1614
finite horizon 191, 259
finite-state machine (FSM) 510
fire and security 1080
fire protection systems operational

reliability 685
first approximation 150
first-in first-out (FIFO) 1522
first-order dependence 508
first-order logic 254
first-order model
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first-order theory 254
Fisher information matrix (FIM)

1348
Fisher’s theory of interest 104
Fisher–Phillips curve 108
Fitch’s turret lathe 840
Fitts’ list 296
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– control 852
– machining center 847
fixed structure stochastic automaton

(FSSA) 225
fixed-coefficients technology

97
fixed-platform
– manipulator 1490
flat-rate 1480
flexibilitization 96
flexibility 39, 725
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– application 39
flexible
– assembly 881
– automation 24
– control function 724
– fixturing 885
– jobshop problem (fJSP) 493
– manufacturing cell (FMC) 837,
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487, 494, 601, 837, 843, 964, 974,
1519

– transfer line (FTL) 601
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– technology 97
flexible-coefficients production
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– efficiency 1203
flight control computer (FCC) 1194
flight control system
– automatic 1206
flight deck
– automation 1215
– principle 1216
flight instrument system 1194
flight level (FL) 1225
flight management computer (FMC)

1194, 1219
flight management system (FMS)

584, 1187, 1232
flight service station (FSS) 1184
flight technical error (FTE) 1206
flooding
– data 403
flooding protocol (FP) 343
floor cleaning
– robot 1255
flotation 1007
– control 1007
flow 149
– automation 23
– sensor 336
flux balance analysis (FBA) 1345
flux cored arc welding (FCAW)

1028
flux-cored arc welding (FCAW)

1029
flyball governor 16
fly-by-wire 1220
fodder plant 1130
Food and Drug Administration

(FDA) 540, 1044
food preparation
– semiautomated 1475
food processing 1041, 1043
food product
– assembly 1055
force on DNA
– nanopore 1445
force sensor 355
forced outage 1144, 1154, 1158
forced response 191
Ford Motor Co. 20
forklift data 1650, 1655

forward collision warning (FCW)
1173

forward kinematics (FK) 647
foundation service 410
Fourier contour
– analysis 1651
– descriptor algorithm 1652
fractional Brownian motion 769
framework of intelligent machine

tools 849
free access 90
free response 191
freight transportation optimization

382
frequency bias 1144
frequency hopping spread spectrum

(FHSS) 992
frequency modulation (FM) 1186
frequency of market changes 603
frequency shift keying (FSK) 985
friction stir
– welding (FSW) 908
front open unified pod (FOUP)

921
front-end
– process 912
front-of-the-house
– process 1622
fruit grading
– robot 1120
– system 1118
fruit harvesting
– robot 1109, 1116
fruit production operation 1116
full state estimation 167
function block diagram (FBD) 370,

722
function division 587
function of product automation 546
functional
– fault 509
functional and structural innovation

847
functional constraint 1345
functional role of automation in

aircraft 1194
functions of mechatronic systems

321
function-specific DSS 1543
future air transportation 1203
future development
– e-Learning 1523
future intelligent machine tool 856
fuzzy
– control 65
– logic (FL) 256, 340, 488, 1099
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– logic control (FLC) 628
– set theory 256

G

gain function 155
gait rehabilitation 1492
game tree 260
game with chance 261
gantry 1258, 1259
gantry-style milling machine 896
Gantt chart 1523
gas metal arc
– welding (GMAW) 1028
gas tungsten arc
– welding (GTAW) 1028, 1029
gas turbine
– combined-cycle 725
Gaussian RBF (GRBF) 204
Gemcom 1005
general control system configuration

177
General Dynamics Co. 20
General Eelectric Energy Co. 33,

38, 1579
general feedback configuration 177
general optimal
– control theory 189
general scheme of a teleoperation

system 451
generalized base equipment 801
generalized predictive control (GPC)

191, 284
generalized pursuit algorithm (GPA)

230
generalized servomechanism problem

169
general-purpose language 307
generative method 48
generative system 376
generator 441
generic equipment model (GEM)

922
generic framework 631
genetic algorithm (GA) 252,

488–490, 629, 631
Genetic and Evolutionary

Computation Conference
(GECCO) 489

genetic programming (GP) 489
genetic search 490
GEO augmented navigation

(GAGAN) 1189
geo-fencing 401
geographic information system (GIS)

644, 1066, 1282

German Institute for Normalization
(DIN) 687

germs 1258
Gestalt effect 1231
gesture recognition 1499
glass roof cleaning
– robot 1258
global
– stability 163
global asymptotic
– stability 150
global navigation
– satellite system (GNSS) 1097,

1190
global navigation satellite system

(GLONASS) 1187
global parameter 1353
global positioning system (GPS)

398, 418, 1066, 1071, 1072, 1096,
1186, 1244, 1324, 1402

global production network 874
globalization 71, 81
Globus toolkit 414
glucose control 1370
GNSS landing system (GLS)

1190
goal of testing 1276
goal orientation 390
goal-based scenario (GBS) 1506
Gompertz model 1373
good automated manufacturing

practice (GAMP) 28
Google 90
– website 1578
gossiping protocol (GP) 343
Government-to-Business (G2B)

1629
Government-to-Citizen (G2C)

1629
Government-to-Government (G2G)

1629
governor valve 29
grade control system for dozers

1073
grades of automation 41
grafting robot 1106
graph theory 521, 967
graphical user interface (GUI) 387,

531, 1136, 1657
greedy search 252
greenfield approach 129
greenhouse automation 1104
grid
– center 205
– computing 414, 1560
Grid Code 1141

grid node 205
– nearer-neighboring 206
– nearest-neighboring 205
– uniform transformation 208
grinding control 1005
gripper 1051
– cryogenic 1053
gross domestic product (GDP)

103
ground delay program (GDP)

1193
ground proximity warning system

(GPWS) 584
ground regional augmentation system

(GRAS) 1187
ground system 1195
ground-based augmentation system

(GBAS) 1187
ground-proximity warning system

(GPWS) 1223
group decision 631
group decision support system

(GDSS) 1542
growth of analytics 1272, 1273
growth of software complexity 735
guidance
– attention 673
– robot 1489, 1490
guided vehicle
– automatic 950
guidelines for preparing silicon chips

for biofunctionalization 1436
guiding coalition 1639
gyroscope 57, 58

H

HACT three-tuple 445
Hall 62
Hamiltonian
– function 190
– matrix 182
Hamilton–Jacobi–Bellman (HJB)

189
handling
– robot 359
handling equipment scheduling

(HES) 493
haptic 730
– representation module 452
– tactile warning 679
hard-disk drive (HDD) 847
hardware integration 324
hardware-in-the-loop (HiL) 328,

329
harvester 21
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hazard
– control 672
– identification 684
– mechanical 593
– monitoring 1221
hazard analysis 684
hazard analysis and critical control

points (HACCP) 1043
hazardous operation (Hazop) 738
Hazen 60
headland management system (HMS)

1100
head-mounted
– display 270
heads up display (HUD) 1205, 1226
heads-down time 1232
health language 7 (HL7) 1395
health level 7 (HL7) 1425
healthcare 1674
– administration 1390
– automation 1380
– industry 511
Healthcare Information Technology

Standards Panel (HITSP) 1395
heat meters 805
heating, ventilating, and

air-conditioning (HVAC) 1079,
1080

– and plumbing 1080
– systems history 1082
helmet-mounted display (HMD)

1226
help desk process 1271
hemodynamic waveform 1414
Heron 15
heterarchical system 626
heterogeneous, autonomous, and

distributed (HAD) 513
heuristic 606, 627, 973
– search 251
hidden Markov model (HMM) 262
hierarchical multilevel system (HMS)

622
hierarchical network 1341
hierarchical systems approach 622
hierarchical task network (HTN)

258
high frequency (HF) 1183
high level language 307
high performance computing 414
high speed ethernet (HSE) 986, 988
high-definition format 651
high-energy beam
– welding 1030
highest occupied molecular orbital

(HOMO) 1440

high-gain observer 168, 212
high-order dependence 509
high-performance liquid

chromatography (HPLC) 1363
high-performance machining 897
high-performance storage system

(HPSS) 1647
high-performance wireless research

and education network (HPWREN)
1647

high-pressure switch (PSH) 542
high-speed message standard

(HSMS) 922
highway addressable remote

transducer (HART) 985
hill climbing 252
historical development of

construction automation 1066
holarchy 626
hole-hopping mechanism 1438
holon 625
home electricity usage 1480
HOMO 1440
homobifunctional linker 1437
horizontal construction automation

1066
hospital information system (HIS)

1423, 1427
hospital pharmacy information

system 1428
host computer system (HCS) 1207
household energy management

1478
household system 1263
household vacuum cleaning 1257
HSI (hue, saturation, intensity)

1120
Hubble space telescope 1243, 1646
human
– error 671
– interaction 288
– reliability analysis (HRA) 685
human attributes
– automated 42
human error analysis (HEA) 684
human factor 1229
Human Factors Design Standard

(HFDS) 690
human genome project 1446
human impact 75
human interaction loop 289
human machine
– interface (HMI) 741
human skill 723
human supervisory 442
– interface 31

human task simulator 1514
human value 75, 76
human–automation
– collaboration 1652
– collaboration taxonomy (HACT)

437–439, 445
– decision-making 437
– participant 25
human–computer interaction (HCI)

1554, 1555
human-like communication 1499
human–machine
– collaboration 732
human–machine interface (HMI)

463, 551, 1016, 1056, 1499
humanoid robot 1320, 1491
– World Cup Soccer Tournament

(HuroSotCup) 1328
human-oriented design 586
human–robot interaction 1254
humorous gadget 42
hybrid assistive leg 1492
hybrid automation 1016
hybrid electrode fluorescent lamp

(HEFL) 1105
hybrid genetic algorithm 498
hybrid system 633
hybridization detection with

nanopore 1445
hydraulic press 1019
– control loop for 1020
hydraulics 15
hydrolysis of chips 1437
hygienic design 1043
hyperbolic equilibrium 150
hyperbond 730
hypertext transfer protocol (HTTP)

923
Hyundai Heavy Industries Ltd. 32

I

IAMHS 963
– design 963
– hierarchical system architecture

963
– research 973
IC technology 655
ID design process model 1504
identifiability 1348
– a priori 1365
identification 505, 1375
image overlay 1402
image-guided
– radiation therapy (IGRT) 1373
– robotics 1451
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IMC control of a plant with time
delay 179

immaterial property 88
immersive learning 1299
– simulation (ILS) 1301
imperfect information 261
implementing customer-facing

system 1624
inaction–penalty (IP) 226
incentives
– economic 1092
incident
– mapping 512
independent system operator (ISO)

1141
indoor environment 1079
induced collision 1228
induced norm 182
inductance-based
– sensor 334
industrial agent component 474
industrial automation 5
– growth 1677
industrial automation network 982
industrial case study 606
industrial communication 981
– protocols 981
industrial control 57
industrial engineering 1503
industrial protocol (IP) 988
Industrial Revolution 16, 23
industrial robot 349, 1313
industrial service 560
industrial, scientific, and medical

(ISM) 993
industry
– process 29
industry foundation class (IFC)

1066, 1070
infinite horizon problem 259
informatics
– medical 1382
information 71, 75
– assurance 813
– asymmetry 1281
– automation 1225, 1228
– enterprise-wide system 1597
– exchange 548
– flow in PLM 759
– integration 133, 675, 682
– interchange 874
– interface technology (IIT) 967,

969
– interface technology (IIT) with

wireless technology 969
– management 1382

– module 1429
– processing 318, 324
– quality 681
– service 1267
– system (IS) 1578, 1584
– systems tier 874
information and communication

technology (ICT) 93, 620, 951,
1503, 1629

information device
– embedded 749
information technology (IT) 405,

838, 839, 1379, 1529
– architecture 1637
– convergence 1089
– economics 1281
– grid 405
– investment 1619
– jig 1518, 1520
– legacy system 406
– security 1637
– service 1267
– virtualization 405
information-based business 1614
infotronics and mechatronics

technology (IMT) 735
infrared (IR) 1205
– beam 1258
infrared detector
– CNT-based 944
infrastructure management 1280
– service 1269
input
– control 148
– exogenous 148
input and display system 590
input and output (I/O) 475, 993
input-to-state stability (ISS) 154
inside mold line (IML) 895
inspection system 298, 1047
– ultrasonic 904
institutional repository (IR) 1293
institutional review board (IRB)

824
instruction list (IL) 370, 723
instructional design (ID) 1503
– circuit model 1519
instrument flight rule (IFR) 1189,

1224
instrument landing system (ILS)

1183, 1186, 1187
instrument meteorological condition

(IMC) 1190
Instrument Society of America (ISP)

539
instrumentation 548

insulin pump 1370
insulin signaling pathway 1339
insurance product 1615
integer programming (IP) 976
integrated and automated material

handling system (IAMHS) 962,
977

integrated bridge system 36
integrated business process 1599
integrated circuits (IC) 653
integrated control 741–743
integrated direct/indirect adaptive

robust control 211
integrated human and automation

system 571
integrated library system (ILS)

1285, 1287–1289
integrated machine tool 847
integrated pond system (IPS) 1114
integrated safety 132
integrated services digital network

(ISDN) 993
integrated vehicle based safety

systems (IVBSS) 1171
integrating the healthcare enterprise

(IHE) 1395
integration 130, 1554
– architecture 921
– forms of processes with electronics

323
– mechatronic systems 324
integrative environment 1308
integrity of capital conferred by

owner 104
intellectual asset 1523
intellectual property (IP) 655
intelligent
– agent 631
– CNC machine tool 848
– electronic device 33
– forklift 873
– machine for the future 838
– machine tools 849
– mine program 1004
– parking assist (IPA) 1169
– robot 350, 352, 359
– walking aid 1496
intelligent (power) assisting device

(I(P)AD) 720
Intelligent Ground Vehicle

Competition (IGVC) 1325
intelligent transportation system

(ITS) 345, 1165, 1166
Intelligent Vehicle Initiative (IVI)

1174
intended goal structure (IGS) 512
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intensity modulated radiotherapy
(IMRT) 1372

interacting with automation 296
interaction
– human 288
– level 1552
– model 389
– object-based 923
interactive
– companion 42
– label 674
– multiple model (IMM) 1192
interactive adaptive-weight genetic

algorithm (i-awGA) 491
interarrival
– separation 1200
– time (IAT) 1200, 1201
interchange
– inadvertent 1144
– net actual 1144
– scheduled 1144
interchangeability 799
interconnected system 627
interconnection 1140–1144, 1146,

1148, 1151–1153, 1161
interface
– augmented-reality 937
– human machine 741
– man–machine 587
interface performance 445
interfacing biological molecule

1434
interlock configuration 542
intermodal 401
internal model controller (IMC)

178
internal rate of return (IRR)

706
internal stability 178
International Civil Aviation

Organization (ICAO) 1182
International Electrotechnical

Commission (IEC) 687
International Federation of Automatic

Control (IFAC) 87
International Organization for

Standardization (ISO) 687
International Space Station (ISS)

461
International Standards Organization

(ISO) 540
Internet 15, 19
– banking 1623
– protocol version 6 (IPv6) 456
– service providers (ISP) 824
– traffic ranking 1585

Internet banking and the role of
adoption 1622

Internet-based research 822
interoperability 800, 1090, 1394,

1635
– framework 1532
– semantic 1641
– technical 1641
inter-organizational DSS 1543
interpatient variability 1366
interval calculus 340
intra-organizational DSS 1543
intrapatient variability 1366
intra-supply-chain data integration

platform 875
intra-supply-chain information

system (ISCIS) 874
intrinsically safe lightweight low-cost

arm (ISELLA) 1498
invariance 152
inventory
– vendor-managed 951
inverse kinematics (IK)

647, 1260
in-vitro
– information 1367
– physiological system 1374
– to in-vivo translation 1374
in-vivo measurement 1367
in-vivo pump flow signal 1419
ion channel 1433
ionic concentration modulation

1445
ionic current through nanopore

1441
ionization potential of DNA bases

1438, 1440
irrigation 74
irrigation system 1101
– automated 1103
Isaac Asimov 19
ISELLA 1496
– robot arm 1498
isochronous control 1147
ISS-Lyapunov function 155

J

J. von Neumann 91
James Watt 16
Japan e-Learning Consortium (JeLC)

1508
Java 264, 265
– database connectivity (JDBC)

1535
– real-time system (Java RTS) 383

Jet Propulsion Laboratories (JPL)
510

job analysis 1505
job description language (JDL) 474
job performance aid (JPA) 672
job-shop control 724, 725
John Diebold 20
join/leave/remain (JLR) 1567
joint architecture for unmanned

ground system (JAUGS) 1101
Joint Dark Energy Mission (JDEM)

1648, 1667
joint planning and development office

(JPDO) 1203
Joseph Jacquard 16
just in time (JIT) 708

K

Kalman 64
– extended filter 1419
– filter 184, 339
keep it simple system (KISS) 1566
Kerry warehouse management

system (KWMS) 873
key performance indicator (KPI)

1304
keyframe animation 648
K -factor 1149
Kirchhoff’s
– current law (KCL) 1413
– voltage law (KVL) 1413
Klondike 250
knowledge
– chain management (KCM) 1519
– creation 1503
– generation 1385
– interchange format (KIF) 1533
– management (KM) 745, 1383,

1581
– representation 1384
– subsystem (KS) 631
knowledge-based
– approach 507
– system 1266, 1561
knowledge-driven DSS 1543
Ktsebios 53
Küpfmüller 59, 66

L

L’Oreal e-Strat 1306
label-free DNA detection 1435
labor management system (LMS)

953
labor productivity 102
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labor welfare 4
laboratory information system 1427
labor-intensive system 101
labor-intensive technique 99
ladder diagram (LD) 370, 722
landing system 1190
language 72, 88
– subsystem (LS) 631
languages of the IEC 61131-3

standard 1017
Large Hadron Collider (LHC) 1560
Large Synoptic Survey Telescope

(LSST) 1667
large-scale complex system (LSS)

619, 630
laser contour scanning 646
laser scanning 1072
laser-beam
– welding (LBW) 1030
lateral drift
– warning system (LDW) 1174
lateral navigation (LNAV) 1190
layer hierarchy 205
layer of automation 742
layers of protection 542
lead time 396
lean construction (LC) 1066
learning 1569
– dilemma-based 819
– electronic 1587
– personalized 1674
– problem-based 1511, 1512, 1514,

1559
– team 1309
learning automata (LA) 221
– classification of 224
– fixed structure 225
– variable structure 225
learning automaton 223
learning by doing 1306
learning contents management

system (LCMS) 1509
learning format 1506
learning from humans 298
learning information package (LIP)

1511
learning management system (LMS)

1509
learning object metadata/learning

object reference model (LOM)
1511

learning outcome 1517
learning rate 211
learning style
– comprehensive 1512, 1513
learning through gaming 1300

learning window 232
left ventricular assist device (LVAD)

1409
legacy relay 38
legacy software interface 1662
legal issue in e-Commerce 1593
legal system 72
Leipzig’s new exhibition center

1259
level of collaboration (LOC) 437,

445
level of computerization and

interactivity 1508
levels of automation 296
levels of information systems

interoperability (LISI) 1532
levels of intelligence 41
levels of process control and

optimization in manufacturing
530

LHC computing grid (LCG)
1560

libraries of reusable components
373

licence compliance 788
Lie algebra 193
life expectancy 76
lifecycle
– cost 715
– management 749
– of an industrial plant 560
– of a plant 559
– of machine and equipment 719
– optimization 139
– planning 141
lifelong education 86
lifting assistance 1488
lift-tenter 55
lighting 648
– system 1080
limit set 153
limited-depth search 261
limits
– automation 305
– mechanization 306, 309
line balancing 605
linear approximation 1347
linear inaction-penalty scheme 226
linear matrix inequality (LMI) 627
linear programming (LP) 383, 976
linear quadratic (LQ) problem 183,

191
linear reward–inaction scheme 226
linear system 160, 170
linear variable differential

transformer (LVDT) 334, 335

linearization
– feedback 193–195
linear-quadratic-Gaussian (LQG)

65
lines of collaboration and command

(LOCC) 1568
link layer mapping protocol machine

(LMPM) 991
link resolver 1292
liquid-chromatography mass

spectroscopy (LC/MS) 1363
liquid-crystal display (LCD) 919
list processing (LISP) 976
living systems adaptive transportation

network (LS/ATN) 391
living systems autonomic machine

control (LS/AMC) 386
load cell
– digital 336
load constraint 393
load following 1145
loader
– robot 360
load-frequency control 1144, 1145,

1148
load–haul–dump (LHD) machine

460
load-shedding 1155
loan process 1619
local agent controller 386
local area augmentation system

(LAAS) 1188
local area network (LAN) 38, 982,

984, 1120, 1425
local balancing authority (LBA)

1141
local parameter 1353
local planning module 452
local scanning 935
local-area augmentation system

(LAAS) 1189
localizer performance with vertical

guidance (LPV) 1188
location awareness 722, 982
logic 253
– programming 255
– synthesis 659
logical axiom 254
logical observation identifiers names

and codes (LOINC) 1384
logical reasoning 253
logistic execution system (LES)

953
logistics support 566
long-range navigational (LORANC)

system 398
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loss function 189, 192, 193
lot size 725
Louvre Pyramid 1259
low level wind-shear alert system

(LLWAS) 1193
low-cost
– DNA sequencing 1446
low-energy
– adaptive clustering hierarchy

(LEACH) 344
low-energy electron point source

(LEEPS) 1439
lowest unoccupied molecular orbital

(LUMO) 1440
low-level switch (LSL) 542
low-level windshear alerting system

(LLWAS) 1222
low-power design 664
Luenberger observer 162
lunar rover 1249
Lunokhod 2 1249
Lyapunov
– function 151, 196
– matrix equation 209
– stability theory 196
Lyons Electronic Office (LEO)

1578

M

machine 320
– behavior 122
– control 385
– learning 48, 1266
– set 318
– vision 721, 1108
– vision system 883
machine tools 121
– geometric error 122
– kinematic model 122
– real-time error compensation 123
– thermally induced error 122
machine-readable cataloging

(MARC) 1285
machines automation 949
machine-to-machine (M2M) 399
machining 122
– automated lines 601
– line design 603
– lines 600
– process 850, 852
machining center 602, 841
– five-axis 847
– parallel kinematic 848
macroeconomic 96
– effect 102, 105, 107

magnetic resonance imaging (MRI)
19, 1425

maintainability 735, 736
maintenance 742, 743
– condition-based 744
– cost 718
– web-based 731
maintenance, repair, and operations

(MRO) 1589
managed environment 1308
management
– communication 1639
– congestion 1161, 1162
– customer relationship 741, 761,

1535, 1597, 1598, 1605, 1606
– network 1278
– peak load 1086
– product data 642, 749
– security 1278
management circle model 1504
management database 807
management decision system (MDS)

1540
management enterprise resource

planning (MERP) 1303
management information need

1540
management information system

(MIS) 32
managing IT infrastructure 1280
Manchester bus powered (MBP)

986
manipulated variable (MV) 537
manipulation 1491
– automated 931, 933
– elementary 624
– object 1494
manipulator 1110
– Cartesian coordinate 1117
– fixed-platform 1490
– portable-platform 1490, 1491
man–machine 72
– communication 589
– interaction 576
– interface 594, 1461
– system (MMS) 574
man–machine communication
– principle 591
manual
– part programming 845
manual data input (MDI) 841
manufacturing 493
– agile manufacturing 119
– assembly pilot (MAP) 1579
– automation 35
– computer-aided 580, 838

– computer-integrated 716, 923,
1531, 1555

– digital 860, 864, 867
– discrete part 121
– execution system (MES) 741,

804, 921, 922, 964
– lean manufacturing 118
– process 913
– process automation system (MPAS)

865
– resource planning (MRPII) 1597
– resources planning (MRP) 1542
– semiconductor 912
– tolerances 119
– virtual 859, 860, 863
manufacturing system 487, 494,

601, 837, 843, 964, 974, 1519
– reconfigurable 602
mapping
– crossover (WMX) 496
– incident 512
MARC format 1286
market
– automation 1678, 1679
Markov decision
– problem (MDP) 507
– process (MDP) 259, 287
Mars Exploration Rover Mission

1243
Mars lander 15
Mars reconnaissance orbiter 1249
Mars rover 257
Massachusetts Institute of

Technology (MIT) 1323
master production plan 1522
master production schedule (MPS)

1516
material control system (MCS) 921,

922
material flows in warehouse system

962
material handling
– automated 921
– automation (MHA) 961, 969, 977
– equipment 971
– equipment machine (MHEM) 961
Material Handling Industry of

America (MHIA) 961
material management system (MMS)

964, 967
material removal rate (MRR)

896
material requirements planning

(MRP) 1515
material safety data sheet (MSDS)

687
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materials resources planning (MRP)
1304

MATLAB 188, 368
matrix factorization 179
matrix fraction description 173
– left matrix fraction description

(LMFD) 176
– right matrix fraction description

(RMFD) 176
Maudsley’s screw-cutting lathe 839
maximum likelihood 1365
maximum profit 101
maximum tolerated dose (MTD)

1363
maximum-likelihood estimation

(MLE) 1364
MBE simulation 1303
M-circle 62
mean aortic pressure (MAP) 1414
mean sea level (MSL) 1184
mean time between failures (MTBF)

738
mean time to repair (MTTR) 738
measurement
– repeatability 117
– reproducibility 117
– resolution 117
– uncertainty 118
measurement and actuation 529
measures
– of robustness 187
mechanical
– hazard 593
mechanical component of arc

welding robotic station 1036
mechanical process 318
mechanical systems 317, 319
mechanistic model 1348
mechanization 23
– limits 306
mechatronic designed systems 323
mechatronic developments 319
mechatronic system 317, 321, 324,

328
– definition 318
– example 320
– function 322
mechatronics 1096
media access control (MAC) 346
media interface card (MIC) 38
medical
– informatics 1382
– navigation 1453
– robot 1451
medical imaging 1451
– registration 1452

medical intervention
– computer-assisted 1452
medical order-entry 1425
medical robot
– development 1454
– fundamental requirements 1404
– kinematic structure 1403
medical robotic
– active 1399
– classification 1398
– clinical added-value 1461
– cost issue 1462
– emerging trends 1405
– endoscopy 1455
– evaluation (of the system) 1462
– miniature robot 1456
– neurosurgery 1454
– orthopaedics 1454
– radiotherapy 1459
– semiactive 1399
– teleoperation 1455
medical support system 1427
medium access control (MAC) 242,

986, 991
medium attachment unit (MAU)

986
medium-density fiber (MDF) 1022
mental model 641
message and service bus 1534
message-oriented middleware

(MOM) 1534, 1560
messaging 409
– interoperability 409
– schema 409
metabolic elimination and clearance

1367
metabolic pathway analysis (MPA)

1345
metabolism 1344
metadata 1287
metaheuristics 606
metal active gas (MAG) 1028
metal inert gas (MIG) 1028
meta-level framework 1582
metallic SWCNT (m-SWCNT) 939
MetaQuest 1292
metasearch 1291
metering and spacing (M&S) 1209
methodology for designing

interenterprise cooperative
information system (MeDICIS)
1561

MetOp-A satellite 1250
metropolitan area network (MAN)

984
micro air vehicle (MAV) 1325

micro DEP chamber 940
Micro Robot World Cup Soccer

Tournament (MiroSot) 1327
microanalysis 76
microarray 1363
microeconomic 96
micro-electromechanical oxygen

sensor 550
microelectromechanical system

(MEMS) 336, 550, 556, 928
microelectronic circuits 653
microprocessor control 1470
microproduction 385
microsensor 333, 336
– array (MSA) 342
Microsoft System Center (MSCC)

782
– Configuration Manager (MSCCM)

782
Middle East Technical University

(METU) 1326
middle of life (MOL) 750, 761
middleware 753, 759, 1560
– architecture 753
– for facility sensor network

(MidFSN) 344, 345
– technology 1560
mid-term effect 102
mid-term equilibrium 106, 107
milking
– robot 1113
milling
– chemical 898
milling machine 39
million instructions per second

(Mips) 1330
Milnet 1578
MIMO
– controller 132
– feedback system 173
– system 182
mine operation center (MOC)

1010
mini robot cell 360
miniature
– robot 1399
minimally invasive surgery (MIS)

462, 1401
minimax value 260
minimization under constraint 193
minimum acceptable rate of return

(MARR) 706
minimum safe warning altitude

(MSAW) 1191
minimum transmission energy (MTE)

344
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minimum vector field histogram
(MVFH) 1489

Mining Automation Program 1004
mining method 1004
Minorsky 59
missed approach point (MAP)

1190
missing a detection (MD) 1224
mixed pallet automation 1046
mixed-integer
– dynamic optimization 1373
– programming (MIP) 608, 976,

1373
mixed-reality 729
– concept 717
MMS-related issue 974
mobile autonomous robot 1491
mobile commerce 1591
mobile communication 399
mobile machine
– nmanned 42
mobile service robot 1486
mobile-agent-based DSN (MADSN)

343
mobility 279
– aid 1487
modality effect 680
MODBUS 988
mode confusion 1219
mode control panel (MCP) 1219
model 254
– checking 509, 740
– consistency 272
– declarative 739
– dynamic 131, 1342
– parameter LVAD 1416
– predictive control (MPC) 530,

536, 629, 1011, 1354, 1365,
1368–1371

– warning effectiveness 680
model reuse 140
model-based
– control 1362, 1368
– fault detection 325
– learning 820
– predictive control (MPC) 191
– quality-predictive control 1022
– shared control 1489
model-driven
– DSS 1543
– requirements analysis 746
– software development 366, 368
modeling 329, 646, 755
– and software 365
– in vivo 1367
– metabolism 1344

– parameters for DNA conductivity
1441

– probabilistic 341
– procedural 646
– process dynamics 481
– tool 514
model-level reuse 377
model-predicted deviation 1369
moderator 440
modes of navigation 1189
modular control 387
modular production machine

381
modularization 403
module
– augmented-reality 452
molecules on surface 1438
moletronic 1434
monitoring 1309
– and control 1427
– and control of welding 1035
– system 741, 742
monitorizing 96
more advanced clothes washer

algorithm 1471
most work remaining (MWKR)

1523
motif 1341
motion capture animation 648
motion path animation 648
Motion Pictures Expert Group

(MPEG) 651
moving target 389
MTSAT satellite-based augmentation

system (MSAS) 1189
multi protocol label switching

(MPLS) 993
multiagent manufacturing control

1570
multiagent system (MAS) 513, 514,

629, 1313
multi-approach to conflict resolution

(Mcr) 516
multicenter traffic management

advisor (McTMA) 1207
multichannel system 627
multichip package (MCP) 912
multicore 75
multifunction display (MFD) 1221,

1228
multi-input multi-output (MIMO)

200
multilateral negotiation 387
multilayer control system 633
multiloop control 1085
multimodal warning 679

multiobjective evolutionary algorithm
490

multiobjective genetic algorithm
(moGA) 491

multioperation
– robot 1117
multiparametric programming

problem 193
multiple
– robot 357
multiple control display unit

(MCDU) 1194
multiple mobile system 290
multiple-input and multiple- output

(MIMO) 173
multiple-input and multiple-output

(MIMO) 173, 925
multiple-input multiple-output

(MIMO) 535, 1085
multirobot
– factory 18
multirobot (agents) system (MAS)

1326
multisensor
– data fusion 339
– integration (MSI) 341
– network system 338
multislice CT volume scan system

1427
multitasking 847
multivariable
– control 530, 535
– feedback system 174
multi-walled carbon nanotube

(MWCNT) 929
mutual information 241

N

Nano Robot World Cup Soccer
Tournament (NaroSot) 1327

nanoassembly 937
nanoelectromechanical system

(NEMS) 927
nanoenvironment 930
nanomanipulation 935
nanomanufacturing 930
nanoobject 938
nanoparticle 931, 935
nanopore 1433, 1441, 1443
– channel (NPC) 1443, 1446
– force on DNA 1445
– nucleotide detection 1442
– programming 1442
– selective detection of DNA 1446
– sensor 1441
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Subject Index 1799

– sequencing codon 1443
– shrinking mechanism 1443
– solid-state 1443
nanosensor 336, 338
nanotechnology 665
nanotube 338
nanowire 933, 934
NAS CNS/ATM infrastructure 1183
National Airspace System (NAS)

1182
National Chief Information Officer

1640
National Civil Aviation Authority

(CAA) 1182
National Defence Research

Committee (NDRC) 61
National Digital Heritage Archive

(NDHA) 1293
National Energy Research Scientific

Computing Center (NERSC)
1647

National Institute of Standards
(NIST) 300

National Nanotechnology Initiative
(NNI) 1434

natural unemployment 107
natural-language processing (NLP)

262
Naval Air Systems Command

(NASC) 472
navigation 279, 1262, 1494
– car 1265
– control 285
– controller 1099
– medical 1453
– radial 1189
– system 1186, 1257
NAVSTAR global positioning system

(GPS) 1097
NC machine tool 840
NC machining 895
– center 39
NC part programming 844
near field
– communication (NFC) 721
near infrared (NIR) 1119
Nearby Supernova Factory

(SNfactory) 1646
Near-Earth Asteroid Tracking

Program (NEAT) 1647
NEFUSER (neural-fuzzy system for

error recovery) 518
negative DEP 939
neonatal intensive care unit (NICU)

1385
net present value (NPV) 706, 1620

network
– as storage (NAS) 1271
– biochemical 1365, 1367, 1368
– characteristic method 1149
– communication 981
– identification 1346
– inference 1346
– interface card (NIC) 970
– management 1278
– model 1340
– on chip (NoC) 666
– reconstruction 1346
– structure 1375
– theory 521
network-centric operation 1235
networked
– control system 241, 242
– embedded system (NES) 556
– organization 1567
networking 39, 922
neural component 203
neural-fuzzy system for error

recovery (NEFUSER) 518
neurosurgical virtual automation

274
neutral file format 642
next-generation
– air-traffic system 1234
Nichols Chart 63
night-setback 1086
NISO Metasearch Initiative 1292
NISO standard 1291
noise attenuation 174
noise power 215
nominal
– operating point 193
– performance (NP) 187
– prices and wages 102
– stability (NS) 186
non real-time communication 993
nonadaptive automation 300
nondeductive reasoning 254
nondestructive inspection (NDI)

903
nondirectional beacon (NDB)

1183
nonlinear
– dynamic system 195
– least squares 1364
– system 163, 193
nonlogical axiom 254
nonmonotonic reasoning 254
nonprobabilistic modeling 341
nonreal-time (non RT) 991
nonresonance condition 171
nonterminal symbol 263

nonuniform rational B-spline
(NURBS) 646

nonzero-sum payoff 261
Norbert Wiener 20
normal form 166
normalized EWMA
– statistics 1090
North American Electric Reliability

Corporation (NERC) 1141, 1151
noticeability 674
NP
– completeness 253
– hard 383
nucleotide detection with nanopore

1442
numerical control (NC) 121, 122,

351, 580, 724, 837, 894, 895, 1521
– computerized 841
– coordinate systems in 844
– direct 32
numerical simulation
– software 1514
NURBS patch 646
nursing information system 1429
Nyquist 59, 62
Nyquist–Shannon sampling theorem

1231

O

OAI (Open Archives Initiative)
1295

object
– manipulation 1494
object database connectivity (ODBC)

1535
object detection 1494
object format 646
object-based
– interaction 923
object-based equipment model

(OBEM) 923
object-oriented
– database (OODB) 1426
– methodology (OOM) 1275
– modeling 135
– programming (OOP) 1066
object–process methodology (OPM)

366
OBS framework 375
observable 162
– canonical form 162
observation scheduling 1658
observer 161, 167
– pole 185
observer-based control 163
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1800 Subject Index

obstacle detection 1255
obstacle model 1494
occupancy
– sensor 1086
Occupation Safety and Health

Administration (OSHA) 686
occupational safety 592
odometer 1260
ODVA 991
office automation 18, 25
Office of Science and Technology

Policy (OSTP) 1203
Office of Scientific Research and

Development (OSRD) 61
offline planning 257
offline programming system 357
Ohio College Library Center (OCLC)

1286
Oliver Evans 16
on, out, off, in (OOOI) 1185
onboard unit (OBU) 398
on-chip DNA hybridization detection

1434
on-demand software 785
online
– banking 1586
– process control (OPC) 741
online analytical processing (OLAP)

1272, 1273, 1426, 1542
online auction 1590
online collision monitoring

1494
online information exchange (ONIX)

1287
online planning 257
online quality information system

(OQIS) 1557
online retail shopping 1585
online travel agents 1579
open
– architecture control (OAC) 849
open applications group integration

specification (OAGIS) 741
open grid services architecture

(OGSA) 410, 414
open protocol 1091
open real-time operating system

(ORTS) 849
open system 306
Open URL linking 1291
open-circuit (O/C) 1412
open-loop
– operation 1083
operating environment 736
operating reserve market 1142
operating room (OR) 1403, 1456

operation
– analysis 4
– handbook 1152
– open-loop 1083
– planning system 856
– research (OR) 383
operational
– CRM 1607
– excellence 128
– requirement 914
– speed 1044
operator interaction 141
operator training systems (OTS)

1018
operator trust 681
operator–automation networks

430
operators experience 723
ophthalmic virtual automation 275
Oppelt 63, 66
optical inspection
– automated 391
optical proximity correction (OPC)

665
optimal control 185, 1365, 1368
optimal decision threshold 683
optimal start 1086
optimality 1345
optimization 138, 383, 1368
– bottom-up 394
– dynamic 391
– method 606
– problem 608
optimizing e-Work 1571
orchard automation system 1116
ordinary differential equation (ODE)

1342
organization 1637
– collaborative 1567
– networked 1567
Organization for Economic

Cooperation and Development
(OECD) 1637

organizational
– interoperability 1533
– layers 25
– leadership 830
– work design 573
oriented bounding box (OBB)

1494
original equipment manufacturer

(OEM) 743
originating depository financial

institution (ODFI) 1618
orthosis 1491
out-of-the-loop problem 1229

output
– measured 148
– regulated 148
– regulator 1371
output feedback 184, 186
– control 186
– controller 213
– controller construction 211
– dynamic 162, 166
outside mold line (OML) 895
outsourcing 1268, 1271, 1621
overall equipment effectiveness

(OEE) 128
overhead hoist transporter (OHT)

921, 963
oxygen sensor 550

P

pacemaker 15, 1361
package implementation 1268,

1278
packaging 1046
palletizing 1046, 1048
paper
– industry 1015
– machine 1023
– mill 29
parallel computing 666
parallel distributed systems facility

(PDSF) 1647, 1655
parallel kinematic machine tool

(PKM) 847
parallel machines 607
parallel problem solving from nature

(PPSN) 489
parameter estimation 1364
parametric impulse phase response

curve (pIPRC) 1349
parent–child reference 640
Parseval’s theorem 181, 182
part
– feeder 882
– grasping 883
– master 1522
– matching 1568
part fabrication system
– automated 895
part programming 846
– manual 845
partial state 166
partially observable Markov decision

process (POMDP) 287
participatory design 1668
particle filter 1262
particle-system modeling 646
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Subject Index 1801

partitioning 660
part-of-speech tagging 262
passive medical
– robot 1398
passive robotic walker 1487
patent 71, 90
– right 828
path planning 1098
patient record 1426
pattern
– language 310
– recognition 1274
pay per
– transaction 1281
payment
– electronic 1625
– process 1618
PCs and analytics 1273
PDKM architecture 754
peak load
– management 1086
peaking phenomena 212
pedagogy 87
perception 1231
performance 186
– alarm 1087
– animation 648
– assessment methodology 1088
– automation system 301
– measure 515
– monitoring 1087, 1476
– robot 1317
– shaping factor (PSF) 685
– standard 1143
performance indicator 1304
performance indices 216
– average control input 217
– average tracking performance 217
– degree of control chattering 217
– final tracking accuracy 216
– transient performance 216
performance monitoring 562
person authentication 1279
person tracking 1488
personal
– robot 1319
personal control and privacy 1482
personal digital assistant (PDA)

750, 1066, 1425
personalized
– learning 1674
perturbation
– dynamic 471
perturbation model 187
– additive 187
– multiplicative 187

pervasive technology 392, 400
Petri net 510, 627, 1341
petroleum industries early days 6
pharmaceutical assembly cell 31
pharmacodynamics (PD) 1362
– anatomical/physiological 1367
pharmacokinetics (PK) 1362, 1366
– compartmental 1365
– physiological 1365
– population 1365
phase
– cardiac cycle 1413
– portrait 216
– response curve (PRC) 1349
– sensitivity 1352
phase-based
– sensitivity 1351
phases of an automated system 586
phase-shift keying (PSK) 247
Phillips curve 108–110
Philon 53
phosphor imaging 1437
photo processing
– digital 29
photodiode 335
photodynamic therapy (PDT)

1372
photoresistor 336
photosynthetic photon flux density

(PPFD) 1105
phototransistor 335
physical
– adsorption 1435
– architecture of a teleoperation

system 453
– asset management (PAM) 869
– ergonomics 1232
physically based animation 648
physical-symbol system 249
physico-chemical constraint

1344
physiological design
– workplace 588
physiological modeling 1366
physiologically based

pharmacokinetic (PBPK) 1374
physiologically-based model 1367
pickup and delivery 391
picture archiving and

communications system (PACS)
1391

piezoelectric element 336
pilot
– automatic 18
piracy 90
place/transition (P/T) 1342

planning 257
– classical 258
– continuous 394
– graph 258
– horizon 396
– testing function 1276
planning and scheduling 531
– automation 1074
planning system
– operation 856
plant
– construction 128
– model 203
– operational management level 8
– optimization 139
– upgrade 129
plasma arc welding (PAW) 1029
plasma dynamic 1366
PLD design 654
P-Net 989
pneumatic techniques 7
pneumatics 15
point contact 1443
point of failure 1656
point of sale (POS) 1270
point-to-point protocol (PTP) 343
Poisson–Nernst–Planck equation

1444
polygon 646
polymerase chain reaction (PCR)

1104
Pontryagin minimum principle 190
population modeling 1366
portable-platform
– manipulator 1490, 1491
position
– sensor 335
position sensing 1097
positional awareness 398
positioning
– relative 1097
positioning mobile with respect to

fixed (PMF) 457
positioning system 398, 418, 1066,

1071, 1072, 1096, 1186, 1244,
1324, 1402

positive definite function 151
positive DEP 939
positive marginal productivity 98
positron emission tomography (PET)

1427
PostgreSQL
– database 1650
postproduction 650
potential field method 1489
potential utilization 99
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1802 Subject Index

potentiometer 335
power
– control 1148
– generation 33
– management system 36
– saving design 664
– substation automation 38
– substation control

system-of-systems 38
– supply 33, 1254
– switch 38
– system reliabilty 1140
– takeoff (PTO) 1096
– windmill 21
power balancing 1140, 1141
– mechanism 1143
– simulation 1158
power-frequency characteristic

1146, 1149
powerlink 990
precision
– assembly 881
– automation 117
– cost and benefits 119
– freehand sculptor (PFS) 1399
– laser radars (LADARS) 1066
– of motion 122
– optical product 868
preclinical 1363
predeparture clearance (PDC) 1185
predetermined time standard (PTS)

3
predicted human error probabilities

686
predictive control 191, 284
predictive RMS assessment 738
preference function (PF) 710
preference ranking organization

method for enrichment evaluation
(PROMETHEE) 710

preliminary design 603, 604
preliminary hazard analysis (PHA)

684
preparing test data 1276
prerequisites for performance 578
pressure and temperature
– sensor 549
pressure valve
– automatic 16
pretty good privacy (PGP) 1638
prevention 506
preventive maintenance (PM) 731
price setting (PS) 106
primary
– frequency control (PR) 1145
– reserve 1146

Primo 1295
principal component analysis (PCA)

634
principle
– man–machine communication

591
– progressive mechanization 309
principle of parallelism 1566
printed circuit board (PCB) 551,

628, 656
printed circuit board assembly

(PCBA) 557
printing and display solutions 1273
PRISM Center 1563
privacy 71, 88, 828
proactive maintenance 744
probabilistic
– context-free grammar (PCFG)

263
– grid 339
– modeling 341
– traffic congestion management

1206
problem analysis resolution and

ranking (PARR) 1204
problem processing subsystem (PPS)

632
problem-based
– learning (PBL) 1511, 1512, 1514,

1559
procedural
– modeling 646
process
– automation 324, 581
– capability index 120
– control 741, 1520
– control standard (S95) 741
– control system 950
– design 1521
– dynamics 531
– efficiency 397
– field bus–decentralized peripheral

(PROFIBUS-DP) 919
– front-end 912
– front-of-the-house 1622
– industry 29
– integration 130
– master 1520
– module (PM) 914
– module controller (PMC) 919
– monitoring 506
– online control 741
– reengineering 1637
– type 1521
process analytical technology (PAT)

540

process automation 538
– requirement of 1016
process buffer 130
process capability
– critical process index 120
– minimum process index 120
process efficiency 397
process management
– business 1532, 1533, 1535
process safety 541
processing
– continuous 7
processing chain 389
processor 75
– technology 656
product automation 545, 546, 548
– definition 546
product data and knowledge

management (PDKM) 750, 759
product data management (PDM)

642, 749
product embedded information

device (PEID) 750, 751
– technology 762
product family approach 371
product finishing 1054
product knowledge and management

system (PDKM) 754
product lifecycle management (PLM)

651, 749
production 949
– automation 504, 579, 580
– economy 97
– factor 97
– function 97, 98
– line 385
– network 874
– planning 952
– rate 99, 603
– rate of a work unit 99
– scheduling 387, 632
– technique 97
– technology 723
– virtual 402
productivity 24, 102, 725, 1631
– elasticity 101
professional responsibility 829
professional review 829
PROFIBUS 986
PROFINET 989
profit per product unit 102
prognostics 744
– and prevention 503
– economy 521
program evaluation method

1519
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Subject Index 1803

Program for International Student
Assessment (PISA) 86

program list in APT 845
programmable logic controller (PLC)

29, 64, 243, 471, 552, 722, 741,
950, 985, 989, 1016, 1056, 1112

programmable logic device (PLD)
654, 655

programmed cell death
1338

programmer interface 30
programming
– in logics (Prolog) 976
– nanopore 1442
– of welding robots 1037
progress monitoring automation

1075
progressive mechanization
– principle 309
project
– design 1638
– management 1638
– structure 1134
– success criteria 1638
project estimation 512
project evaluation and review

technique (PERT) 1066
projected installation 1678
projection operator 210
properties of the continuous learning

schemes 226
property right 828
property-preserving framework

adaptation 378
proportional–integral–derivative

(PID) 482, 547, 723, 1084
propositional logic 253
prosthesis 1492
prototyping
– rapid control 328
– virtual 861
provider order entry
– computerized 1391
public
– service 823
public safety answering point (PSAP)

1169
public understanding 830
public-health emergency response

information system (PHERIS)
1568

public-key infrastructure (PKI)
1638

public-use
– database 1431
pulse echo (PE) 905

pulse width modulation (PWM)
1084

pulse-amplitude modulation (PAM)
247

pump flow signal 1419
punch-card control timeline 75
Purdue enterprise reference

architecture (PERA) 6, 9
pure state feedback 160, 165
pursuit algorithm 229, 230
PV-loop 1414, 1415
PWM conversion of analog to

switched signal 1084

Q

Q parameter 178
quadratic programming problem

192
quadrature amplitude modulation

(QAM) 247
qualification 767
quality 24
– schedule 916
quality assurance 1275
– service 1268
quality feedback loop 737
quality improvement 1387
quality of service (QoS) 344, 346,

411, 454, 456, 715, 993, 994
Quest 1292
question and test interoperability

(QTI) 1511
QUEST II 1647

R

radar processing unit (RPU) 1173
radar system 1191
radial basis function (RBF) 199
– adding 206
– feedback linearizable 201
– fixed-structure 201
– Gaussian 202
– raised-cosine 202
– removing 207
– variable-structure 201
radial navigation 1189
radiation therapy
– image-guided 1373
radioactive dye 1436
radiofrequency identification (RFID)

19, 399, 741, 860, 955, 956, 961,
964, 969, 1025, 1066, 1071, 1431,
1608

– reader 1270

radiography
– digital 903
radiosurgery
– stereotactic 1400
radiotherapy (RT) 1372
rail-guided vehicle (RGV) 921, 963
raised-cosine RBF (RCRBF) 204
– compact support 204
ramp control tower 1208
random access memory (RAM)

557, 911
random environment (RE) 223
random-number generator (RNG)

227
random-weight genetic algorithm

(rwGA) 491
range of motion (ROM) 1402
ranging
– sensor 1257
ranked positioned weight (RPW)

606
rapid control
– prototyping (RCP) 328
rapid prototyping 1275
– model 1504
rapidly exploring random tree (RRT)

287
rate distortion function R(D) 241
rate of return 706
ratio of weight to payload 1496
rationalization 23
rationalization procedure
– economic 700
ray-tracing 649
reaching law 196
real and physical system (RPS) 861
real information system (RIS) 861
real-time
– behavior 982
– class 982
– class 1 988
– communication 993
– constant delay-sensitive 994
– CORBA (RT-CORBA) 510
– decision-making process (RT

DMP) 630
– ethernet (RTE) 984
– jitter-sensitive 994
– kinematic GPS (RTK GPS) 1097
– operating system 1020
– optimization (RTO) 530, 531
– performance monitoring 562
– pricing 1479, 1480
– scheduling 389
– specification for Java (RTSJ) 383
– tool-path generation 855
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1804 Subject Index

reason for outsourcing 1271
receding horizon control (RHC)

191, 192, 1368
receiver autonomous integrity

monitoring (RAIM) 1187
recirculating aquaculture system

(RAS) 1114
reconfigurable
– manufacturing system (RMS) 602
– transfer line (RTL) 603
reconfiguration 605, 614, 721, 732,

742
recovery of nominal value of capital

104
recursive method for global stability

163
red blood cell (RBC) 1367
reduced instruction set computing

(RISC) 556
reduced latency 403
reduced-ordered binary decision

diagram (ROBDD) 663
redundancy 403
refitting (retrofitting) 725
reflective practice 1302
refrigeration 1472
refrigerator inventory maintenance

1473
Regional Health Information

Organization (RHIO) 1394
Regional Transmission Organization

(RTO) 1141
regulation 169, 170, 1625
regulatory
– control 530, 533
rehabilitation device 1492
relational
– database (RDB) 1426
relational positioning module 451
relative
– positioning 1097
relative advantage of automation

102
relays 722
reliability 735, 736
– index 1155, 1156
reliability analysis
– human (HRA) 685
reliability, maintainability, and safety

(RMS) 736
remote 743
– appliance communication 1472
– diagnostics 735
– laboratory 464
– learning 87
– maintenance 745

– manipulators 1400
– performance monitoring 1478
– planning module 452
– procedure call (RPC) 989, 1560
– service 567
remote-controlled 1258, 1261
– robot 1259
– system 1254
remotely operated underwater vehicle

(ROV) 282
remotely piloted vehicle (RPV) 281
removing RBF 207
repair center (RC) 567
repair rate 737
replicated sensor system 338
replication 742
required navigation performance

(RNP) 1189, 1205, 1206
required time of arrival (RTA)

1210
required vertical separation minimum

(RVSM) 1199
requirement
– traceability 1275
requirement of
– process automation 1016
requirements analysis
– model-driven 746
research ethics 823
Research Libraries Group (RLG)

1286
reserve
– contingency 1142–1152
– dispatch 1145
– operating 1145
– planning 1150
– quick-start 1150
– replacement 1145
– secondary 1148, 1149
– standby 1150
– supplemental 1142, 1150
– tertiary 1150
resin transfer molding (RTM) 472
resistance
– seam welding (RSEW) 1030
– spot welding (RSW) 1029
resistance change 334
resistance temperature detector

(RTD) 334
resistance welding 1029
– equipment 1032
resistivity 334
resolution advisory (RA) 1194,

1224
resolution enhancement technique

(RET) 665

resource
– renewable 1161
resource description framework

(RDF) 1533
resource orchestration 410
resource-constrained project

scheduling problem (rcPSP) 493
resources management 1294
results of machining process planning

855
retail
– banking 1616
– cost 1482
– sales 1676
– sector 1674
– shopping 1585
retractable arms 1259
retrospective conversion (recon)

1288
return on invested capital (ROIC)

706
return on investment (ROI) 716,

954, 961
reuse-driven
– software development 366, 371
reverse
– auction 1590
– engineering 1346
reward–estimate vector 228
reward–inaction (RI) 226
reward–penalty (RP) 226
RFID tags
– active 866
– passive 866
– semipassive 866
RFID-based automation 864, 867
Riccati equation 183–186
rigging 647
Riggins’ electronic commerce value

grid 1583
ring riveter 906
ring-laser-gyro (RLG) 1004
risk minimization of mechanical

hazard 593
risk priority number (RPN) 739
risk-pooling firm 1614
RMS engineering 738
road automation 1165
road departure crash warning

(RDCW) 1174
Road Departure Crash Warning

System Field Operational Test
(RDCW FOT) 1174

road freight 393
road logistics 387
road paving 1066
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Subject Index 1805

RoboCup 1327
robo-ethics 812
robot 3, 17, 81, 553
– arms 1497
– assistive service 1486
– autonomous 1491
– cell 360
– cleaning 1253, 1461
– climbing 1255
– construction set 1315
– duct cleaning 1261
– facade cleaning 1255
– floor cleaning 1255
– for promotion and public relations

1316
– fruit grading 1120
– fruit harvesting 1109, 1116
– glass roof cleaning 1258
– grafting 1106
– guidance 1489, 1490
– handling 359
– humanoid 719, 1491
– in entertainment industry 1318
– industrial 349
– intelligent 350, 352, 359
– loader 360
– medical 1451
– milking 1113
– miniature 1399
– multioperation 1117
– multiple 357
– passive medical 1398
– performance 1317
– personal 1319
– pool cleaning 1255, 1262
– remote-controlled 1259
– semiautomatic 1258
– service 1486
– sewer cleaning 1261
– sewer line cleaning 1256
– space 1248
– stamping 4
– vacuum cleaning 1257
– ventilation duct 1256
– wheel-based 1491, 1492
robot joint design
– hygienic 1045
robot predetermined time standard

(RPTS) 3
robot soccer 1326
robot time & motion method (RTM)

4
robotic
– CNT deposition 940
– field operation 1099
– harvester 1100

– home assistant 1493
– inspection 1246
– maintenance 1246
– manipulation 1245
– painting 29
– painting line 30
– spot welding line 1037
– walker 1487
– welding 1035
– wheelchair 1488
robotics 17, 719
– computer aided design (ROBCAD)

4
– image-guided 1451
– in-space 1246
– on-orbit 1246
Robotics Industries Association

(RIA) 687
robotization 1101
robots in entertainment 1315
robust
– control 187
– controller 188
– design computation system

(RDCS) 472
– performance (RP) 188, 189
– stability (RS) 186–189
robustifying component 203
robustness 1336, 1371
– measures of 187
Rockwell Automation Co. 31, 33
rolling horizon 394
roofs and facades 1258
rotary LVAD 1416
rotating brush 1256, 1262
RTL synthesis 659
rules repetition 49
run-to-run (R2R) 924
run-to-run control 1370
runway occupancy time (ROT)

1200

S

Safe Drinking Water Federal Act 33
safe manipulation among humans

1499
safety 4, 671, 719, 735, 738, 1257
– device 1254
– environmental equipment

protection 529
– in automation 300
– integrity level (SIL) 982
– interlock system (SIS) 541
– requirements 1404
– symbol 689

SAGA 1635
Samuel Morse 16
SAOImage ds9 (Smithsonian

Astrophysical Observatory Image
ds9) 1649

Sartorius 63
satellite navigation system 1187
satellite system
– global navigation 1097, 1190
satellite-based augmentation system

(SBAS) 1187
satisfiability (SAT) 253, 659
satisficing decision 630
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